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PREFACE 

This volume contains the full-length papers accepted for presentation at the XI International Conference on 

Structural Dynamics EURODYN 2020, streamed online from Athens, Greece on November 23-26, 2020. 

EURODYN Conference Series is organized under the auspices of the European Association of Structural 

Dynamics (EASD). EASD was founded in 1990 as a joint European initiative of experts in Structural Dynamics, 

with the purpose of sponsoring and overseeing the organization of the EURODYN conferences, scheduled to 

take place with a three-year interval. The first EURODYN Conference was held in Bochum in 1990, organized 

by the founding president of EASD Prof. Wilfried Krätzig. Following Bochum, the conferences were held in 

Trondheim (1993), Florence (1996), Prague (1999), Munich (2002), Paris, (2005), Southampton (2008), 

Leuven (2011), Porto (2014), Rome in 2017 and this year in Athens, the city where the EURODYN 2020 

conference would have taken place in June 2020.  

In view of the first signs of the COVID-19 pandemic at the beginning of this year, we were forced to 

postpone the conference dates at the end of November 2020. This was expected to give the opportunity to 

the participants to attend the conference either physically or remotely. Unfortunately, and contrary to what 

we had all anticipated, the COVID-19 was still around at the end of June 2020, and hence we were left with 

no other choice but to abandon the idea of a physical conference and organize a fully online event. This 

transition was very painful and created many administration complications. Nevertheless, EASD and the 

organizing committee have seen this sanitary crisis as an opportunity to organize a different type of event 

and to propose a new approach for scientific collaboration and communication that respects both the legacy 

of the conference series and the health of the members of the European Community of Structural Dynamics. 

EURODYN conferences have been established as the top scientific events in the area of theoretical, 

numerical and experimental Structural Dynamics worldwide and are highly-anticipated every three years by 

the international community of Structural Dynamics. For the 2020 edition of EURODYN series, more than 

1000 abstracts were submitted, of which 830 were selected for presentation and among them 400 full-

length papers were accepted for publication in the EASD Open Access Procedia, indexed by Scopus 

Database.  

 

The editors of this volume would like to thank all authors for their contributions. Special thanks go to the 88 

colleagues who were involved in the organization of 38 Minisymposia and to the reviewers who contributed 

to the scientific quality of this e-book with their work. 

We would particularly like to thank the Members of the EASD Executive Board, and especially Álvaro Cunha, 

the President of EASD, Guido De Roeck, the Honorary Chairman of EURODYN 2020 and Fabrizio Vestroni the 

Chair of the EURODYN 2017, for their valuable advice, suggestions and interest, during the three-year 

preparation period of EURODYN 2020. Their contributions were significant to the successful outcome of this 

undertaking.  

 

Manolis Papadrakakis 

National Technical University of Athens, Greece 

 

Michalis Fragiadakis  

National Technical University of Athens, Greece  

 

Costas Papadimitriou 

University of Thessaly, Greece  
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A COUPLED MODELLING APPROACH FOR THE FAST
COMPUTATION OF UNDERWATER NOISE RADIATION FROM

OFFSHORE PILE DRIVING
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Abstract. This paper presents a computationally efficient modelling approach for the predic-
tion of underwater noise radiation from offshore pile driving. A near-source module is adopted
to capture the interaction between the pile, fluid and soil, which is based on a previously de-
veloped semi-analytical vibro-acoustic model. This module primarily aims at modelling the
sound generation and propagation in the vicinity of the monopile. The Green’s tensor for an
axisymmetric ring source in a horizontally stratified acousto-elastic half-space emitting both
compressional and shear waves is derived using the normal modes and branch line integra-
tions. The boundary integral equations are then formulated based on the reciprocity theorem,
which forms the mathematical basis of the far-from-source module for the propagation of the
wave field at large radial distances. The complete noise prediction model comprises the two
modules, which are coupled through the boundary integral formulation with the input obtained
from the near-source module. Model predictions are benchmarked against measurement data
from an offshore installation campaign.
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1 INTRODUCTION

The anthropogenic noise generated during the installation of the foundation piles for offshore

wind farms has raised serious concern over environmental issues. The underwater noise pollu-

tion can endanger the lives of marine mammals and fishes [1]. Under the strict environmental

regulations imposed by the government in many countries, the offshore industry strives to keep

the noise levels to within acceptable limits. To assess the noise levels to be expected and con-

trol the hydro-sound emission, underwater noise predictions are required prior to the offshore

installation of piles in most projects.

Over the last decades, modeling of the underwater noise generated by offshore pile driving

has been studied extensively. Reinhall and Dahl [2] firstly proposed a coupled Finite Element

(FE) and Parabolic Equation (PE) model for the prediction of underwater noise for offshore

pile driving. The former method (FE) aims at generating the noise in the vicinity of the pile,

while the latter one (PE) focus on the long-range propagation of the sound field. The coupling

is achieved via a vertical array of phased point sources from FE results. Lippert and Estorff

[3] presented a coupled FE and wavenumber integration model and investigated the influence

of uncertainties in the sediment parameters through Monte-Carlo simulations. A theoretical

benchmark case was then examined by various models discussed in [4]. Similar to [2], a two-

step approach is adopted in most available models mentioned in [4, 3, 5] with a FE model to

capture the vibration of the pile and a sound propagation model to propagate the field at larger

distances (from the pile).

A semi-analytical approach for the prediction of underwater noise from pile driving was

developed by Tsouvalas and Metrikine [6] based on a mode-matching technique. In contrast

to most of the aforementioned models, this model additionally captured the characteristics of

more complex seabed conditions with the soil being described as a three-dimensional elastic

continuum. This allows one to examine the influence of the seabed properties on the noise

generation and transmission.

In this paper, the authors present a coupled modelling approach for the noise prediction

by impact piling with the focus being placed on a computationally efficient approach for the

propagation of the sound field at large distances. The method extends the earlier works [7]

by a far-range propagation module. The complete model comprises two modules: i) a near-

source module aiming at the accurate description of the pile-water-soil interaction together with

the sound generation and propagation in the pile vicinity [6], and ii) a far-from-source module

aiming at the propagation of the wavefield at larger distances. The input to the far-from-source

module is provided by the near-source module through the boundary integral formulation.

Section 2 introduces the mathematical statement of the problem together with the solution

technique. In section 3, an experimental benchmark case is presented and measurement results

are compared to model predictions. Finally, section 4 gives an overview of the main conclusions

of the paper.

2 THEORY

The complete vibro-acoustic model for noise prediction in impact piling is shown in Fig.1.

The pile is modelled as linear elastic thin shell occuping the domain 0 ≤ z ≤ L. A vertical force

F (t) is applied at the top side of the pile. The ocean environment is modelled as an acousto-

elastic layered waveguide. The fluid is modelled as a three-dimensional inviscid compressible

medium with a compressional wave speed cf and a density ρf occupying the domain z0 ≤
z ≤ z1 and r ≥ R. The soil is described as a three-dimensional horizontally stratified elastic
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continuum. Each soil layer is characterised by its density ρj , the compressional and shear

wave speeds cp,j and cs,j , and the compressional and shear damping coefficients αp,j and αs,j ,

respectively. In the near-source module, the soil occupies the domain z ≥ z1 and is terminated

at a large depth z = H with a rigid boundary which has been shown not to affect the pile

vibrations and noise generation in the vicinity of the pile [6]. In the far-from-source module, the

soil extends to infinity in the vertical direction to accurately capture the energy loss mechanisms

at larger distances from the pile.

Figure 1: Geometry of the complete system (left) and the coupled modelling approach (right).

2.1 Governing equations

The equations of motion of the pile-soil-water system read [7]:

L up + Im üp = − [H(z − z0)−H(z − L)] ts + f (1)

Gj ∇2uj
s + (λj +Gj)∇∇ · uj

s − ρjüj
s = 0 (2)

∇2φf (r, z, t)−
1

c2f
φ̈f (r, z, t) = 0 (3)

In the equations above, up = [up,z(z, t) up,r(z, t)]
T

is the displacement vector of the mid-

surface of the shell, uj
s(r, z, t) =

[
ujs,z(r, z, t) u

j
s,r(r, z, t)

]T
is the displacement vector of each

solid layer and φf (r, z, t) is a velocity potential introduced for the description of the fluid. The

operators L and Im are the stiffness and modified inertia matrices, respectively [6]. The vector

ts represents the boundary stress vector that takes into account the reaction of the soil and fluid

surrounding the shell at z0 < z < L. Naturally, in the domain z0 < z < z1 this reflects only the

normal pressure exerted by the fluid normal to the surface whereas for z > z1 both shear and

normal stresses are present. The functions H(z − zi) are the Heaviside step functions which

are used here to account for the fact that the soil and the fluid are in contact with a segment
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of the shell in correspondence with Fig.1. The vector f = [frz(z, t) frr(z, t)]
T

represents the

externally applied force on the surface of the shell.

A set of boundary conditions and interface conditions are formulated as follows for r ≥ R:

pf (r, z0, t) = 0 (4)

σ1s,zz(r, z1, t) + pf (r, z1, t) = 0, σ1s,zr(r, z1, t) = 0, u1s,z(r, z1, t)− vf,z(r, z1, t) = 0 (5)

σj+1
s,zi (r, zj, t)−σjs,zi(r, zj, t) = 0, uj+1

s,i (r, zj, t)−ujs,i(r, zj, t) = 0 , 2 ≤ j ≤ N−1, i = z, r (6)

uNs,r(r, zN , t) = u
N
s,z(r, zN , t) = 0 (7)

where pf (r, z, t) indicates the pressure in the fluid, σjs,zi(r, z, t) represents the stresses in the

soil at the corresponent layer j. In addition to Eqs. (4–7), the radiation condition needs to

be satisfied at r → ∞. In the far-from-source module, the boundary conditions at z = zN
are substituted by the radiation condition at z → ∞, which indicates that the bottom soil is

modelled as elastic half-space.

2.2 Solution to the coupled problem

The complete solution to the coupled vibroacoustic problem consists of two modules: (i) the

near-source module aiming at the noise generation and propagation in the vicinity of the pile;

and (ii) the far-from source module aiming at propagating the field at larger distances from the

pile.

2.2.1 Near-source module

The near-source module is based on a three-dimensional vibroacoustic model developed by

Tsouvalas and Metrikine [6]. The module captures the characteristic of dynamic interactions

between the pile and the surrounding media. A modal decomposition is applied both for the

shell structure and the acousto-elastic waveguide as:

ũp,k(z, ω) =
∞∑

m=1

Am Ukm(z) ,

φ̃f (r, z, ω) =
∞∑
p=1

CpH
(2)
0 (kpr) φ̃f,p(z) ,

φ̃s(r, z, ω) =
∞∑
p=1

CpH
(2)
0 (kpr) φ̃s,p(z) ,

ψ̃s(r, z, ω) =
∞∑
p=1

CpH
(2)
1 (kpr) ψ̃s,p(z) ,

(8)

in which the subscripts p, f, s indicate the pile structure, fluid and soil, respectively, k refers to

the displacement components r and z, the index m = 1, 2, ...,∞ represents the mode number.
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H
(2)
n denotes the nth-order Hankel function of the second kind which ensures that the radia-

tion condition at r → ∞ is satisfied at all times. The expressions for the displacement and

the pressure/stress fields can be obtained through Helmholtz decomposition by substituting the

potential functions. The coefficients Cp with p = 1, 2, ...,∞ are the unknown modal ampli-

tudes. The coefficients Am are the modal amplitudes to be determined by solving the coupled

problem. The terms kp denote the horizontal wavenumber obtained by the formulation of the

eigenvalue problem of the acousto-elastic region [8]. A system of infinite algebraic equations

to the unknown coefficients Cp can be obtained [7]:

∞∑
q=1

Cq

(
Lqp + kqH

(2)
1 (kqR) Γq δqp −

∞∑
m=1

Rmq Qmp

Im

)
=

∞∑
m=1

FmQmp

Im
(9)

The coefficients of the shell structure are given by:

Am =

Fm +
∞∑
p=1

CpRmp

Im
(10)

The terms Lqp, Γq,Qmp,Rmp and Im are computed given the expressions in [6], which are omit-

ted here for brevity. The eigenproblem of the shell and the surrounding acousto-elastic medium

can be solved independently, which provide flexibilities in examining various configurations of

the system.

2.2.2 Far-from-source module

To propagate the axisymmetric disturbances radiated from the pile into the surrounding

medium, Green’s tensors for a ring source emitting both compressional and shear waves are

first derived. Assuming that a ring source is positioned at r0 = (r0, z0), the wave equation in

the Fourier-Hankel domain reads [9]:[
d2

dz2
+ k2z,ξ

]
Φ̂g

Ξ,ξ(kr, z; r0, z0, ω) =
J0(kr r0)

2π
δ(z − z0)Sξ

β(ω) (11)

in which ξ indicates the type of the sources considered; ”f” being a fluid source, ”p” a com-

pressional source, and ”s” being a shear source. The subscript Ξ represents the position of the

receiver in the layered medium. Sξ
β(ω) represents the source strength, which will be determined

based on a unit impulse in β direction at source point r0 as discussed in section 2.2.3.

The solutions to Eq.(11) for the displacement potentials Φ̂g
Ξ,ξ = [φ̂gf,ξ, φ̂

g
s,ξ, ψ̂

g
s,ξ] in the wavenum-

ber domain are first derived for an acousto-elastic layered half-space. Applying the inverse

Hankel transform yields:

Φ̃g
Ξ,ξ(r; r0, ω) = −1

2

∫ +∞

−∞
(Sξ

β(ω)
e−ikz,ξ|z−z0|

4πik(z, ξ)
+A1

ξe
ikz,ξz+A2

ξe
−ikz,ξz)J0(kr r0)H

(2)
0 (kr r)krdkr

(12)

For z ≥ zN , A1
ξ = 0 to ensure that the downward propagating waves leave the soil half-space

without reflection. Upon substitution of the Eq.(12) into Eqs.(4–6), it becomes clear that the

kernels in the integral representations need to be satisfied. This yields a linear algebraic system

of equations with unknowns A1
ξ and A2

ξ . Once the amplitude coefficients are solved for every
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kr, the Green’s tensor for any configuration of compressional or shear source potentials can be

obtained.

To evaluate the wavenumber integral given by Eq.(12), the complex contour integration tech-

nique is applied. The solution can be expressed as a summation of a finite number of (normal)

modes supplemented by Ewing-Jardetsky-Press (EJP) branch line integrations. The final ex-

pression of the Green’s tensor in modal summation for the acousto-elastic domain considered

here reads:

Φ̃g
Ξ,ξ(r, z; r0, z0;ω) = −πi

M∑
m=1

[
Φ̂g,num

Ξ,ξ (kr, z; r0, z0)

f ′(kr)
J0(kr r0)H

(2)
0 (krr)kr

](m)

+
1

2

∫
α+β

Φ̂g
Ξ,ξ(kr, z; r0, z0)J0(kr r0)H

(2)
0 (krr)krdkr

(13)

in which Φ̂g,num
Ξ,ξ = [φ̂g,numf,ξ , φ̂g,numsj ,ξ

, ψ̂g,num
sj ,ξ

] denotes the numerator of the solutions of the po-

tential functions in Hankel domain. The characteristic equation f(kr), being the determinant of

the coefficient matrix, is used to determine the horizontal wavenumbers k
(m)
r .

2.2.3 Direct boundary element integral

The direct boundary element method (BEM) is adopted in this model to couple the near-

source and far-from-source modules. The solution of the wavefield in both acoustic and elas-

todynamic field employs Somigliana’s identity in elastodynamics and Green’s third identity in

potential theory [9-11]. The boundary data is specified from the near-source module on a cylin-

drical surface at r = r0 from the pile, i.e. section 2.2.1, are used as input to the far-from-source

module via the BEM.

The fundamental solutions of Green’s displacement tensors ŨΞξ
αβ(r, r0, ω) are derived from

the potential functions [12] given the receiver point at r = (r, z) (in medium Ξ) in α-direction

due to a unit impulse at source r0 = (r0, z0) (in medium ξ) in β-direction:

Ũ sξ
αβ(r, r0, ω) = ∇φ̃gsj ,ξ(r, r0, ω) +∇×W, W = −

∂ψg
sj ,ξ

(r, r0, ω)

∂r

Ũ fξ
αβ(r, r0, ω) = ∇φ̃gf,ξ(r, r0, ω)

(14)

For the elastic domain, the Green’s stress tensors T̃Ξξ
αβ (r, r0, ω) related to ŨΞξ

αβ(r, r0, ω) can be

obtained through substitution of Eq. (14) into the constitutive equations [12]. The fundamental

solution pair {Ũαβ, T̃αβ} can be obtained once the unknown source strengths Sξ
β(ω) are deter-

mined. By employing the Green’s displacement tensors in Eq.(14), the traction vector can be

expressed through stress tensor as,

τ̃i = σ̃ijnj (15)

where τ̃i is the traction vector in i direction, nj is the unit normal vector at the boundary. The

condition of a unit impulsive load can be applied in the β-direction at the source r = r0 by

setting, : [
τ̃β
τ̃α

]
=

[
δ(r − r0)

0

]
(16)

The solution of Eq.(16) yields the coefficients Sp
β(ω) and Ss

β(ω).
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For the acoustic domain, the conventional boundary integral representation is the Helmholtz

integral in terms of pressure or displacement potential. By taking the directional derivative

of the displacement potential as stated in Eq.(14), the boundary integral formulation for the

displacement can be obtained directly by setting Sf (ω) = 1, which is analogous to the integral

formulation in the soil.

By utilizing Betti’s reciprocal theorem in elastodynamics [10] and Green’s theorem for

acoustic problem [11], the complete solution for the acousto-elastic domain reads:

ũΞα(r) =
∑
β=r,z

∫
Ss

(
ŨΞs
αβ(r, r0, ω) · t̃nβ (r0, ω)− T̃n,Ξs

αβ (r, r0, ω) · ũβ(r0, ω)

)
dSs

0(r0)

+

∫
Sf

(
ŨΞf
αr (r, r0, ω) · p̃(r0, ω)− T̃n,Ξf

αr (r, r0, ω) · ũr(r0, ω)

)
dSf

0 (r0), r ∈ V
(17)

where n is the outward normal to the cylindrical boundary. The superscripts of the Green’s

tensors, ”f” and ”s” indicate fluid and soil domains, respectively.
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Figure 2: Input forcing function.

3 VALIDATION CASE STUDY

In order to validate the model, a benchmark case is considered with the measurement data

recorded at offshore wind farm BARD Offshore 1 [5]. The material properties and the geometry

of the model are given in Table 3 [5]. The seabed in the model consists of a thin marine sediment

layer overlaying a stiffer soil half-space. The actual penetration depth of the pile was around 20

m. The pile was driven by a hydraulic hammer. The time signature of the applied force is the

one shown in Fig.2, which generates approximately 1370 KJ blow energy into the system. The

frequency spectrum is also given in Fig.2.

The peak pressure level (Lpeak) and the sound exposure level (SEL) of receiver points at

radial distances up to 1500m are shown in Fig.3. As can be seen, the difference between the
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Figure 3: Comparison of SEL and Lpeak at several radial distances from the pile and 2 m above the seabed.

Parameter Pile Parameter Fluid Upper soil Bottom sediment

Length[m] 85 Depth [m] 40 2 48

Density [kg/m3] 7850 ρ[kg/m3] 1000 1888 1908

Outer diameter [m] 3.35 cL [m/s] 1500 1705 1725

Wall thickness [mm] 70 cT [m/s] - 186 370

Final penetration depth [m] 20 αp [dB/λ] - 0.91 0.88

Maximum Blow Energy [kJ] 1370 αs [dB/λ] - 1.86 2.77

Table 1: Basic input parameters for the simulations.

predicted SEL and the measured values are 0.60 dB and 0.89 dB at 10m and 1500m radial

distances from the pile respectively. The SEL indicates the averaged amount of energy radiated

into the surrounding media and Lpeak evaluates the impulsiveness of the pressure waves from

the pile. The results verify the validity of the developed model, which can provide predictions

that lies within the accuracy of the measurement equipment (± 1 or 2 dB).

Figure 4 shows the pressure levels (dB re 1μPa2/Hz) in 1/3-octave bands at various radial

distances from the pile. Assuming that the energy in all the defined bandwidths (one-third

octave) results from an effective source, the bandwidth energies add directly to give the total

energy in one frequency band. The derivation of the sound pressure level in the unit of dB re 1

μPa2s−1 reads:

SPL1/3−octave = 10 log10

n∑
i=m

( |p̃i(ω)|2
p20

)
(18)

As can be seen in Fig.4, the spectrum shows that most of the energy is distributed at low fre-

quencies, which is consistent with the 1/3-octave band spectrum obtained by measurement data

and numerical results from FE-PE model in [5].
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Figure 4: One-third octave band spectrum for a point positioned 2m above the seabed in the fluid and at r = 1500m

from the pile.

4 CONCLUSIONS

The paper presents a computationally efficient coupled approach for noise predictions by

offshore pile driving. The mathematical background of the generation and propagation of the

sound field is given and the adopted method of solution is described. The direct boundary

integral equation (BIE) formulation is adopted to propagate the radiated wave field from the

near-source module to larger distances. A numerical analysis of a benchmark case is conducted,

which verifies the validity of the model for the prediction of underwater noise from offshore pile

driving. In the future, model predictions will be benchmarked against both numerical model

predictions and available data from other measurement campaigns published in the scientific

literature.
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Abstract. For the development of future passenger aircraft comprising novel technologies and
designs, a reduction of cabin noise is one major aim. An analysis of the aircraft cabin sound
pressure levels can be achieved by mechanical models. In opposite to energy-based methods,
wave-resolving models allow a detailed investigation of distributed fluid loadings and the wave
propagation within the fuselage. A turbulent boundary layer loading on the outer skin of the
aircraft is investigated exemplary. As the loading bring along a specific footprint on the aircraft
skin and the model resolves the bending waves, the load input can be applied directly. Besides
the outer skin, the aircraft fuselage model considers the stiffeners, the insulation, the inner
cabin lining and the cabin fluid of the entire cabin. Each part is validated separately and
included in the aircraft fuselage model. The structural and fluid domains are fully coupled and
discretised with finite elements using 2D shells and 3D continua resulting in millions of degrees
of freedom. The simulation shall not model a specific aircraft, but rather demonstrate on the
example of a generic research aircraft the crucial modelling and solving aspects of typical
aircraft parts. Within this contribution, a section of the fuselage is presented having a specific
focus on the cabin fluid modelling. The damping characteristics of the seats are considered by
impedance boundary conditions within the 3D fluid domain and compared to a homogenising
approach using a frequency-dependent damping loss factor. The necessary input parameters are
measured in a reverberation chamber having available an aircraft seat bench. The numerical
comparison of the modelling approaches in the fuselage model shows that local differences can
be expected but in general the SPL is decreasing similarly with increasing frequency.
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1 INTRODUCTION

Facing an increasing demand for mobility, the number of flights is expected to raise signifi-

cantly in future. Many passengers are exposed to cabin noise during flights. Under high noise

levels, health and comfort issues may occur. A simulation of cabin sound pressure levels in

early design stages can help to avoid a high exposure by integrating sound reduction measures

if necessary.

Based on preliminary aircraft design data as provided in the Collaborative Research Center

880 [1], a wave-resolving fuselage model can be derived. The modelling of structure-borne

sound waves in the primary and secondary structure and the fluid waves in the insulation and

the cabin itself allows a detailed analysis of the sound transfer paths. As waves in all domains

are considered, sound reduction measures like, e.g., acoustic black holes and their placement

can be studied directly without any assumptions on their efficiency. Discretising and solving

the model delivers the sound pressure level (SPL) distribution in the cabin under certain loads.

Fluid loads like jet noise or the turbulent boundary layer (TBL) bring along a characteristic

footprint on the outer skin. Only a correct consideration of phase differences and amplitudes

of such loads ensure a precise prediction of cabin noise. Especially for novel aircraft concepts,

resulting sound sources are not known and may be assessable through complex simulations. In

[2], e.g., the cabin noise due to jet noise is investigated for a comparison of an UHBR engine

with a conventional engine. The model is extended by a TBL load in [3] suggesting that this

load might be one of the dominating loads in aircraft with UHBR engines.

However, appropriate modelling assumptions for all fuselage parts are required in order to

receive reasonable responses in the cabin. The cabin fluid itself including seats and passengers

is expected to play a major role in the entire model. Hence, a comparison of models of different

complexity is aimed for in this contribution. Simple approaches considering a homogenised

cabin fluid offer a simple and fast modelling procedure. A detailed consideration of seats is

more complex but may offer crucial quality differences in the model. A boundary element

solution of an aircraft passenger cabin is applied in [4] to the cabin fluid of an aircraft segment.

The numerical model is compared to experiments – differences are mainly attributed to the

neglected influence of the surrounding structure. In the model applied here, all surrounding

structures are considered. Qualitatively, in [4], the numerical sound pressure distribution near

the seats matched experimental results under a consideration of impedance boundary conditions

for the seat surfaces. Hence, this shall be the local approach applied here within the fuselage

model described in the next section.

2 FUSELAGE MODEL

The preliminary design data by the design tool PrADO [1, 5] within the CRC 880 provides a

dimensioning of the entire primary structure of a virtual research aircraft for 100 passengers. For

the purpose of cabin noise simulations, these information on materials, thickness distribution

and cross-sections are automatically transferred into a finite element shell model of the outer

skin, the stiffeners and the floor section. In Fig. 1, the FE model of the fuselage is shown.

Basically, the model underlies the assumptions of linearity and symmetry. For simplicity, a

small model with three seat-rows is applied in this study. Curved sandwich plates fixed to the

stiffeners are considered as typical inner sidewall and ceiling panels with a constant thickness

of 0.01m. An aramid honeycomb core is homogenised to a 3D continuum meshed by 27-node

quadratic hexahedrons while a glass-fibre-reinforced plastic layer is modelled at each side by

shell elements perfectly fixed to the honeycomb core.
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The double wall gap between outer skin and inner cabin linings is filled by glass wool. The fi-

bres material is considered as homogenised 3D equivalent fluid volume meshed by hexahedrons

as well. The passenger cabin itself is basically filled by air with typical density, temperature and

humidity values of the cabin air in cruise. Different modelling approaches for the cabin fluid

volume including damping, reflection and refraction of the aircraft seats shall be in focus of this

contribution. As visible in Fig. 1, seat domains are already separated in groups in order to apply

different modelling approaches keeping the finite element mesh unchanged.

Insulation
Inner linings

Cabin fluid

Seat backrest

Seat sitting area

Floor with stiffener

Outer skin and stiffener

Figure 1: Meshed fuselage section model including structural and fluid domains; Symmetry boundary conditions

are applied.

Fluid and structural domains are strongly coupled resulting in a total computational cost

of 7.3min per frequency step1. As exemplary load for a comparison of the cabin models, an

artificially generated TBL load is considered as described in detail in [3].

3 MODELLING ASPECTS IN THE PASSENGER CABIN

In previous studies of the aircraft model from Sec. 2 which can be found in [2, 6, 3], a

homogeneous constantly damped Helmholtz fluid domain is considered according to Eq. 1. A

constant complex speed of sound c is applied for the entire fluid in order to consider the damping

properties of seats and passengers. p is the sound pressure, ω is the angular frequency and x is

the location in the aircraft cabin.

�2p(x, ω) +
ω2

c2
p(x, ω) = 0 (1)

c is calculated according to Eq. (2) by use of the fluid loss factor ηf and the imaginary unit i
[7].

c2 = c2 (1 + iηf ) (2)

1Using the direct MUMPS solver and the institute’s in-house code elPaSo at 20 cores on the phoenix cluster of

TU Braunschweig
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In order to assess the consideration of c = const, the model complexity is increased in this

contribution. As the surrounding structures of the cabin (sidewall panels, floor) are considered

with material damping properties in the model, the seats and the passengers are mainly expected

to influence the cabin fluid domain. For the purpose of experimental studies on the damping

characteristics of seats, three aircraft seats are available which are shown in Fig. 2 (a). As

sketched in Fig. 2 (b), each seat is transformed to simplified cornered domains and considered

as separate block in the FE model. Two approaches are investigated: A frequency-dependent

loss factor and an introduction of surface impedances for the seat rows.

a) b)

reflecting back

of backrest

reflecting back

of sitting area

absorbing

surfaces

Figure 2: (a) Aircraft seats in reverberation chamber and (b) sketch of simplified seat assembly.

A first extension of the previous model is a consideration of a frequency-dependent loss
factor ηf (f) leading to a frequency-dependent speed of sound c(f) (Eq. (2)). The frequency-

dependent parameter is yielded by measurements. The reverberation time Tr(f) is measured

in a reverberation chamber resulting in the equivalent absorption area At(f) according to DIN

ISO 354 [8] for the three seats shown in Fig. 2. The equivalent absorption area of three seats

is linearly scaled to 100 seats which neglects any influences between seat rows. The effect

of passengers has been studied as well, but the change of At(f) is not significant. For the

equivalent absorption area with 100 seats At,100(f), the reverberation time Tr,cabin is calculated

according to Eq. 3 [8] inserting the properties of the passenger cabin.

Tr,cabin(f) =
55.3Vcabin

(At,100(f) + 4Vcmcabin(f)) c
(3)

Vcabin = 118m2 is the fluid volume in the cabin and mcabin(f) is the air absorption coeffi-

cient. Finally, ηcabin(f) is related to Tr,cabin(f) as given in Eq. (4) [9] with frequency f .
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ηcabin(f) =
2.2

fTr,cabin(f)
(4)

In Fig. 3, the resulting loss factor is shown. In the low frequency range (< 250Hz), a

homogenised loss factor of 3% can be expected by the seat cushions. With increasing frequency,

the loss factor decreases to 1% damping at 1000Hz. As most passenger cabins are similarly

designed, a transferability of these results is expected to a certain extent.
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Figure 3: Homogenised loss factor in the cabin with volume Vc = 118m2 for 100 passengers based on measure-

ment of the reverberation time of three seats.

The second approach is similar to the above described approach by [4] – an acoustic surface
impedance Za according to Eq. 5 [10] is placed in the fluid domain for the seat’s backrest and

the sitting area. The seat positions are given by the preliminary design data.

Za(f) =
p(f)

vn(f)
(5)

The impedances are experimentally determined in the reverberation chamber as well. By

placing an intensity probe near the surface, p and v are calculated on the basis of the two

pressure signals and the cross-correlation of these. This way, the impedances of the surfaces

(backrest and sitting area) are approximately given. The results for the Za are depicted in Fig. 4.

In the low frequency range (< 250Hz), the values show high variations which is consistent

with findings in [11]. In these frequency ranges, rather a smoother curve is expected which

can be shown by comparing with porous material models or impedance tube measurements.

With increasing frequency, the real part of the impedance converges to the impedance of air

(blue curve) which is physically reasonable as the absorption performance of the seat cushion

is expected to increase with reduced wave lengths.

As shown in Fig. 5 (b), the meshed cabin fluid volume assigned to the seat row is substituted

by the surface impedance. This means, the finite elements in these regions are removed intro-

ducing a reflecting surface at the back of each seat cushion besides the impedance at the front

of each seat cushion (backrest and sitting area). For the homogenised approach (Fig. 5 (a)), the

mesh is the same including the filled gap. Here, no reflecting boundaries are introduced.
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Figure 4: Acoustic impedances measured near the seat surfaces; The dotted lines are the imaginary parts.

a) b)

Figure 5: (a) Continuous mesh for homogenised approach; (b) Removed elements in seat region.

By removing the elements in the cabin fluid domain for the seat model, the computational

costs are reduced by 17% in comparison to the homogenised approach. Of course, the mod-

elling effort is higher as the seat volumes must be considered in the model. In the vicinity of

the sidewall panels, the meshing procedure is slightly more complex.

4 RESULTS

In Fig. 6, the SPL is plotted for the two described modelling approaches. The position corre-

sponds to the seat in the central row near the sidewall panel. The height is chosen in accordance

with a typical passenger ear height. Basically, the two SPL curves are similarly decreasing over

frequency and show comparable basic sound levels. The overall damping characteristics seem

similar as the dynamics of both curves is comparable as well. For a fast comparison of aircraft

configurations (e.g. in third octave bands), the global loss factor may be appropriate in order

to save modelling effort and avoid further mistakes during the introduction of impedances and

reflecting boundaries. Furthermore, the impedance approach brings along several assumptions
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like one impedance value at normal sound incidence which requires a more critical interpreta-

tion of results.
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Figure 6: Sound pressure level at central seat position near the sidewall panel under TBL load with two different

modelling approaches for the cabin.

Having a closer look, some resonances occur in both approaches (e.g. around 300Hz and

530Hz) but in most frequency regions there are local differences up to 10 dB and slightly more

resonances in the response of the seat modelling approach. In the case of the local seat model,

standing waves between seat rows and acoustic effects near seats can occur besides global res-

onances of the entire cabin fluid. In Fig. 7, pressure distributions in a cabin slice are shown for

several frequencies. For the global pressure distribution at 168Hz, for instance, only a slight

distortion of the global shape is observed. For shapes in longitudinal direction as, e.g. seen at

184Hz, the backrests of the seats seem to have a major influence. Furthermore, as it can be

observed at 232Hz, local effects (here below the seat sitting area) occur.

Concluding the results, detailed seat models seem necessary for applications or analyses

which require a knowledge of local effects. For a rough and global comparison of the sound

pressure levels, a global loss factor is appropriate. For active sound reduction measures, like

noise cancelling in aircraft cabins, these local information are crucial and a seat model must be

considered. Also, for a detailed investigations of tonal components like propeller noise, a seat

model should be preferred in order to cover local effects at specific frequencies which might

interfere with the tonal noise transferred into the cabin.

5 CONCLUSION

In this contribution, the SPL in an aircraft cabin is simulated using a finite element model

of a typical fuselage section under an artificially generated TBL load. A comparison of two

different modelling approaches is conducted – a homogenised damping loss factor for the entire

cabin fluid is compared to a local modelling of seats introducing local impedances for the seat

cushions. Both input parameters are frequency-dependent and received by measurements of a

real seat bench. The resulting SPL at one passenger ear delivers comparable results regarding
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168Hz

184Hz

232Hz

Figure 7: Qualitative pressure distribution in slices of the passenger cabin fluid; Each row refers to one example

frequency with identical contour map ranges per row; The evaluation position for Fig. 6 is indicated by the green

dots.

basic sound levels and damping performances over frequency. A detailed comparison of the

pressure distribution in the cabin shows local effects at and between seat rows which lead to

differences up to 10 dB in the model response.

For studies in future, a consideration of few tria elements in the volume mesh and non-

coincident meshes in general may reduce the modelling effort. In addition, a consideration

of porous material domains for the seat cushions might be a third approach. Furthermore, an

experimental setup without surrounding aircraft parts seems reasonable in order to validate the

local approach using impedances and reflecting backs of the seats. Finally, a more precise

measurement of the seat impedances, especially for lower frequencies, is aimed for in future.
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1Univ. Lille, ULR 7512 - Unité de Mécanique de Lille - Joseph Boussinesq (UML)
F-59000 Lille, France

e-mail: {talvesoliv}@univ-lille.fr

Keywords: Vibroacoustics, Noise Control, Statistical Energy Analysis, Numerical Modeling.

Abstract. Acoustical and structural systems are often found in engineering, whose importance
of dynamic responses to random excitation is extended to high frequencies. On vibroacoustics,
the prediction of the sound transmission loss and damping of a structural element in full spectral
range is important for design purposes in many areas, like the automotive and aerospace indus-
try. In the context of noise control, Statistical Energy Analysis (SEA) coupled with the Transfer
Matrix Method (TMM) is widely used in high-frequency modeling of multilayered systems. Two
mechanisms are involved in the application of a noise control treatment: the sound insertion
loss (IL) and the damping loss factors of the equivalent systems. The first one is related to the
transmission loss (TL) of the layers and, conceptually, is defined as the ratio between the acous-
tic TL of an treated panel over the TL of the panel without the attached treatment. The second
one is related to the dissipative part that imposes acoustic or structural damping to the medium
in contact with the treatment surfaces. This work presents a theoretical review involving the
SEA approach coupled with the TMM for modeling the Sound Transmission Loss of treated
subsystems. Additionally, implementing strategies are presented for considering this kind of
wave approach in a SEA model. The results obtained from the SEA-Toolbox, a new open-source
code developed in this project, are compared with experimental data.
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1 INTRODUCTION

Acoustical and structural systems are often found in engineering, whose importance of dy-

namic responses to random excitation is extended to high frequencies. Examples of such situa-

tions include:

• The structural response of an aerospace payload in flight;

• The vibration result of a structure under diffuse field conditions;

• The calculation of sound pressure into a car;

• The dynamical analysis of an aircraft structure (fuselage) due to jet noise and other dy-

namical sources;

• The sound transmission between partitions in a building;

• The knowledge of marine structures excited by intense vibration.

Statistical Energy Analysis (SEA) can be used for modeling a given system as an interaction

of modes associated with isolated parts of the system (subsystems), considering each mode

group as a single-degree-of-freedom oscillator described by the average energy response. The

responses are obtained from the analysis of the energy distribution through the system, excited

by a power source. This technique is based on the power balance equations for each mode

group [1].

Some hypotheses are assumed in the determination of a model in SEA. The most important

is that the vibration energy varies from one subsystem to another with a rate proportional to

the difference between the modal energy and the proportionally dissipated energy within each

subsystem. Another important hypothesis assumes weak coupling between subsystems. The

weak coupling condition is valid if the internal dissipation of the subsystem is more important

than the coupling path in the total loss of energy. It makes the ratio between the coupling factors

and the internal dissipation factors considerably less than 1. Thus, the energy flow between the

subsystems may be based on the difference between the energies of the decoupled subsystems

[2, 3]. Additionally, it is important to ensure that the input powers are uncorrelated, and they can

be simply summed. It guarantees the linearity of the equations that govern the SEA problem.

This paper concerns on the presentation and validation of the SEA Toolbox, an open source

code that has been developed in the present project. In this version, the main connection types

are implemented between beams, plates and acoustic subsystems. From the coupling between

SEA and the Transfer Matrix Method (TMM) [4, 5], it is also possible to model plates and

cavities with attached noise control treatments. An overview concerning the implementation

of the method is presented and the Transmission Loss of treated subsystems obtained from the

in-house code is compared with experimental data collected from the bibliography [6].
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2 FUNDAMENTALS

In SEA the system is divided into physical elements in which the vibroacoustic character-

istics, such as damping, excitation and coupling properties, can be considered similar. Sub-

systems directly excited by external sources will transmit a portion of energy to the others by

means of coupling characteristics. The main mechanism in SEA is based on the relationship

between power inputs and outputs from each subsystem. Figure 1 shows a simple problem of

sound transmission loss in the SEA point of view.

Figure 1: Example of a sound transmission loss problem.

Figure 1 shows the coupling of 3 SEA subsystems. However, it is common to have more

robust models with a high number of elements. Considering a subsystem i coupled to a number

of n subsystems, the power flow is [1, 2]

Πin
i = Πabsorbed

i +
n∑

j �=i

Πtransmited
i;j . (1)

Equation (1) shows that there are a dissipated portion of the input power into a subsystem

(controlled by the dissipation loss factor) and a transmitted portion of this power, controlled

by the coupling loss factors. The transmitted powers by the coupling between subsystems will

depend on the radiation characteristics and differences between the environments.

Considering a 3-subsystems problem, where the subsystem 1 is excited by an input power,

as shown in Figure 1, the power flow can be illustrated by Figure 2.

Figure 2: SEA flow for the cavity-plate-cavity problem.

It is possible to obtain the equations of the power flow illustrated in Figure 2, for each

subsystem, as

Subsystem 1: Πin +Π21,trans +Π31,trans = Π1,diss +Π12,trans +Π13,trans

Subsystem 2: Π12,trans +Π13,trans = Π2,diss +Π21,trans +Π31,trans (2)

Subsystem 3: Π23,trans +Π13,trans = Π3,diss +Π31,trans +Π32,trans .
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The power Π is related to the energy from

Πi = ωηiEi , (3)

where ω is the angular frequency, η is the loss factor and E is the energy of a subsystem. Then,

the dissipated power and the transmitted power will be given by

Πi,diss = ωηi,dissEi [i = 1, 2, 3] ; (4)

Πij,trans = ωηijEi [i 	= j]. (5)

being ηij the coupling factor between the subsystems i and j.
Substituting Equation (4) and (5) into (2), the following linear system is obtained

ω

⎡⎣ η1,diss + η12 + η13 −η12 −η13
−η21 η2,diss + η21 + η23 −η23
−η31 −η32 η3,diss + η31 + η32

⎤⎦⎧⎨⎩
E1

E2

E3

⎫⎬⎭ =

⎧⎨⎩
Πin

0
0

⎫⎬⎭ .

(6)

It can be observed that the SEA method is based on the resolution of linear systems for calculat-

ing the energy for each subsystem. The determination of damping variables for more complex

systems is based on theoretical models or from direct experimental data. However, if the modal

density of the subsystems involved in the problem are known, the coupling loss factor in one

direction is required, and the following consistency ratio is valid to complement the damping

matrix

niηij = njηji , (7)

where ni e nj are the modal densities of the subsystems i and j, respectively. Theoretical models

for the modal densities of flat plates and rectangular cavities can be found in [1, 3].

For the problem illustrated in Figure 1, the mean square value of the pressure inside the

cavities p2i = Eiρic
2
i /Vi can be recovered from the solution, with ρi being the fluid density,

ci the sound velocity and Vi the volume of the cavity i = 1, 3. The transmission loss of the

partition can be calculated as [7]

TL = 10 log10

(
p21
p23

)
+ 10 log10

(
S

Aeq

)
, (8)

where Aeq = 4ωV3η3,diss/c3 is the equivalent absorption area of the reception cavity and S is

the area of the panel.

2.1 The cavity-plate-cavity connection

The coupling between the three subsystems showed in Figure 1 is controled by diferent

propagation paths. The most important ones are controled by the resonant and non-resonant

sound transmission. The first one is affected by the radiation capacity of the structural system

and is important in frequencies above the coincidence spectral region of the plate. On the other

hand, the non-resonant path is controled by the mass of the structure and it is important for

global responses below the coincidence frequency [8]. The radiation loss factor that models the

connection between plate s and cavity a is given by

ηsa = ηrad =
ρacaSs
ωMs

σrad , (9)
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with ρa being the fluid density, ca the fluid sound velocity, Ss the area of the partition, Ms the

structural mass and σrad the radiation efficiency of the structural system that can be recovered

in theoretical models as that one proposed by Leppington [9]. The non-ressonant loss factor

that models the coupling between two cavities i and j is

ηij = ηmass =
ciAiτm
4ω Vi

, (10)

where A is the total surface area, V is the volume of the cavity and τm is the mass controled

transmission coefficient of the system. In this work, the field incidence transmission coefficient

presented in [8] was used.

2.2 Noise control treatments modeling using transfer matrices

Multilayer panels are often used in the context of noise control. The mechanisms involved

in the application of a noise control treatment (NCT) on a face of a structural system are: the

sound insertion loss (IL) that can change the acoustic radiation and the mass law transmission

of the structure, the sound absorption seen by the acoustic medium in contact with the surface

of the treatment and the added structural damping. The methodology of the Transfer Matrix

Method (TMM) [4] is based on the theory of plane wave propagation in a given layer. The

material of each layer is assumed homogeneous, transversely isotropic and the surface of the

treatment is considered infinite in this formulation. Figure 3 shows an incident plane acoustic

wave upon a media with thickness h, at an incident angle θ.

Figure 3: Ilustration of an infinite extent layer on the Tranfer Matrix Method.

The sound propagation inside the layer is represented by a transfer matrix T such that

V (M) = [T ]V (M ′) , (11)

where V is a vector containig the response for each degree of freedom of the media at the

points M and M ′ set close to the foward and the backward of the layer [4]. The matrix T
depends on the physical propierties as well as the thickness of the medium. If considering the

layer illustrated in Figure 3 as an equivalent fluid, the vector V = {p, v}T is composed by the

pressure and the particle velocity. The transfer matrix T f , in this case, is given by

[T f ] =

[
cos(kxh) j ωρ0

kx
sin(kxh)

j kx
ωρ0

sin(kxh) cos(kxh)

]
, (12)

where kx =
√
k2c − k20 sin2(θ) is the longitudinal component of the wavenumber into the layer,

kc being the propagating wavenumber of the material, k0 and ρ0 the wavenumber and density
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of the air. The continuity between adjacent layers is applied and a global transfer matrix [Tg] is

constructed according to the references [4] and [5]. The acoustic properties depend on the sur-

face impedance computed from the ratio between pressure and velocity p(M)/v(M), obtained

from the solution of a linear system V = [Tg]
−1{F}.

2.2.1 Insertion Loss (IL) from the TMM

The Insertion Loss is defined as the ratio between the acoustic TL of a panel with the at-

tached treatment over the TL of the unteated panel. This parameter can be calculated from the

TMM simulation if considering a semi-infinite fluid as the boundary condition. The insertion

coefficient IC will be given by

IC(ω) =

∫ θf
0

|TNCT (ω, θ)|2 sin(θ) cos(θ)dθ∫ θf
0

|Tbare(ω, θ)|2 sin(θ) cos(θ)dθ
, (13)

where θf is the final incidence angle, TNCT and Tbare are the transmission coefficients of the

treated and untreated infinite extent systems, respectively. In order to solve this problem, the

bare panel is considered as the first solid layer in the TMM simulation. The insertion loss

IL(ω) = −10 log10(IC(ω)) is recovered from the insertion coefficient. Finally, the insertion

loss from TMM is applied as a scaling factor to the radiation and the mass law coupling loss

factors in the SEA problem [5], then

ηrad = ηrad IC(ω) = ηrad(10
−IL(ω)/10) ; (14)

ηmass = ηmass IC(ω) = ηmass(10
−IL(ω)/10) . (15)

With SEA-Toolbox, it is possible to model equivalent fluids, solids and poroelastic materials,

over the incidence range from 0 to π/2.

3 METHODOLOGY

The present study consists of testing the functionality of Statistical Energy Analysis coupled

with the Transfer Matrix Method for Transmission Loss problems. The SEA simulation of two

acoustic cavities with a multilayered partition was done and the obtained results were compared

with experimental data extracted from reference [6]. The experimental study was developed

at the Laboratory of Vibration and Acoustics of the Federal University of Santa Catarina -

Brazil and folowed the guidelines of the ISO 10140-2 standard [7]. Kulakauskas [6] presented

a numerical and experimental evaluation of the sound transmission loss for single and double-

wall setups using different porous samples.

In this work, the single and double-wall setups were reproduced in the new open-source code

(SEA-Toolbox) using two different porous samples, considering the SEA implicit approach. It

means that the multi-layer structures were represented by applying the obtained Insertion Loss

from the TMM analysis to the SEA coupling factors (see Equations 9 and 10), as illustrated in

Figure 4.
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Figure 4: Ilustration of the simulated systems.

Based on the experimental procedure, the porous samples were modeled as simply supported

limp fibers. The Johnson-Champoux-Allard model [10, 11] was used for the characterization

of the fluid part in addition to the equivalent density calculated from the simplification of the

Biot’s Theory for low-stiffness framed materials [4]. This approach avoids artificial clamping

between the plate and the porous material, but in case of using the full Biot’s Theory (poroelastic

material), an air gap should be applied between the structure and the foam to simulate the cited

mounting condition. The properties for the solid structures and fibers considered in this work

are presented in Table 3.

Table 1: Material properties of the setups considered in this work.

Solid Porous
Plate 1 Plate 2 Material A Material B

Thickness h [mm] 1.0 0.5 50 58

Young’s Modulus E [Pa] 71E9 - -

Poisson’s ratio ν [-] 0.33 - -

Density ρ [kg/m3] 2700 27 9.6

Flow Resistivity σ [kN/m4] - 5 38.72

Porosity φ [-] - 0.89 0.92

Tortuosity α∞ [-] - 1.37 1.06

Viscous charac. length Δ [μm] - 213 37

Thermal charac. length Δ′ [μm] - 288 148

As already mentioned, the SEA simulation consists of 3 subsystems illustrated by Figure 1.

The emission (S1) and reception (S3) cavities have a volume of 147.54 m3 and 199.0 m3, based

on the dimensions of the experimental reverberant chambers [6]. The total surface area A1

and perimeter P1 of the cavity S1 are 190 m2 and 70.44 respectively. For the cavity S3, these

geometrical dimensions are A3 = 210 m2 and P3 = 72.0 m. The total surface area of the bare

panel is S2 = 1.0 m2. An acoustic power source of 1 Watt was applied in the S1 subsystem. The

total mean absorption of the non-treated surfaces of the cavities was considered 1%, as well as

the dissipation loss factor of the solid plate.

A propagation way that can be important in experimental procedures is the leakage due to

the mounting conditions. According to Beranek [8], this phenomena causes a reduction in the
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Insertion Loss that can be simply modeled as

ΔILL = ILs − ILL ≈ 10 log10(1 + β 10
TLs/10) (16)

where ILs and ILL are the insertion losses of the sealed and leaky systems, TLs the trans-

mission loss of the system and β is the leak ratio factor. Experimentally, the influence of this

phenomena becomes more important in high frequencies [6]. In this paper, the application of

the model presented in Equation 16 was evaluated in the Transmission Loss of the double wall

systems, considering β = Sleak/Splate = 2.0E − 6. The determination of Sleak was done by

adjusting experimental data. The analyses are presented in Section 4.

4 RESULTS

The results were obtained in one third-octave band, from 250 Hz to 8000 Hz. Although the

damping of the subsystems in contact with the surfaces of the NCT can be changed when ap-

plying the noise control treatment, these parameters are not important for this work. Since the

treated acoustic surface is too small if compared to the total surface area of the reception cavity,

the mean absorption of the subsystem 3 would not be significantly altered in this scenario. On

the other hand, the loss factor of the structural system can be important for the sound trans-

mission on frequencies above the critical frequency (≈ 12 kHz) for this panel. Therefore, the

Insertion Loss (IL) of the treatment is the only parameter that contributes significantly to the

numerical transmission loss of the complete system. Figure 5 shows the infinite size insertion

loss for the single and double-wall setups, considering the Material A and Material B, obtained

from the Transfer Matrix Method.

10 3

Frequency [Hz]

-10

0

10

20

30

40

50

60

IL
 [d

B
]

Material A - Double wall
Material B - Double wall
Material A - Single wall
Material B - Single wall

Figure 5: Insertion Loss obtained from the TMM for the studied systems.

It can be noticed in Figure 5 that the formulation of transfer matrices is capable of capturing

the poor performance of the double-wall configuration in frequencies below the resonance of

the spring-mass system (f ≈ 300 Hz), represented by a negative value of the IL. The results

also show the importance of the flow resistivity parameter for improving the Insertion Loss of

the system, which is expected since this parameter controls the barrier capacity of the porous

material. The Insertion Loss was applied to the coupling factors, as presented in Equations 10
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and 9. The Transmission Loss results calculated for the single-wall configurations (plate +

porous) are presented in Figure 6.
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Figure 6: Sound Transmission Loss obtained for the single-wall configurations.

Figure 6 shows good agreement between numerical and experimental data for the considered

single-wall systems, which indicates the efficiency of the presented modeling approach for flat

structures. It can be noticed in the obtained result for Material B the drop of TL in high fre-

quency that probably occurs due to the leakage of the sound wave in the experimental condition.

This characteristic is more evident in Figure 7, that brings the collected Transmission Loss for

the double-wall setups (plate - porous - plate) with and without the leakage correction applied

to the numerical data.

Figure 7 shows that the greater the complexity of the multilayers, the more difficult it be-

comes to obtain a perfectly sealed condition from an experimental point of view. It can be seen

in Figures 7 (a) and 7 (c) that the experimental TL of the different systems converges in high

frequencies even though it does not occur when the same samples were used in the single-panel

setups. It suggests greater importance of leaks in the double wall configurations. Although

adjusting the parameter β imposes uncertainties, Figures 7 (b) and 7 (d) shows that the use of

a model for considering this propagation path is necessary when the presence of leaks becomes

evident in the experimental results. Nevertheless, the method of SEA/TMM can be a useful tool

when due care is taken.
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Figure 7: Sound Transmission Loss obtained for the double-wall setups.

5 CONCLUSIONS

This paper presented an overview of the transmission loss characterization of multilayered

structures using Statistical Energy Analysis and the Transfer Matrix Method. The Insertion

Loss of the treated systems was calculated by using the TMM and applied to the coupling loss

factors of the SEA matrix. Additionally, a model for leaks was presented and applied to the

TL results for simulating experimental conditions of a double-wall system composed by plate-

porous-plate. The results obtained from the SEA − Toolbox, an open-source code developed

in the present project, demonstrated good agreement with experimental data.
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Abstract. Investigating the status of travelling waves in systems integrated with periodic 
means of distant communication, and the possibility of obstructing the energy flow carried via 
coupled modes, are of interest. The governing system of linear differential equations with pe-
riodic coefficients gives the possibility to adopt Floquet theorem, as a powerful framework, to 
identify the location of stop band frequencies. The generation of gaps in the band structure of 
the system owing to the newly launched periodic long-range channels is shown. The likeli-
hood of pulling the first stopband to lower frequency bands as a major demand, is examined 
by raising some assumptions.
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1 INTRODUCTION

The analysis of waves travelling in periodic arrays has grabbed the attention of many re-
searchers over the past few decades, and direct application in electromagnetism and acoustics 
have been the keynote to most of the investigations. The existence of bandgaps in the band 
structure of the mechanical systems, within which the transmission of energy is prohibited, is 
significantly important due to the problems frequently faced in real-life, such as discomforting 
noise in cars and noise-related health concerns.

In principle, the repetition of subunits with a certain pattern gives birth to some gaps in
the band structure of the system [1]. The characteristics of the stopbands, including the width 
and the location, are totally dependent upon the type of subunits. Several studies concerning 
the analysis of the vibro-acoustic behaviors of structures composed of periodic attachments,
have been conducted [2-4]. Recently, the acoustic metamaterials, typically made of thin-
walled segments integrated with simple mechanical subunits such as spring and dampers,
have been in the center of attention. A sizable number of studies [5, 6] are devoted to fully 
describe the features of the foregoing periodic configurations including the effect of resonator 
type and its placement on the band structure of the array. Although subunits mostly act locally, 
cases might be imagined in which the distant action between two or several points forms the 
force exerted by the element. To clarify the effect of nonlocalities on the status of travelling, a 
handful of investigations have been carried out [7-9]. For instance, in Ref. [9] the arising 
propagation regimes in a newly proposed waveguide in which distant particles may com-
municate remotely, is investigated, as the emergence of hypersonic group velocity under cer-
tain circumstances.

Although nonlocalities can adopt any topology, one may assume them to be distributed 
periodically. The recently developed mechanisms are, indeed, new paths for energy transmis-
sion through the system. The combination of nonlocality and periodicity might be a fruitful 
design which guarantees the born of gaps in the band structure of the system as well as other 
potential phenomena. To put it differently, the coincidence of periodicity and long-range in-
teractions could deliver peculiar behaviors under particular conditions. The potential latent 
qualities offer the opportunity to tackle problems encountered in the vibro-acoustic field in-
cluding achieving the ultra-low-frequency bandgaps, which is a hugely demanding task 
among the academics. 

The inclusion of the periodic nonlocalities within the domain of a conventional system,
alters the dynamics of the structure, and thereby a strong modification in the behavior of 
waves travelling through the domain. Using Floquet theorem, a structured investigation of the 
dependence of the system’s response upon the intensity of the long-range effects is presented.

2 THEORY AND FORMULATION

This work investigates the dynamics of a periodic structure, as in Figure 1, composed of 
an infinite axisymmetric cylindrical shell. Besides, spring-like links let distant points interact-
ing with each other. The inclusion of the periodically allocated axial connections generates
new dynamic effects in the dynamic performance. The global dynamic response, by the dis-
placements and

y
along the axis and along the transverse direction, respectively, 

is associated by the following coupled differential equations:p q

(1)
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with  , , , , and being the mass density, Young’s modulus, radius, thickness 
and Poisson’s ratio, respectively. The nondimensional forms become:y

(2)

denoting the nondimensional axial coordinate, and the
nondimensional axial and bending displacements, are introduced. is
the nondimensional frequency. In the correspondent structure, the energy is carried out via 
coupled modes due to the coupling between the axial and bending terms in the equations of 
motion. This may be perceived by inspecting Eq. (2) where both and are present in both 
equations indicating the link between the extensional and flexural modes. 

Figure 1: A periodicity cell of a cylindrical shell with periodic nonlocalities

Using modal coefficients , the general solution for the system of equations (2) is: 

(3)

( ) are the roots of the dispersion relation for a homogenous and iso-
tropic axisymmetric cylindrical shell. Given the above expressions for the displacements 
and , 24 equations, in total, are necessary to fully characterize the kinematics of both seg-
ments. However, only twelve of them are self-sufficient and the rest are indeed connected to 
the independent ones by the modal coefficients. The modal coefficients are:

(4)

where is the imaginary unit. Considering a unit cell of the system, which contains
two equivalent shell segments coupled with periodic nonlocalities of stiffness , the interface
conditions between the neighboring segments 1 and 2, in the nondimensional form, are:

(5) 
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where denotes the nondimensional spring stiffness. and 
are nondimensional length parameters. The above conditions are referring to the 

continuity of axial and bending displacements, the slopes , the flexural momentsy
and bending forces

g p
at the interface. Besides, the condition regarding the 

continuity of the axial force, is modified by an additional termy
, which brings into the system the effects in-

duced by nonlocalities. To proceed with the analysis, six more equation are required, which 
are obtained by considering the Floquet periodicity conditions, as:y g q p y

(6) 

Here is a standard parameter describing the phase shift in a periodic array [10]. The 
relations in (6) compare the state vector of neighboring segments. It is apparent how the state 
vector gets modified from one cell to the next by the parameter . Considering with

being the Bloch parameter, two possibility for its value may be imagined: real-valued ,
hence

g
, suggests the propagation is allowed in the structure, complex valued , in-

ducing , disclosed the impossibility to project the state vector of one segment on the
neighboring, implying the existence of stopband frequencies.  Note that, once is defined, its 
value is constant for any selected periodicity cell. A sixth-order transcendent equation associ-
ated with the described system is of the form: y

(7)
The above polynomial is the nontrivial solution of a system of equations obtained from 

the combination of Eqs. (5) and Eqs. (6). Eq. (7) proclaims the existence of three pair of roots 
possibly determining the energy transmission across the domain. Note that, the coefficients in 
the preceding equation may not be explicitly extracted and values of are individually calcu-
lated for a given frequency

y
.

3 RESULTS AND DISCUSSION

This section is devoted to investigating the band structure of an unbounded axisymmetric 
cylindrical shell in the presence of periodic nonlocalities governed by the nondimensional 
stiffness . The analysis of the trend of with respect to the nondimensional frequency un-
veils the existence of several bandgaps induced by the introduction of periodic nonlocalities, 
occurring whenever , spread along the entire frequency domain. Since the bandgaps 
usually get smaller, the higher the frequency, only the first two bandgaps are here illustrated 
in Figures (2a) and (2b). In fact, energy transmission is not permitted about (see 
Figure (2a)) and 

( )
(see Figure (2b)), where may adopt any value but unity. Evi-

dently, the first gap is significantly broader with respect to the second one of the widths 0.006.
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The figure implicitly points to the fact that the long-range interactions are conveniently bene-
ficial for blocking the energy paths no matter it is being carried by extensional or bending 
modes.

(a)

(b)
Figure 2: Band structure of an axisymmetric cylindrical shell with periodic nonlocalities ( , )

a) First gap b) Second gap

According to Eq. (2), the response of the system is dependent upon the thickness-radius 
ratio η=h/R; therefore, the effect of this parameter may sensibly influence the location and the 
width of the gaps dramatically. Considering other parameters to be fixed as ν=0.3, γ=1, λ=1 
and k ̂=0.5, for four different value of η, the location of the stopbands is given in Table 1.

First gap Second gap
0.005
0.01
0.015
0.02

Table 1: The low-frequency bandgaps in an axisymmetric cylindrical shell with periodic nonlocalities

To extract what is brought in the table, a narrow band is taken into account. 
Although the change in roughly influences the width of the gaps, for the case of first stop-
band, a quite wider gap is met as this ratio increases. In fact, the left border of both gaps is
pulled towards higher frequencies as the thickness-length ratio rises. Obviously, the origin of 
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these gaps may be simply explained by the decoupling of the flexural and longitudinal modes, 
which are integrated because of the Poisson’s ratio and the further discussion is held for the 
future works.

The frequency dependence of is demonstrated in Figure 3, for two values of the non-
dimensional stiffness, namely shown in black and in red. Two distinct pat-
terns are observed: those points which resemble non-flat curves are originated from the real 
roots of Eq. (7), and the roots constructing the flat lines i.e. = 1, are referring to pass band
frequencies. Based on the figure, the right border of the stopband, the frequency at which the 
stop band vanishes, moves towards higher frequencies for higher values of . The emerging 
frequency (seed of the stopband) picks a slightly higher value with respect to the frequency 
associated with the system having less stiff external links. Given the circumstances, a wider
gap is attained. 

Figure 3: Band structure of an axisymmetric cylindrical shell with periodic nonlocalities for 
two different values of nondimensional stiffness 

4 CONCLUSION

To identify the band structure of a hollow axisymmetric cylindrical shell with periodic 
long-range links embedded, Floquet analysis is carried out. The structure is composed of 
equivalent shell segments and equivalent axial links, which connect the interface of one pair
of segments to the next. To simplify the analysis, the axial links are assumed to be simple ex-
tensional springs by which the interaction of distant points is made possible. The results sug-
gest the generation of bandgaps in the band structure of the system and the occurrence of this 
phenomena may be attributed to the newly introduced periodic external links. Parametric 
studies show that the major gap (first one) becomes wider as stronger external connections are 
implemented. Moreover, the presented mathematical formulation shows the possibility of at-
tenuating the flexural and extensional energy owing to solely axial nonlocalities.
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Abstract. It is well known that the long-wave approximations for thin elastic struc-
tures can be separated into local low-frequency and high-frequency ones. The former
are given by more conventional plate and shell theories justified near zero frequency,
whereas the latter correspond to 2D equations valid over the vicinities of thickness res-
onances. In this contribution, we develop a more general long-wave procedure for a
broad band surface loading resulting in 2D equations involving transcendental expres-
sions of the spectral frequency parameter. These equations are reduced to the afore-
mentioned local approximations in the vicinities of zero and thickness resonance fre-
quencies. As an example, SH waves in a layer loaded along its faces are considered.
Comparison with the exact solution of the problem is presented. Similar global approxi-
mations could also be constructed for periodic media, due to the analogy for asymptotic
schemes for thin and periodic structures.
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1 INTRODUCTION

Dynamic asymptotic theories for thin elastic structures have been investigated in

great detail, see e.g. books [6, 15], and references therein. The most focus tradition-

ally has been on low-frequency dynamics corresponding to both classical and refined

models, e.g. see [5, 11]. High-frequency long wave approximations got less attention.

Nevertheless, the initial efforts in this area [1, 3] later on have found various imple-

mentations for fluid-loaded, pre-stressed, layered and curved structures, as well as for

thin coating and interfacial layers modelled by imposing Dirichlet, Neumann and mixed

boundary conditions along the faces, e.g. see [7, 8, 12, 13, 14, 17, 18, 19, 20].

At the same time, all the mentioned low- and high-frequency long-wave approxima-

tions are local ones in a sense, that their range of validity is restricted to the vicinities of

zero and thickness resonance frequencies, respectively. Although their interaction was

analysed for initial value problems for thin plates [10, 16], a non-local long-wave model

covering a broad frequency range has not been developed yet. The previous consider-

ation in [2] studying forced vibrations under arbitrary high-frequency loading did not

take into account the peculiarities of near-cut-off behaviour and consequently has not

resulted in a lower dimensional partial differential equations of motion.

Below we attempt to derive a non-local long-wave approximation oriented to a broad

band surface loading for the simplest setup of anti-plane problem in elasticity for a thin

layer with clamped lower face and a prescribed time-harmonic shear force on the up-

per face. The normalised vibration frequency is assumed to be of order unity meaning

that the focus is not on the vicinity of a single chosen thickness resonance frequency

as it has been usually done, but on a family of thickness resonances; it is obvious that

the clamped lower face does not support low-frequency vibrations. Straightforward

asymptotic scheme leads to a 1D differential equation in which the spectral parameter

is transcendentally dependent on the vibration frequency, in contrast to all the above

mentioned previous considerations on the subject. Various limits of the derived approx-

imations are tackled, including its near- and outside cut-off behaviours. Comparisons

with the exact solution and the known approximate results are presented.

2 STATEMENT OF THE PROBLEM

Consider an anti-plane problem of elasticity for a thin isotropic layer, such that the

displacements u1 = u3 = 0 and u2 = u2(x1, x3, t), see Fig. 1. The governing equations

of motion and constitutive relations are given by

σ12,1 + σ23,3 = ρu2,tt, σ12 = μu2,1, σ23 = μu2,3, (1)

where comma denotes differentiation with respect to appropriate spatial or time variable,

and ρ and μ are volume mass density and the shear modulus, respectively.
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Boundary conditions are taken in the form

σ23 = P, x3 = −h,
u2 = 0, x3 = 0.

(2)

The exact solution may be easily written for the case of harmonic loading, as well as the

associated dispersion relation, see Appendix for more detail.

Figure 1: Statement of the problem.

3 ASYMPTOTIC ANALYSIS

The focus is on the long-wave regime, i.e. it is assumed that the thickness of the layer

h is small compared to the typical wavelength l, therefore, a small parameter ε is

ε =
h

l
� 1. (3)

Then, following the conventional asymptotic integration procedure, the dimensionless

variables and parameters are introduced

ξ1 =
x1
l
, ξ3 =

x3
h
, K = kh, Ω =

ωh

c2
, (4)

along with the scaling

u2 = hu
∗
2, σ12 = εμσ

∗
12, σ23 = μσ

∗
23, P = μp∗, Ω ∼ 1, (5)

where the quantities with asterisks are assumed to be of the same asymptotic order.

Note that in what follows the time-harmonic motion is assumed, with the factor e−iωt

omitted for brevity. Using (5), the governing equations (1) are rewritten as

ε2σ∗12,1 + σ
∗
23,3 + Ω2u∗2 = 0, σ∗12 = u

∗
2,1, σ∗23 = u

∗
2,3, (6)

together with boundary conditions (2) represented as

σ∗23 = p
∗, ξ3 = −1,

u∗2 = 0, ξ3 = 0.
(7)
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We proceed with expanding the scaled displacement and stress components as asymp-

totic series ⎛⎝ u∗2
σ∗12
σ∗23

⎞⎠ =

⎛⎜⎝ u
(0)
2

σ
(0)
12

σ
(0)
23

⎞⎟⎠+ ε2

⎛⎜⎝ u
(1)
2

σ
(1)
12

σ
(1)
23

⎞⎟⎠+ ... (8)

Therefore, at leading order we have

σ
(0)
23,3 + Ω2u

(0)
2 = 0, σ

(0)
12 = u

(0)
2,1, σ

(0)
23 = u

(0)
2,3, (9)

which leads to

u
(0)
2,33 + Ω2u

(0)
2 = 0 (10)

subject to the leading order boundary condition

u
(0)
2 = 0, ξ3 = 0. (11)

Taking into account boundary condition (11) the solution of (10) is given by

u
(0)
2 = C1(ξ1) sin(Ωξ3), (12)

hence,

σ
(0)
12 =

dC1

dξ1
sin(Ωξ3), σ

(0)
23 = C1Ωcos(Ωξ3). (13)

As may be seen from (12), the corresponding leading order dispersion relation has a

term of cosΩ degenerating at the cut-off frequencies, see (22) below, hence, considera-

tion of the next order corrector is required.

At next order we have

σ
(0)
12,1 + σ

(1)
23,3 + Ω2u

(1)
2 = 0, σ

(1)
12 = u

(1)
2,1, σ

(1)
23 = u

(1)
2,3. (14)

Therefore, from (14) and taking into account (13)1, we obtain

u
(1)
2,33 + Ω2u

(1)
2 = −d

2C1

dξ21
sin(Ωξ3), (15)

from which, in view of the boundary condition at ξ3 = 0,

u
(1)
2 = C3(ξ1) sin(Ωξ3) +

ξ3
2Ω

d2C1

dξ21
cos(Ωξ3). (16)

Thus, the two-term expansions for the displacement u∗2 and stress σ∗23 follow from (8),

(12) and (16) as

u∗2 = A(ξ1) sin(Ωξ3) + ε
2

(
ξ3
2Ω

d 2A

dξ21
cos(Ωξ3)

)
+O(ε4), (17)
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and

σ∗23 = A(ξ1)Ω cos(Ωξ3) + ε
2

(
1

2Ω

d 2A

dξ21
[cos(Ωξ3)− ξ3Ω sin(Ωξ3)]

)
+O(ε4), (18)

where A(ξ1) = C1(ξ1) + ε
2C3(ξ1).

Then, from boundary condition (2)1 the relation between the load and displacement is

p∗ = AΩcos(Ω) +
ε2

2Ω

d 2A

dξ21
(cos(Ω)− Ω sin(Ω)) +O(ε4). (19)

This may be rewritten in dimensional form as

h2
d 2A

dx21
+ f(Ω)A = g(Ω)

P

μ
, (20)

where

f(Ω) =
2Ω2

1− Ω tanΩ
, g(Ω) =

f(Ω)

Ω
. (21)

Thus, the derived approximation is in a sense global over the long-wave region, comple-

menting the previous local long-wave high-frequency theories applicable in the vicinity

of a single chosen cut-off frequency [6], however at a cost of a more sophisticated de-

pendence on the spectral parameter f(Ω).

4 DISCUSSION

Let us compare the obtained approximate results with the exact solution displayed

in the Appendix. Let us first examine the dispersion relations. The exact form of the

dispersion relation becomes from (A.6) as

K2 = Ω2 − Ω2
n, (22)

which gives the cut-offs at K = 0 as Ω = Ωn or cosΩ = 0.

On setting A = Ueikx1 = UeiKε−1ξ1 and P = 0 in (19), we have

K2 = f(Ω), (23)

with f(Ω) defined in (21).

Note that (23) naturally gives the same cut-off frequencies as (22), associated with

discontinuities of tanΩ. Indeed, since tanΩ ∼ (Ωn−Ω)−1 in the near cut-off vicinity

Ω2 − Ω2
n � 1, the leading order term in the series of (23) around the cut-offs coincides

with (22), i.e.

2Ω2

1− Ω tanΩ
∼ (Ω + Ωn)Ω

1− Ωn(Ωn − Ω)−1
∼ Ω2 − Ω2

n. (24)
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At the same time, the form of (23) suggests the approximation will blow up in the

vicinity of the roots of the transcendental equation tanΩ = Ω−1, which moves the wave

number K outside of the long-wave range of validity (K � 1). A confirmation of the

above may be readily observed from the following illustration, see Fig. 2.

K

Ω

Figure 2: Dispersion curves: comparison of the exact solution (22) (blue solid curves) and approximation

(23) (dotted lines).

The first four harmonics of the exact dispersion relation (22) depicted in Fig. 2

by blue solid lines, are compared with their approximation provided by formula (23)

shown by dotted lines. On the contrary to known ”local” polynomial approximations

valid within the vicinity of a given cut-off frequency, see e.g. [6], the approximation

derived in the present contribution, involving trigonometric functions of frequency, are

”non-local”, thus providing approximation in a broad range of frequencies.

Let us now compare the solutions of the forced problem. On setting A = Ueikx1 and

making use of (4) and (5), the exact and approximate displacements follow from (A.3)

and (19) as

uex2 =
P0h

μ

1√
Ω2 −K2 cos

√
Ω2 −K2

sin
(√

Ω2 −K2ξ3

)
, (25)

and

uas2 =
P0h

μ

1

Ω cosΩ− K2

2Ω
(cosΩ− Ω sinΩ)

sin (Ωξ3) , (26)

respectively, with the factor ei(kx1−ωt) omitted for brevity. It is clear that as K → 0,

the argument of sine function in (25) coincides with that of (26). Moreover, straight-

forward Taylor expansion of
√
Ω2 −K2 cos

√
Ω2 −K2 in (25) aroundK = 0 gives the
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appropriate denominator in (26). Moreover, outside the vicinity of cut-offs a simpler

approximation is possible as

uas2 =
P0h

μ

1

Ω cosΩ
sin (Ωξ3) , (27)

whereas in the vicinity of the cut-offs |Ω− Ωn| � ε we have (similar to [6])

uas2 =
P0h

μ

2(−1)n+1

K2 − (Ω2 − Ω2
n)

sin (Ωξ3) . (28)

The comparison of the exact solution (25) with the approximations (26), (27) and

(28) are presented in the following Figs. 3 and 4.

U2

Ω

Figure 3: Comparison of the exact solution (25) and its approximations (27), (26) and (28) in the vicinity

of the first cut-off frequency.

Fig. 3 demonstrates the variation of the scaled displacement on the upper surface

U2 =
μ

P0h
u2
∣∣
x3=−h

(29)

on the frequency in the vicinity of the first thickness resonant frequency Ω1 = π/2. The

calculations are performed for K = 0.1. It may be clearly observed that the elemen-

tary leading order approximation (27) shown by dashed line is not capturing the true

resonance, confirming its validity outside the cut-off vicinity. At the same time, the ap-

proximation (26), and its simplified version aimed at the vicinity of the cut-off frequency
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(28), are virtually indistinguishable from the exact solution (25) in the above-mentioned

vicinity. Indeed, the three solid lines merge together.

An even more pronounced behaviour may be seen in the following Fig. 4, showing

variation of the scaled displacement U2 on the wave number in case of the exact solution

(25) and approximations (27), (26) and (28). The calculations are performed for the

frequency value close to the first thckness resonant frequency, i.e. Ω − Ω1 = 0.1.

As before, the approximations (26) and (28) are extremely close to the exact solution

(25), all shown by solid lines, but virtually indistinguishable. At the same time, the

rough approximation (27) depicted by dashed line obviously cannot take into account

the resonant nature inK, since it is independent of the wave number. This confirms the

importance of the differential terms in (20), following from the asymptotic analysis for

correctors.

U2

K

Figure 4: Comparison of the dependence of the exact solution (25) and its approximations (27), (26) and

(28) on the wave number.

5 CONCLUSION

The derived long-wave equation (20) with a transcendental dependence of the spec-

tral parameter is valid over a broad frequency band. This equation was implemented

to analyse free and forced vibrations. As expected, it involves both the local high-

frequency approximations valid near the thickness resonances (28), as well as a simple

approximation (27) of the forced amplitude outside the latter. Comparison with the ex-

act solution demonstrates that the obtained equation is robust over the whole long-wave

range failing at short-wave domain which is generally not typical for surface loading
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of thin structures. The developed methodology has a potential to be extended to more

general setups, including plane and 3D problems with boundary conditions along the

faces, supporting not only considered long-wave high-frequency vibrations, but also

low-frequency ones. Finally, we note that a hierarchy of h-dependent effective hyper-

bolic problems with sharp-norm estimates for the difference between the appropriate

solutions could be obtained using the mathematically rigorous approach in [4].
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APPENDIX. EXACT SOLUTION FOR TIME-HARMONIC LOADING

Equations (1) imply a conventional wave equation for the non-zero displacement

u2,11 + u2,33 =
1

c22
u2,tt, (A.1)

where c2 =
√
μ/ρ is the shear wave speed. We focus on the time-harmonic load of the

form and the corresponding anzats for the solutions

P = P0e
i(kx1−ωt), u2 = Uf(kx3)e

i(kx1−ωt), (A.2)

where k and ω stand for the wave number and frequency. On substituting (A.2) into

(A.1) and satisfying the conditions (2), we obtain

u2 =
P0

μkα cos(kαh)
sin(kαx3) e

i(kx1−ωt), (A.3)

where

α =

√
ω2

k2c22
− 1. (A.4)

The corresponding dispersion relation maybe trivially derived from the solvability of

the homogeneous boundary value problem (P = 0), taking the form

kα cos(kαh) = 0, (A.5)

implying non-trivial eigensolution for the displacement u2 for

kαh = Ωn =
(2n− 1)π

2
, n ∈ N. (A.6)
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Abstract. In waveguide theory calculating the energy flowing through the guide is often of
prime interest and especially within elastodynamics the energy partition between the different
transmission paths such as axial, torsion, shear etc. is also of interest. In this paper, we show
that the definition of state variables is not unique which make conclusions on energy partition
between the various transmission paths somewhat ambiguous. On the other hand, we show that
for the various definitions of state variables they all have in common what we denote essential
state variables which is the part of the states variables that is responsible for the transmission of
energy. The essential variables, therefore, correspond to what can be interpreted as the unique,
or essential, part of any definition of the state variables. To illustrate this we use an infinite
elastic plate strip simply supported at the edges as an example.
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1 INTRODUCTION

Calculating and interpreting the energy flow in a waveguide provides valuable insight into the

behaviour of a waveguide and, at times, reveal interesting phenomena such as tunnelling effects,

dominant transmission paths and near field re-distribution of energy between components of the

waveguide e.g. between fluid and structure. This topic of energy and transmission path analysis

within waveguide theory has become more or less a standard subject. However, there are equally

interesting phenomena hidden in the total energy flow that are yet unresolved. For instance, in

[1] it was shown how waves in orthotropic shells emit more energy in one direction than the

other. Even for symmetric waveguides, where the energy is split into equal shares, there are

still open questions such as which sub-components of the force and displacement fields are

responsible for energy transmission through the waveguide. A deeper understanding of these

issues is the subject of this paper.

For the waveguide governed by a self-adjoint operator, it is not surprising that the total energy

flow varies much with frequency, however, it is not so obvious that only specific, or essential,

terms of the forces and displacements contribute to the energy flow. Effectively, this negates

the need for all remaining, or non-essential, terms and quite surprisingly also negates the effect

of Poisson’s ratio. This makes calculation of the total energy flow for all such waveguides

indisputably simple.

While it is known from [2] that non-essential terms of forces and displacements all contribute

to the energy flowing through individual transmission paths, the total energy flowing through

the waveguide is completely independent of these, [3]. Showing this constitutes one of the main

objectives of this paper. Furthermore, the non-essential terms of the forces are sensitive to the

method of derivation, or rather the definition of the state variables. It makes the definition of

transmission paths and the energy partition in them somewhat ambiguous. Fortunately, each

definition contains the essential part which alone is responsible for the energy flow while the

non-essential part can be attributed to the ambiguity. This novel view on the composition of

energy flow constitutes the essence of the paper. To clarify this novel view, wave propagation

in an infinite straight plate strip is considered.

The paper is structured as follows: In Sec. 2 the governing equations and definition of energy

flow for the elastic plate strip are presented. In Sec. 3 two definitions of forces are shown for

the example and in Sec. 4 the derivation of the essential state variables from the two definitions

is shown. This section we also discuss a generalisation of the formulation of the total energy

flow. Finally, Sec. 5 summarizes the results reported in the paper.

2 ENERGY FLOW IN WAVEGUIDES

In classical textbooks wave propagation in elastic solids, dispersion of waves and the energy

flow through such waveguides are usually the main scope of the analysis. Moreover, we usu-

ally prefer to split the energy flow into its physical constituents (transmission paths) in terms of

pairs of state variables e.g. we look at the energy propagating in shear, torsion etc. Thus, we

define our state variables as the kinematic states (displacement and rotation) and the associated

states of forces/moments, which essentially make up the total energy flow in a waveguide. How-

ever, as we shall see shortly the definition of these state variables is non-unique and therefore,

particularly in the near-field, the energy distribution will depend on the choice of definition.

To illustrate this we use the infinite simply supported plate strip as an example i.e. we impose

boundary conditions w(x, y, t) =My(x, y, t) = 0, at y = 0 and y = L. The Equation of Motion
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(EoM) within the standard Kirchhoff plate theory is given as

D∇4w(x, y, t) + ρh
∂2

∂t2
w(x, y, t) = q(x, y, t) (1)

where D =
Eh3

12(1− ν2) , ρ is density, h the plate thickness, E Young’s modulus, ν Poisson’s

ratio, w(x, y, t) the transverse displacement of the plate strip and q(x, y, t) a distributed driving

force.

The solution to this problem is standard and hence all details are omitted. The displacement

field is given as

w(x, y, t) = W sin
(mπ
L
y
)
exp(kx− iωt) (2)

where m ∈ N is the integer order of the wavenumber in coordinate y, k is the wavenumber in

the propagation direction x, ω is the angular frequency, W the amplitude, L the width of the

strip and i =
√
−1 the complex operator. (x, y, t) will be omitted in what follows.

Substituting this ansatz into the Equation of Motion with q = 0 gives the dispersion equation

D

(
k4 − 2

m2π2

L2
k2 +

m4π4

L4
− ρh

D
ω2

)
= 0 (3)

from which we can find the wavenumbers as

k1 = −

√(mπ
L

)2

+

√
ρhω2

D
k2 =

√(mπ
L

)2

−
√
ρhω2

D
(4)

where k1 are evanescent waves and k2 propagating waves if
(
mπ
L

)2
<
√

ρhω2

D
. Note that since

the waveguide is symmetric we consider the right-going waves.

The solution to the inhomogeneous problem with q 	= 0 can be obtained straightforwardly,

see e.g. [4]. From the inhomogeneous solution we can then easily deduce the state variables

(generalised moment, shear force, rotation and displacement) and formulate components of the

total energy flow propagating via the different transmission paths, [5].

Following [5] the time-averaged energy flow is defined as in Eq. (5).

N = −1

2
Re

[∫
Γ

Q ·
(
∂

∂t
U

)∗
dΓ

]
(5)

where Q and U are the state variables on vector form, · the scalar product, Re is the real part, ∗

the complex conjugated and Γ the cross-section of the waveguide.

For the plate strip with exp(−iωt) the formula expands to

N(x) = −ωh
2

Im

[∫ L

0

Qw∗ +Mγ∗dy
]

(6)

where γ = ∂
∂x
w.
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3 AMBIGUITIES IN STATE VARIABLES OF WAVEGUIDES

As already mentioned the definition of state variables in e.g. dynamics of thin plates and

shells, is not unique and depends on the applied derivation methodology. Obviously, it does

not alter the results in terms of total energy flow but does, however, alter the near-field energy

distribution in the individual transmission paths and therefore slightly distorts conclusions of

the near-field energy partition. Let us consider the different formulations of state variables for

a plate strip.

State variables from infinitesimal volume equilibrium Probably, the most common way

of deriving the state variables is to consider an infinitesimal element subjected to stresses and

strains and require equilibrium thereof. Doing so, we arrive at the EoM from Eq. (1) and the

state variables (relevant for the energy flow in the propagation direction x) given as in Eq. (7),

[6].

γx =
∂w

∂x
γy =

∂w

∂y
Mxy = −D(1− ν) ∂

2w

∂x∂y

Mx = −D
(
∂2w

∂x2
+ ν

∂2w

∂y2

)
Qx = −D

(
∂3w

∂x3
+

∂3w

∂y2∂x

) (7)

Except for a few changes in sign convention we arrive at the same result coming from the

variational principle, [6].

State variables from Equation of Motion On the other hand, we may also derive the state

variables directly from the EoM. To do this we consider the homogeneous EoM in Eq. (1)

formulated for w(j) and multiply it by the solution w(n). Then, through ’by parts integration’
following [6], we arrive at

γ =
∂w

∂x
M = D

(
∂2w

∂x2
+
∂2w

∂y2

)
Q = D

(
∂3w

∂x3
+

∂3w

∂x∂y2

)
(8)

Even from this derivation, we would see that there are several ambiguities in the definition

of state variables as they can be derived differently depending on the sequence of ’by-parts
integration’.

The first and, likely, most notable difference between the two formulations of the state vari-

ables is the lack of Mxy and Poisson’s ratio in Eq. (8). Thus, it is indeed far from obvious that

no matter which pairs of state variables are substituted into Eq. (5) the total energy flow remains

the same. However, the reason why these state variables can be so different and yet still satisfy

the same equations was pointed out in [3]. It is because they all have essential state variables in

common, while all non-essential terms cancel completely in the reciprocity relation.

4 ESSENTIAL STATE VARIABLES

The essential state variables are not always easily derived and to accomplish this task the

reciprocity relation should be used. So before deriving the essential state variables we need to

derive the relation between total energy flow and reciprocity since the purpose is to show that

the essential state variables constitute the energy-carrying terms.

The reciprocity relation is essentially a product of the state variables from one solution, (n),
of the EoM with the state variables from another solution, (j). The inhomogeneous reciprocity
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relation associated with the state variables from Eq. (8) is thereby given as∫
Γ

[
Q(n)w(j) −Q(j)w(n) +M (j)γ(n) −M (n)γ(j)

]
dΓ =

∫
V

qw(n)dV (9)

Although, we proceed with Γ in the following it does in this case reduce to
∫
Γ
[ ] dΓ =∫ L

0
[ ]x=b

x=a hdy.

Then following [5] or [3] we multiply by −iω, consider only the real parts, take the time

average and after some straightforward algebra we arrive at

−ω
2

Im

∫
Γ

[
Q(n)w(j)∗ −Q(j)w(n)∗ +M (j)γ(n)

∗ −M (n)γ(j)
∗]
dΓ = −ω

2
Im

[∫
V

qw(n)∗dV

]
(10)

where we immediately notice that the right-hand-side equals the total injected energy, [5], and

therefore the left-hand-side must equal the total energy flow through the waveguide and is there-

fore equivalent to Eq. (5).

Moreover, it was shown in [3] that if n and j are single modes the reciprocity relation in Eq. (9)

obeys bi-orthogonality and the left-hand-side is therefore non-zero only when n = −j (where

−j means the opposite going wave of j i.e. k−j = −kj). For the inhomogeneous case where

each solution, (n) and (j), is an eigenfunction expansion, bi-orthogonality of Eq. (9) converts

the reciprocity relation to a quantity for which superposition applies (cross-terms cancel) and

thereby proving that the total energy flow in Eq. (10) is a linear quantity. Then, the energy flow

in multi-modal waveguides may be calculated straightforwardly as

N = −1

2
Re

[∑
n∈N

∫
Γ

Q(n) ·
(
∂

∂t
U(n)

)∗
dΓ

]
(11)

i.e. all cross-products of the state variables’ expansions cancel completely. Here (n) counts

only propagating waves. See details in [3].

Besides, it was also shown in [3] that Eq. (9) has both spatially invariant real and imaginary

parts. It is essential for deriving the modal amplitudes related to the inhomogeneous problem.

This immediately leads to a generalised expression for energy flow, while the conventional

definition from [5] – Eq. (5), retains only a spatially invariant real part. For details see [3].

4.1 Reciprocity – State variables from equilibrium

As it has already been shown that the reciprocity relation is closely related to the total energy

flow we may continue and manipulate the reciprocity relation to simplify the energy expression.

Thus, let us consider instead the homogeneous reciprocity relation for the state variables from

the equilibrium derivation in Eq. (7). In this case reciprocity is formulated as in Eq. (12), see

[6], and for simplicity we consider n and j to be single modes.∫
Γ

[
−M (n)

x γ(j)x +M (j)
x γ

(n)
x −M (n)

xy γ
(j)
y +M (j)

xy γ
(n)
y +Q(n)

x w
(j) −Q(j)

x w
(n)
]
dΓ = 0 (12)

Then, by substituting the state variables into the reciprocity relation using the notation: ∂3w(n)

∂x3 ≡
w

(n)
xxx and omitting D we get∫
Γ

[(
w(n)

xx + νw(n)
yy

)
w(j)

x −
(
w(j)

xx + νw(j)
yy

)
w(n)

x + (1− ν)w(n)
xy w

(j)
y − (1− ν)w(j)

xyw
(n)
y (13)

−
(
w(n)

xxx + w
(n)
xyy

)
w(j) +

(
w(j)

xxx + w
(j)
xyy

)
w(n)

]
dΓ = 0
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and further, substituting the solution from Eq. (2) into the latter we get∫
Γ

[
k2(n)k(j) − k2(j)k(n) − k3(n) + k3(j) (14)

+
m2π2

L2

[
−νk(j) + νk(n) + (1− ν)k(n) − (1− ν)k(j) + k(n) − k(j)

]]
dΓ = 0

from which we see that the bracket must satisfy the equation (for n 	= −j, [3]) and we get

k2(n)k(j) − k2(j)k(n) − k3(n) + k3(j) + 2
m2π2

L2

[
k(n) − k(j)

]
= 0 (15)

By keeping track of the origin of each cancelled and remaining term we may deduce the essen-

tial state variables which are identical to those derived from the EoM in Eq. (8) – For example

we see that the first term k2(n)k(j) from Eq. (15) arises from w
(n)
xx w

(j)
x in the first term in Eq. (13)

which in turn belongs to M
(n)
x and γ

(j)
x , respectively. The second term comes from M

(j)
x and

γ
(n)
x and so on. The terms in the last bracket of Eq. (15), however, come fromM

(n)
xy γ

(j)
y .

Then, by comparing the different state variables from, respectively, Eq. (7) and (8) it becomes

obvious that it is only the product of the essential part of the forces with the essential part of the

kinematic variables that are responsible for the propagation of energy and thus Poisson’s ratio is

seen to not affect the total energy flow. We may also note that cancellation of the non-essential

parts are obvious only in the reciprocity relation while in the conventional definition of total

energy flow from Eq. (6) the cancellation is indeed not obvious and here rely, somewhat, on

cancellation of numerical values.

Plate in polar coordinates Another interesting example in terms of ambiguous definitions of

state variables is a plate in polar coordinates with direction of propagation in r. In this example,

the state variables derived from equilibrium and the variational principle are not identical as in

the case of the strip. Furthermore, although the EoM is the same for the plate and the plate strip

the essential state variables are different as the last terms in Eq. (15) with the factor 2m2π2

L2 in

front vanishes for the plate.

4.2 From reciprocity relation to dispersion equation

Besides a close relationship between the total energy flow and the reciprocity relation, there

is also a close relation between reciprocity and the dispersion relation from Eq. (3). To show

this we take the reduced reciprocity relation from Eq. (15) and multiply by (kn + kj) to get

k4(j) − k4(n) − 2
m2π2

L2

(
k2(j) − k2(n)

)
= 0 (16)

which in comparison with the dispersion equation is seen to correspond exactly to the dispersion

equation formulated for kn subtracted the dispersion equation for kj . In other words, we can

express the reduced reciprocity relation, which is associated with the total energy flow, directly

from the dispersion equation by taking the difference of two different solutions (n and j), divide

by (kn + kj) and integrate over the contour (cross-section), Γ. Thus, we can deduce, directly

from the EoM, the essential state variables.
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5 CONCLUSIONS

In this paper, we have shown that there exist several definitions of state variables depending

on which methodology is used to derive the governing equations. These definitions slightly

distort the view on energy partition between transmission paths. It is shown explicitly here

that each of these definitions consist of what we denote a non-essential and an essential part

where the non-essential part can be attributed to the various definitions (the ambiguity) while

the essential part alone is responsible for the energy transfer through the waveguide. This novel

view on the energy flow in waveguides using essential state variables suggests that the energy

partition between the transmission paths might be better defined using the essential variables

as they are consistent (unique) throughout the various definitions. Finally, the essential state

variables also make up the energy balance in Eq. (10) which can be interpreted as a generalised

formulation of the energy flow defined in [5] as it has both spatial and temporal invariant real

and imaginary parts.
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Abstract. The effectiveness of a one-dimensional acoustic black hole has often been charac-
terized by its reflection coefficient R and its so-called normalized wave number variation, both
of which depend on the height profile of the beam. The underlying assumptions of existence of
acoustic black holes require the normalized wave number variation to be small. In this work,
we consider an acoustic black hole with fixed parameters of geometry (i.e. length, maximal and
minimal height) and pose the variational problem of finding a height profile which minimizes R
under the additional constraint of keeping L2n norm of the normalized wave number variation
small, since for large n this norm approximates a point-wise estimate. Using the method of
Lagrange multipliers, we solve this variational problem and prove that the optimal profile is
one of three different types. These profile types can be seen as direct generalizations of the well-
researched profile h(x) = εx2. In the limiting case n→ ∞, we obtain closed form expressions
for the optimal profiles as well as the corresponding reflection coefficient and the normalized
wave number variation. Furthermore, we compare numerically the performance of the optimal
profiles and profiles previously considered in the literature. In this comparison, we demonstrate
that for comparable reflection coefficients the normalized wave number variation of the optimal
profile is far superior to the other profiles.
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1 INTRODUCTION

In [10] M. Mironov showed that if the height of a plate goes sufficiently smoothly to 0 at the

edge then bending waves does not reflect from this edge. In particular, Mironov considered a

height profile near the edge of the plate given by h(x) = εxm, form ≥ 2 and ε small. In reality

an edge truncation is always present and in [10] Mironov also demonstrated how a truncation

of the edge (see Figure 1) can lead to increased reflection. To combat this problem many

different approached have been considered [1, 3, 6–8] and numerous experiments and practical

applications have been proposed [3–5, 9, 12].

In this paper we consider the optimal choice of height profile h for acoustic black holes

with fixed parameters of geometry. In particular, we will formulate a variational problem for

the optimality of a profile and solve this using the method of Lagrange multipliers. In the

literature different choices of profiles have been considered. These profiles include h(x) = εxm

[3,6–8,10,12], h(x) = ε sinm(x) [8], and h(x) = εxm+h0 [1,11]. Especially noteworthy for our

purpose is [11] in which multi-objective optimization algorithm was employed to numerically

find an optimal profile of the form h(x) = εxm + h0 for an acoustic black hole. Note that

our approach to finding optimal profiles is purely analytical and as opposed to [11] we do not

restrict our attention to one particular type of profile.

0 ξ1

0
h1

−h1
0 ξ1

h0

h1

Figure 1: Non-truncated profile (left) and truncated profile (right).

2 SETTING AND PROBLEM STATEMENT

We consider an Euler-Bernoulli beam with local wave number given by the equation

(k(x))4 =
12ρω2

Eh2
=

12ω2

c2h2(x)
, (1)

where c = (E/ρ)1/2 is the speed of dilatation wave velocity in beams [7, 8]. We assume a time

dependence e−iΩt and take energy dissipation into consideration, i.e. E = E0(1− iη) for some

η > 0. The reflection coefficient of an acoustic black hole, situated between x0 and x1 is defined

as

R = exp
(
− 2

∫ x1

x0

Im(k(x)) dx
)
, (2)

under the assumption that the following geometrical acoustics validity condition is satisfied∣∣∣∣ 1k2 dkdx
∣∣∣∣ � 1, (3)
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see e.g. [1,7,8,10]. The left hand side of (3) is often referred to as the normalized wavenumber

variation (NWV) [1]. The condition (3) has been suggested to be satisfied when the NWV is

less that 0.3 [2].

For the rest of this paper we consider dimensionless variables and denote dimensional vari-

ables with a tilde. We want to construct an acoustic black hole in the interval [0, ξ1]. We

construct a symmetric acoustic black hole (cf. Figure 1) and hence we denote half the maximal

(minimal) height by h1 (h0). We assume that h1 = 1 and h0 ∈ (0, 1), see Figure 1. Additionally,

h(ξ) denotes the half beam height at ξ and Ω denotes the dimensionless frequency.

The equivalent problem in dimensional variables is to consider an interval [x̃0, x̃1] and a

function h̃ such that h̃(x̃0) = h̃0, h̃(x̃1) = h̃1, and h̃(x̃) is the half height of the beam at

x̃ ∈ [x̃0, x̃1]. Transformation to non-dimensional variables is done by the formulas

h(ξ) =
h̃(x̃0 + ξh̃1)

h1
, k(ξ) = k̃(x̃0 + ξh̃1)h̃1, h0 =

h̃0

h̃1
, ξ1 =

x̃1 − x̃0
h̃1

, Ω =
ω̃h̃1
c̃
,

where ω̃ is the dimensional angular frequency and c̃ it the dimensional longitudinal wave veloc-

ity and k̃ is the dimensional local wave number.

Our aim is to find a profile h which minimizesR in (2) while (3) hold. However, for simplic-

ity we will approximate the pointwise bound in (3) with a bound of the L2n norm of the NWV

for large n. By noting that R is minimized by maximizing the integral on the right hand side of

(2) and using a first order approximation to the non-dimensional form of k in (1) we arrive at

the following isoperimetric variational problem: Given η,Ω0 > 0 find, for every n ∈ N, a curve
hn which maximizes the functional

h �→
∫ ξ1

0

121/4Ω
1/2
0√

2h1/2(ξ)

η

4
dξ (4)

subject to the boundary conditions

hn(0) = h0, and hn(ξ1) = 1, (5)

and the additional constraint that∫ ξ1

0

( √
2

2 · 121/4Ω1/2
0

h′n(ξ)

h
1/2
n (ξ)

)2n

dξ = L (6)

for some L� 1.
We refer to Ω0 as the design frequency.

3 RESULTS

By using the method of Lagrange multipliers together with a convenient scaling and the

notation δ = (−λ)−1/(2n) we find that a solution to our isoperimetric problem must maximize

h �→
∫ ξ1

0

b
1

h1/2(ξ)
− (h′(ξ))2n

hn(ξ)
dξ, (7)

where b = (2δ)2n12(2n+1)/4Ω
n+1/2
0

η
8
. Hence any solution must satisfy the Euler-Lagrange equa-

tion

h′(ξ) = (2n− 1)−1/(2n)(ahn(ξ)− bhn−1/2(ξ))1/(2n), ξ ∈ (0, ξ1), (8)

where a is some constant which must be determined so that the boundary conditions (5) holds.

Note that by considering a sequence of oscillating functions with increasing frequency it follows

that (7) does not have a minimizer.
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3.1 The case b = 0

The case b = 0 is uninteresting from a practical perspective since it corresponds to minimiz-

ing the NWV without any regards for the reflection coefficient. Nevertheless it turns out to be

interesting when considering the literature on acoustic black holes. When b = 0 the function

h(ξ) =

((
1−

√
h0

) ξ
ξ1

+
√
h0

)2

(9)

is the unique solution to (8) satisfying (5) for all n ∈ N. This is a generalization of the profile

h(x) = εx2 (which has been used extensively in the literature, see e.g. [1, 4, 7, 8, 10, 11]).

Indeed when converting this profile to non-dimensional variables it solves (9) if and only if

h̃0x̃
2
1 = h̃1x̃

2
0.

3.2 The case b > 0

When b > 0 solving (8) leads to two possibilities. Specifically, for every n ∈ N there exists

a number bn such that:

1. If b ≤ bn there exists a unique a ≥ bh
−1/2
0 such that (8) has a unique C∞([0, ξ1], [h0, 1])

solution satisfying (5).

2. If b > bn there exists a unique ξ(b) ∈ [0, ξ1] and a function hb ∈ C∞([ξ(b), ξ1], [h0, 1])
satisfying (8) with the boundary conditions hb(ξ(b)) = h0 and hb(ξ1) = 1 such that

h(ξ) =

{
h0, if 0 ≤ ξ ≤ ξ(b),
hb(ξ), if ξ(b) < ξ ≤ ξ1

is a C1([0, ξ1], [h0, 1]) and piecewise C∞([0, ξ1], [h0, 1]) solution to (8).

Note that in both cases the solution must be found numerically as no closed form expression

exist. Therefore it is unclear how to choose the parameters δ and n in practical applications.

The parameter n should be large to ensure that the left hand side of (6) approximates a

point-wise estimate. By taking n to infinity we obtain the following: If Ω∞ =
(

1−√
h0

121/4δξ1

)2

, then:

(a) If Ω0 < Ω∞ then no optimal profile exists.

(b) If Ω0 ≥ Ω∞ then the optimal profile is given by

h(ξ) =

⎧⎨⎩h0, if 0 ≤ ξ ≤ ξ∞,(
121/4δΩ

1/2
0 (ξ − ξ1) + 1

)2

, if ξ∞ < ξ ≤ ξ1
(10)

where ξ∞ = ξ1 − 1−√
h0

121/4δΩ
1/2
0

.

Note that h is a continuous function with a discontinuity in the first derivative at ξ∞. Fur-

thermore, the simple expression for h makes it possible to determine both R and the NWV

explicitly. The NWV for the optimal profile in (10) is given by

∣∣∣ 1
k2

dk

dξ

∣∣∣ =
⎧⎨⎩0, if 0 ≤ ξ ≤ ξ∞,
√
2δ
(

Ω0

Ω

)1/2

, if ξ∞ < ξ ≤ ξ1,
(11)
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(a) The classical (solid) and optimal (dotted)

profile of Section 4.

(b) Reflection coefficients for the profiles in

Figure 2a. The same line specefications as in

Figure 2a have been used.

Figure 2: Classical and optimal profile and their corresponding reflection coefficients.

and the reflection coefficient for the profile in (10) is

R = exp
[ηΩ1/2

2
√
2

( lnh0

2δΩ
1/2
0

− 121/4ξ∞
h
1/2
0

)]
. (12)

One strength of the optimal profile in (10) is that its NWV becomes a piecewise constant func-

tion of ξ. Hence to make the NWV small it suffices to consider sufficiently large Ω. For

example, it is clear that if δ =
√
2/5 then we have NWV< 0.4 when Ω > Ω0. This is not the

case for e.g. profiles of the form h(x) = εxm withm > 2 cf. Section 4.

4 NUMERICAL EXPERIMENTS

In [1] it was demonstrated that increasing m for profiles like h̃(x̃) = εx̃m decreases the

reflection coefficient but increases the NWV. In this section we demonstrate numerically the

difference between an acoustic black hole with profile h̃(x̃) = εx̃m form = 5 and the profile in

(10). We consider the following dimensional parameters: x̃0 = 5cm, x̃1 = 20cm, h̃0 = 0.00195
cm, h̃1 = 2cm, c̃ = 3000m/s. Furthermore, we assume that the loss factor is η = 0.01 and let

δ =
√
2
5

. We then find Ω0 such that the optimal profile given by (10) has reflection coefficient

similar to that of the non-optimal profile (see Figure 2b). The difference in the shape of the

profile (see Figure 2a) leads to the vastly different NWV for the two profiles (see Figure 3).

Note that the NWV of the “classical” profile is larger than 0.3 somewhere in the acoustic black

hole at most of frequencies considered.

5 CONCLUSIONS

In the present paper the choice of optimal height profile for a one-dimensional acoustic

black hole with fixed parameters of geometry has been considered. By regarding the reflection

coefficientR as a functional defined on the possible height profiles we have posed the variational

problem of minimizing R subject to the constraint that the L2n norm of the NWV equals some

small constant. By solving this problem we obtain, that the optimal profile can be of three types:

a quadratic polynomial, a smooth function (which has to be determined numerically), or a C1

function which is comprised of a constant part equal to the minimal height and a smooth part.

In the limiting case n → ∞, there is essentially one solution: a continuous piecewise smooth
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(a) NWV for the classical profile in Figure 2a. (b) NWV for the optimal profile in Figure 2a.

Figure 3: NWV for the profiles of Figure 2a.

function comprised of a constant part equal to the minimal height and a quadratic part. In fact,

we obtain simple expressions for both the quadratic part and the length of the constant part.

We have shown that this can be seen as a generalization of the well-known profile h(x) = εx2.
We have numerically compared this optimal profile in the limiting case to a profile of the form

h(x) = εxm for m > 2. This shows that at similar reflection coefficients the NWV differs

vastly. For the optimal profile the NWV becomes small for large frequencies but for the other

profile NWV is large for most of the frequencies considered.
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Abstract. The classical theory of acoustic black holes (ABHs) is quite complex with its applica-
tion being limited to simple plates and beams. The aim of this paper is to promote ABHs for the
community of engineers well familiar with finite element analysis (FEA). Firstly, a validation
of FEA as a tool to analyze and design ABHs is done by conventional FE studies replicating
experiments, which have already been conducted. Then the concept of modal analysis-based
design of ABH is proposed and verified by means of harmonic analysis (both using standard
ANSYS software). As the damping layer is an essential part of any real fabricated products
utilizing the ABH effect, the influence of its size and thickness are studied by the means of FEM
and compared to what has been found in earlier experiments.
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1 INTRODUCTION

ABHs are power-law wedges used to achieve efficient damping of waves. The power-law

wedges are described by h(x) = εxm, where ε is the wedge parameter and m is the power-law

exponent,m ≥ 2. Under such circumstances, the wave speed gradually decreases and the wave

stops in the limit of h → 0 where the height is zero, see Fig. 1, and hence, is not reflected

but trapped. However, real fabricated wedges have truncations and it has been shown that the

introduction of such truncations only reduce the reflection coefficient to about 50-70%, [1],

making them practically useless as ABH dampers. It has been shown, on the other hand, that

placing a damping layer in the ABH at the tip of the wedge can reduce the reflection coefficient

to only 1-3%, meaning that almost all of the wave energy is absorbed by the damping layer, [1].

h(x)= xm

x
Incident waves

Figure 1: Illustration of the wave as it approaches the tip of the wedge.

The idea of the ABH is illustrated in Fig. 1 i.e. when a wave travelling through the plate

reaches the ABHs the wave speed gradually slows down due to the gradual decrease in height,

which causes the wavelength to decrease and the amplitude to increase. Thus, by placing a

damping layer at the tip where the wavelength is short and the response is high, an efficient

damping of the wave energy can be achieved. If, on the other hand, the damping layer is placed

outside the ABH, where the wavelength is long and the energy is less concentrated, the damping

layer has little to no effect. Thus, as the ABHs rely on sufficiently small wavelengths in the

damping layer zone, ABHs are indeed mostly effective at higher frequencies, as also confirmed

in literature, [2]. Likewise, it has been shown in [3] that damping layers do not need to cover

the entire ABH area but covering just a small area may in fact be more efficient, see e.g. Fig.

6. It was also shown that at higher frequencies a larger damping area was required to retain the

strong effect of the ABH which may be somewhat counter intuitive.

In this paper, we begin with simulations conducted using a commercial FEA program on

cases, which have already been investigated experimentally by others. This is done to investi-

gate the capability of the FEA program to simulate the ABH effect. Next, we implement ABHs

in a physical product in FEA, and interestingly, it is found that design of ABHs can be done

using modal analysis alone. The performance of the ABHs can, to some degree, be predicted

from the eigenmodes as the damping effect proves to be strongly related to localization of the

eigenmodes. This also explains why ABHs are more effective at higher frequencies. Therefore,

ABHs of arbitrary shapes have also been tested as they do not need to be circular.
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2 ACOUSTIC BLACK HOLES USING FINITE ELEMENT ANALYSIS

ABH theory is typically associated with infinite structures and incident waves while FEA

is concerned with finite structures and therefore standing waves. Likewise the experimental

work on ABH done in [2] was also based on finite structures with no attempt to make anechoic

terminations and thus the effects observed here should be reproducible using e.g. FEA. Thus,

to verify the ability of the commercial FE program ANSYS to capture the effect of a plate with

ABHs, harmonic analysis has been conducted on cases from [4, 5], which involves both 1D

and 2D examples. In [5], several configurations of plates with 2D ABHs are presented, but for

brevity, only one of them is presented here. The cases presented here are seen in Fig. 2.

2.1 FEA setup

Meshing has been done following the guidelines from ANSYS and the damping layer has

density of 1160 kg
m3 , stiffness equal to 0.1 of the plate material, [2], Poisson’s ratio of 0.48,

thickness of 0.2 mm, and a loss factor of 0.4 according to [2, 4, 6]. For the 1D example in Fig.

2, a unit force was applied transversely on the rear edge, while the transverse surface velocity

response was measured on a line on top of the uniform section of the plate. Similarly for the

2D case, transverse loading and response measurements were done on two opposite edges of

the plate.

(a) (b)

Figure 2: a) 1D ABH at the end of a plate. b) 2D ABH on a plate. Both in free conditions.

2.2 Harmonic analysis of acoustic black holes

The results from the replicated experiments on plates with 1D and 2D ABHs are plotted in

Fig. 3.
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Figure 3: a) Results from analysis of 1D ABH. b) Results from analysis of 2D ABH. Velocities

in dB following ISO 1683, [7].

As can be seen in Fig. 3a, the unmodified plate with a damping layer has almost no effect

on the response as mentioned in Sec. 1, while the introduction of ABHs without damping

just shifts the eigenfrequencies, but does not significantly damp the response as the reflection

coefficient remains within 50-70%, according to Sec. 1. The combination of an ABH with a

damping layer, however, damps the response significantly and damping is seen to increase with

increasing frequency as also discussed in Sec. 1. This is also observed for the 2D example in

Fig. 3b.

In conclusion, we see similar tends of the ABH as those observed in experiments and the

ABH theory in Sec. 1 when using standard harmonic analysis. Furthermore, in both graphs, we

see that the dB-response is reduced significantly: for the 1D case in Fig. 3a about 20 dB and

for the 2D case close to 100 dB.

2.3 Modal analysis of acoustic black holes

From the analyses done in Sec. 2, it has been found that the observed phenomena of the

1D and 2D ABHs, can actually be very well explained through simple modal analyses. In Fig.

4, we see selected eigenmodes from the modal analysis and immediately note that in terms of

eigenmodes, the ABHs simply cause the eigenmodes at higher frequencies to localize in the

center of the hole. This readily explains why ABHs work only at sufficiently high frequencies

but also why adding a damping layer significantly improves the performance. Thus, localizing

’all’ higher order modes in one location obviously makes damping by a small damping layer in

the ABH very efficient for broad band excitation, in accordance with Sec. 1. Further, we see
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that the lower order modes remain global and are thus less affected by the ABH. However, the

wave speed still decreases in the ABH and some energy can be damped even at lower frequency

as we shall see in Sec. 3.

(a) (b) (c)

Figure 4: a) Global eigenmode at 770 Hz. b) Localized eigenmode at 2790 Hz. c) Localized

eigenmode at 8165 Hz.

Furthermore, comparing Fig. 4b and 4c we can readily explain the counter intuitive phe-

nomenon that for higher frequencies the localized eigenmodes become spatially less compact

and thus require a larger damping layer, as also observed in experiments see e.g. Sec. 1.

Indeed, choosing the right damping layer thickness and size is not trivial. From Fig. 5a, we

see that a low coverage can be desirable for these low frequencies, although the peak at 300 Hz

is slightly higher for lower coverage. Considering 5b, it is seen that a thicker damping layer

lowers the ERPL response, as expected. Therefore, it is believed that a thick and low coverage

damping layer would be the optimal design.
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Figure 5: a) Comparison of damping layer coverage of the ABH. Layer thickness 1 mm. b)

Comparison of damping layer thickness. Coverage of ABH: 25%. ERPL (Equivalent Radiated

Power Level) is used. Test case: Circular ABH from Fig. 4.

In conclusion, ABHs cause the eigenmodes to localize, thereby producing a large response

in a small area, which can then be damped efficiently using only a small patch of damping layer.

Thus, for a desired frequency range, the ABH can be designed based on a simple modal analysis

and moreover the size of the damping layer be determined by matching the size of the spatially

largest mode shape in the spectrum, which will typically be the last mode in the desired range.
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At lower frequencies, however, the ABH have only little effect, but as this is usually interesting

from a industrial viewpoint this will be the main interest in the following section.

3 ACOUSTIC BLACK HOLES OF ARBITRARY SHAPES

As we have shown in the previous section, the ABH can be evaluated and designed directly

from modal analysis, we no longer confine ourselves to think of ABH as wedges or circular

holes, nor are we strictly confined to power-laws (though they may likely be the most efficient

ones) as long as we ensure localization of the eigenmodes. Therefore, we consider instead

arbitrarily shaped ABHs (with power-laws) and study how they perform compared to the regular

circular ABHs.

In this paper, two ABHs of ’arbitrary’ shape have been considered. The first one is an ellip-

tically shaped ABH, as a simple idea to reduce the size of the ABH without compromising the

effect of the ABH, see Fig. 6a. This shape could also be tailored to match specific eigenmodes

or shapes of an industrial product. The other type is an acoustic black ’moat’, where a power-

law profile is swept along a path to create a type of insulator, tailored to a specific lower order

eigenmode. The purpose is to prevent waves generated at the source point B, from reaching the

receiver point A, see Fig. 6b.

(a)

B

A

(b)

Figure 6: Conceptual illustrations of arbitrary ABH. a) Elliptical ABH. b) Acoustic black ’moat’

with a receiver (A) and source point (B).

To compare the performance of the arbitrarily shaped ABHs, a traditional circular one is

used as benchmark. This ABH corresponds to the dotted circle in Fig. 6. For consistency, all

ABHs are 100% covered with a 1 mm damping layer. Additionally, these ABHs have been

implemented in a physical product and analyzed using the FEA approach elaborated in Sec. 2.

The circular, elliptical and moat ABH cover, respectively 56%, 48% and 34% of the total surface

area of the product. Further, the material properties have been changed to those of the physical

product, which compared to steel, is much more compliant. Furthermore, the frequency range

of interest is 150-600 Hz, which is indeed in the low frequency range even for this compliant

material.

In Fig. 7, we see that all three cases reduce the ERPL by about 20 dB, even in this lower

frequency range. Further, we note, interestingly enough, that the moat performs surprisingly

well given a coverage of only 34% compared to the benchmark, which covers 56%. The ellip-

tical ABH (with 48% coverage) also outperforms the circular one. This may be explained by

the location and dimensions of the ellipsoid, which has been designed to match a specific mode

shape.

2494



Bjørnar Saurdal, Daniel Villadsen, Lasse S. Ledet, Sergey V. Sorokin

150 200 250 300 350 400 450 500 550 600
Frequency [Hz]

80

90

100

110

120

ER
PL

 [d
B]

Baseline
Circular, 56% covered
Elliptical, 48% covered
Moat,      34% covered

Figure 7: Comparison of ERPL, for the baseline design, a circular ABH, an elliptical ABH, and

the acoustic black ’moat’.

Upon closer inspection of the eigenmodes of the moat, it can be seen from Fig. 8 that

it does in fact act as an eigenmode-insulator, where the energy is sufficiently damped in the

moat before it ’reaches’ and excites the mode. The reason for this is explained by the decrease

in wave speed, elaborated in Sec. 1. In conclusion, we have shown that we can, even at lower

frequencies, benefit from the ABH concept even without having strict localization of the modes,

simply by tailoring the ABH shapes to match the modes we are trying to damp, or ’protect’,

from the source. Thus, we have shown that we can benefit greatly from arbitrarily shaped ABHs

designed based on modal analysis.

Figure 8: Lower order eigenmode for the acoustic black moat.
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4 CONCLUSION

In this paper, we demonstrate that design of acoustic black holes can be done through stan-

dard finite element modal analysis of a structure with ABH through the eigenmodes. Further,

the phenomena found in experiments conducted by various authors, may conveniently be ex-

plained by localization of eigenmodes. If the eigenmodes are not localized, the size of the ABH

generally needs to be increased. Respectively, we have shown that the damping layer only needs

to cover the area, where the given eigenmodes are localized, as a larger damping layer will have

only an insignificant effect. Since localization of eigenmodes has been shown to be the key for

designing efficient ABHs, it has been proposed that the shape of the ABHs does not need to be

circular, which certainly allows for more freedom in design. This has also led to think of ABHs

as moats, e.g. ’insulators’ to protect a ’receiver’ from a ’source’. This significantly widens the

possibilities of using ABHs in industrial applications.
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Abstract. A classical problem in the design of periodic waveguides is to get stop bands at
desired frequencies. In this paper, the problem is addressed by use of optimization within the
Wave Finite Element Method (WFEM). Typically, today optimization for stop bands is done us-
ing stochastic optimization due to the ’semi-discrete’ behavior of the objective function. This
method, in-line with previous work, is used as benchmark. This is compared to another method
which handles the ‘semi-discrete’ behavior by a simple manipulation of the objective function
into being continuous. This is a novel method that allows for fully gradient based optimization
to be used. By comparing the continuous objective function with the benchmark method, it is
found, that the continuous objective function outperforms the benchmark, in terms of computa-
tional speed and robustness.
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1 INTRODUCTION

This paper is concerned with the general case of wave propagation in waveguides with com-

plex geometry, where analytical solutions might not be available. To accommodate this, we

use the wave finite element method (WFEM) which is a well-established numerical method for

solving wave propagation problems of complex waveguides, and is described in numerous ref-

erences, [1–4]. In WFEM a finite waveguide is modelled as being infinite through periodicity by

use of continuity and periodicity conditions. Analysis of periodic structures is concerned with

Bloch’s parameter, KB, which is a complex number, describing the phase change (Re{KB})

and attenuation (Im{KB}) of a wave over a unit cell. A description of analysis of periodic

structures can be found in classical text such as [5]. To obtain wavenumbers in WFEM, Bloch’s

parameter is divided with the length of the unit cell. In this paper, however, only Bloch’s pa-

rameter is of interest. Description of the WFEM is out of scope for this paper, but is described

in detail in e.g. [2].

Periodic waveguides have the ability of attenuating waves at certain frequencies, following

the phase-closure principle, [6]. This is also known as stop bands. For the industrial partner,

Grundfos A/S, the main issue, that can be alleviated by stop bands, is the propagation of waves

from pumps into a system, causing noise or damage. It is thus relevant to investigate how stop

bands in periodic structures can be moved to or created at desired frequencies. By employing

optimization on a parametric model of a waveguide, it is possible to tailor the performance

of a waveguide to include stop bands at desired frequencies. In literature, this has been done

by use of a stochastic optimization scheme and subsequent gradient based optimization on an

analytical model of a waveguide in [7], by use of a pure stochastic optimization on a WFEM

model in [8] and a genetic algorithm on an analytical model of a composite in [9]. Common

for all papers is that they use zero order optimization algorithms. One of the main pit falls

of zero order algorithms is increased computational time for problems involving many design

variables. The scope of this paper is to present a novel method for optimization in WFEM using

fully gradient based optimization.

The paper is structured as follows; In Sec. 2, optimization of the waveguides is described.

This includes a benchmark method based on previous work from literature and a novel method.

In Sec. 3, the optimization is carried out on two different examples. Finally, Sec. 4 will contain

a discussion on the advantages of using the new method instead of the benchmark method.

2 OPTIMIZATION ON A WFE MODEL

In the optimization it is desired to maximize the attenuation of waves at desired frequencies,

hereinafter denoted target frequencies, by including stop bands in a frequency range, corre-

sponding to e.g. the operating frequency range of a pump.

From the WFE program a 2m × n array, KB, is obtained. This array contains Bloch’s

parameter for n target frequencies andm different types of waves. To maximize the attenuation

at all target frequencies with respect to all wavemodes of interest, corresponds to maximizing

the absolute value of the imaginary part of KB. Mathematically this can be expressed as,

min
x

f(x) = max[−|Im{KB}|] (1)

In Eq. (1), x is the vector of design variables that is put into the WFE model. The problem with

the formulation of the objective function from Eq. (1), is that it has a ’semi-discrete’ behavior,

meaning that gradient information is only available at some points in the frequency spectra, see

Fig. 1, where e.g. no gradient information is available at 0-1 kHz and 2-4 kHz. To overcome
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this problem literature, [7–9], suggests that a stochastic algorithm must be applied before a

gradient based optimization can be carried out. The issue with this method is that the stochastic

algorithm is computationally heavy, when there is a large number of design variables, and needs

several reruns to ensure robustness.
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Figure 1: Illustration of the ’semi-discrete’ behavior corresponding to Eq. (1) (left) and a function, which is C1

continuous at almost all frequencies corresponding to Eq. (2) (right). The dispersion diagram is obtained for a two

volume functionally graded material model, see Sec. 3, with only propagating longitudinal waves considered.

These issues can be overcome, by a simple manipulation of the objective function as pro-

posed here. This method contains a formulation which is the summation of the real and imagi-

nary part of the complex Bloch parameter. The real and imaginary part of the Bloch parameter

is alternatingC1 continuous, and summation of them will yield an expression continuous almost

everywhere, see Fig. 1. The continuous problem may thus be formulated as,

min
x

f(x) = max[−w1|Im{KB}| − w2|Re{KB}|] (2)

where w1 and w2 are weights for the imaginary and real part, respectively.

Through the rest of this paper, optimization on the objective function in Eq. (1) will be de-

noted formulation 1, while optimization on the objective function in Eq. (2) will be denoted

formulation 2 and will be benchmarked against formulation 1. The controlled random search

(CRS) algorithm, [10], is used as the stochastic optimization scheme, in-line with [7], and

the sequential quadratic programming algorithm (SQP), [11], instead of the method of moving

asymptotes (MMA), for the gradient based optimization. The sensitivities are calculated numer-

ically by use of forward difference approximation. Further, when optimizing with respect to a

target frequency range, the frequency range is discretized into a sufficient number of discrete

frequencies. To overcome the inherent problem of non-differentiability in the min-max problem

of minimizing Eq. (1) and Eq. (2), bound formulation is used, when multiple target frequencies

(n > 1) and wavemodes (m > 1) are considered, [12].

3 EXAMPLES

To compare formulation 2 with the benchmark formulation, two different 1-dimensional

examples are considered. The first example is optimization of a waveguide, that consists of

elements with fixed geometry and discretely functionally graded material properties. The sec-

ond example is optimization of a waveguide, consisting of a bi-material composite with fixed
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material properties and variable geometry. For both examples optimization is targeted for re-

spectively maximum attenuation at a single target frequency, maximum attenuation at a target

frequency range and maximum attenuation at multiple target frequencies. The focus of the op-

timization is on longitudinal propagating waves. Optimization using formulation 1 is carried

out four times to ensure robustness, as the algorithm is stochastic, [7]. Only the solution with

the highest attenuation level is presented in the following. For formulation 2, the optimization

is made with different weighings. Not all solutions are presented.

3.1 Functionally graded material

In this example, optimization is carried out on a model consisting of n volumes of size

1m×1m×1m, see Fig. 2. Each volume has constant material properties given by the relation,

Ei = EA + xi(ES − EA), i = 1, 2, .., n (3)

ρi = ρA + xi(ρS − ρA), i = 1, 2, .., n

where EA and ρA are the material properties for aluminum, and ES and ρS the material prop-

erties for steel, see Tab. 1. xi are the design variables and have upper and lower bound,

0 ≤ xi ≤ 1. This means that there is an abrupt change in material properties at the volume

Material Young’s modulus E Poisson’s ratio ν Density ρ
Aluminum 69 GPa 0.30 2700 kg/m3

Steel 210 GPa 0.30 7800 kg/m3

Table 1: Material properties used for the functionally graded materials.

boundaries which is needed for the travelling waves to be reflected and stop bands to be created.

An industrial application for this example could be an element consisting of sintered metals with

changing porosities which would result in this form of functionally graded materials.

1 ... n-12 n

1m1m 1m 1m

E1, 1 E2, 2 En-1, n-1 En, n
1m

Unit Cell

Figure 2: Illustration of the model consisting of n volumes of functionally graded material. Each volume has the

dimensions 1m×1m×1m.

For a two volume model, it is the stiffness ratio between the two volumes that determines the

stop bands. The stop bands evolve from the critical frequencies or ’seeds’ of stop bands, which

is described in [13]. The critical frequencies are dependent on the parameter τ = c1L2

c2L1
, where ci

and Li is the speed of sound and length of each volume. As the length of each element is fixed

and the speed of sound remains constant, it is not possible to change the critical frequencies,

see Fig. 1. Optimization is therefore carried out on a model consisting of 8 volumes, as this

increases the mobility of the critical frequencies and thus stop bands.

The optimization is carried out for several target frequencies, see Tab. 2, and the starting

guess for formulation 2 is a homogeneous material distribution, i.e. xi = 0.50. The optimization

for a desired stop band at frequency 2150 Hz, shows that formulation 1 finds a minimum with an
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Formulation xmin fmin Attenuation Time [s] nFunEval w1 w2

Target frequency: 2150 Hz
1 [0.01, 0.01, 0.92, 0.92, 0.01, 0.01, 0.89, 0.92] -0.23 0.23 5176 1804 - -

2 [0.92, 0.01, 0.92, 0.92, 0.01, 0.92, 0.92, 0.01] -0.15 0.15 1308 389 100 1

Target frequencies: 275-400 Hz
1 No solution found - - - - - -

2 [0.00, 1.00, 0.00, 0.90, 0.70, 1.00, 0.00, 0.00] -1.12E+03 0.13 627 151 1 10

Target frequencies: 500 Hz, 1000 Hz, 1500 Hz, 2000 Hz, 2500 Hz
1 No solution found - - - - - -

2 [0.92, 0.01, 0.92, 0.01, 0.92, 0.92, 0.92, 0.24] -5.02 0.00 533 160 100 1

Table 2: Results for optimization of the eight elements model for various target frequencies. Attenuation describes

the lowest attenuation of target frequencies.

attenuation level just above formulation 2, but takes approximately 4 times as long. The result

from the optimization, for a stop band in the frequency range 275-400 Hz for formulation 2, are

shown in Fig. 3. From the table, it is seen that formulation 1 fails at finding a minimum, while

formulation 2 finds a minimum. This is because there is a low number of possible solutions

that produce a stop band at this frequency range, which makes the probability for the CRS

algorithm to ’guess’ a solution lower. In Tab. 2 the results are shown for a desired stop band at
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Figure 3: Results with a target frequency range of 275-400 Hz (left) using formulation 2. Results for target

frequencies 500, 1000, 1500, 2000 and 2500 Hz using formulation 2 (right). Gray areas indicate stop bands.

500, 1000, 1500, 2000 and 2500 Hz, which corresponds to a fundamental frequency of 500 Hz

and its first four harmonics. Formulation 1 fails to find a solution, while formulation 2 finds a

solution where some of the target frequencies are, however, not placed in a stop band, see Fig.

3. This result highlights an important property of formulation 2; that it is capable of finding a

solution where only some target frequencies are in stop bands, because it might be impossible

to place all target frequencies in stop bands for the given mobility. Formulation 2, thus, gives a

’compromise’ solution, while formulation 1 gives an ’all or nothing’ solution. This implies that

formulation 2 is more robust, as it always finds a solution.

3.2 Bi-material composite

This example consists of optimization of a composite consisting of two different materials.

The model used is sketched in Fig. 4. The model consists of n layers of repeating fiber and
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matrix material, with the material properties listed in Tab. 3. The length of the model is L = 1
m and the cross sectional area is A = 1m×1m. The design variables used in this case are the

length of the material layers, xi, where i = 1, 2, .., n, while the total length of the layers are

constrained by,

n∑
i

xi = 1 (4)

This means that only n − 1 design variables are independent. The lower bound for the design

variables are xi ≥ 0.01. The starting guess for formulation 2 is in all cases an evenly distributed

thickness of all layers, i.e. xi = 1/n. This example is tested for a two and six layer model. The

dispersion diagram for the starting guess for these models, are shown in Fig. 5. As the starting

guess in both cases are evenly distributed layer thicknesses, one could expect the dispersion

diagrams to be identical. However, this is not the case, as seen in Fig. 5, due to the constraint

on the length of the model.

nn-1321

...

1m

x1 x2 x3 xn-1 xn

A, Ef, f, f A, Em, m, m

Unit Cell

Figure 4: Illustration of the bi-material composite consisting of n repeating layers (left). The length of the com-

posite must sum to 1 m and the cross sectional area is 1 m2.

Material Young’s modulus E Poisson’s ratio ν Density ρ
Fiber 72.35 [GPa] 0.22 2500 [kg/m3]

Matrix 4.09 [GPa] 0.38 1272 [kg/m3]

Table 3: Material properties used for the composite.

For the two layer model (n = 2), the optimization is carried out for a single target frequency

at 5000 Hz with different weightings, and a target frequency range at 4000-6000 Hz. The results

are listed in Tab. 4. For a target frequency at 5000 Hz the resulting dispersion diagrams for both

formulations are shown in Fig. 6. As is observed from the results, the desired frequency

is placed in a stop band by use of both formulations. Formulation 2 is as high as 5.2 times

faster than formulation 1 depending on the chosen weighing. It is seen that the weight w1 can

be increased to decrease the computational time, but at some values of w1, local minima may

be found, as is the case for w1 = 10 in Tab. 4. Fortunately, the speed is increased when

w1/w2 → ∞ in which case formulation 2 approaches formulation 1, which is indeed the main

objective of the optimization, i.e. to maximize attenuation. Formulation 1 finds a minimum with

a slightly higher attenuation and broader stop band than formulation 2. However, the solution
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Figure 5: Dispersion diagram for the starting guess (equal volume fiber and matrix) for the two layer model (left)

and for the six layer model (right). Gray areas indicate stop bands.
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Figure 6: Results with a target frequency at 5000 Hz. (left) shows the dispersion diagram for results obtained using

formulation 1 and (right) the results for formulation 2 with weights w1 = 100, w2 = 1. Gray areas indicate stop

bands.

Formulation xmin fmin Attenuation Time [s] nFunEval w1 w2

Target frequency: 5000 Hz
1 0.89 -1.53 1.53 659 222 - -

2 0.38 -2.29 1.43 396 126 1 1

2 0.12 -0.89 0.97 217 71 10 1

2 0.37 -1.44 1.42 126 41 100 1

Target frequencies: 4000-6000 Hz
1 0.89 -0.39 0.39 915 276 - -

2 0.86 -0.24 0.00 218 74 1 1

Table 4: Results for optimization of the two layer composite for various target frequencies. Attenuation describes

the lowest attenuation of target frequencies.

2503



Peter H. Broberg, Mikkel T. Steffensen, Sergey V. Sorokin, Lasse S. Ledet

found for formulation 2 is closer to the starting guess, see Tab. 4, and thus tries to widen the

nearest stop band instead of shifting. This means that formulation 2 finds a minimum, with less

change of the original structure, discussed further in Sec. 4. The results for the optimization

for a desired stop band at the frequency range 4000-6000 Hz is shown in Fig. 7. Formulation
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Figure 7: Resulting dispersion diagram for optimizing the two-layer composite for a desired stop band at 4000-

6000 Hz, using formulation 1 (left) and formulation 2 (right). The arrow indicates the placement of the desired

stop band and the gray areas indicate stop bands.

1 finds the same minimum for a single frequency at 5000 Hz and a frequency range at 4000-

6000 Hz. The minimum found by formulation 2 is approximately the same as the one found by

formulation 1, but it is slightly offset from the target frequency range, see Fig. 7. This could be

fixed by proper weighting. From the results it is observed that by optimizing with respect to a

frequency range, formulation 2 is capable of shifting stop band and finding the same minimum

as for formulation 1. Formulation 2 thus outperforms formulation 1, in the sense, that it can find

the same minimum as formulation 1 but at a much lower computational cost. Furthermore, it

shows that formulation 2 is more versatile than formulation 1, because it is able to find different

solutions to a single target frequency and a target frequency range.

The next optimization case is for a six layer model. The optimization is carried out for a

single target frequency at 2000 Hz and multiple target frequencies with harmonics hereof, i.e.

2000 Hz, 4000 Hz, 6000 Hz, 8000 Hz and 10000 Hz. The results are listed in Tab. 5. The

results for a single target frequency at 2000 Hz are shown in Fig. 8. Approximately the same

Formulation xmin fmin Attenuation Time [s] nFunEval w1 w2

Target frequency: 2000 Hz
1 [0.01, 0.25, 0.01, 0.01, 0.67] -1.50 1.50 2078 619 - -

2 [0.01, 0.12, 0.01, 0.01, 0.68] -1.49 1.47 598 209 100 1

Target frequencies: 2000 Hz, 4000 Hz, 6000 Hz, 8000 Hz and 10000 Hz
1 [ 0.27, 0.04, 0.08, 0.22, 0.38] -6.70 0.89 3566 1007 - -

2 [0.66, 0.08, 0.01, 0.01, 0.06] -1.17 0.97 734 240 20 1

Table 5: Results for optimization of the six layer composite for various target frequencies. Attenuation describes

the lowest attenuation of target frequencies.

minimum is found for both formulations. Interestingly, it is observed that x2 in formulation 1
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Figure 8: Resulting dispersion diagram for the six layer composite after optimizing for a stop band at 2000 Hz

using formulation 1 (left) and formulation 2 (right). Gray areas indicate stop bands.

is approximately twice as large as in formulation 2. This implies, that x2 in this case is actually

irrelevant for the generation of the stop band at 2000 Hz, and hence we see that there exists sev-

eral almost ’identical’ solutions as mentioned in Sec. 3.1. The computational time is still higher

for formulation 1, but it is observed that going from 1 to 5 design variables, the computational

time for formulation 2 have increased by approximately a factor 5, while it is approximately

only a factor 3 for formulation 1. The reason is that there are several solutions that makes a

stop band at 2000 Hz. The probability of the CRS algorithm to find a minimum, therefore,

significantly increases. For a stop band at target frequencies 2000 Hz, 4000 Hz, 6000 Hz, 8000

Hz and 10000 Hz, the results are shown in Fig. 9. As observed, both formulations finds a min-

imum that places all the desired frequencies in a stop band. Because less solutions exists for

stop bands at these frequencies, the solution time for formulation 1 is much higher than for for-

mulation 2, and in two of the four reruns formulation 1 failed to find a solution. Thus, to retain

robustness, the stochastic optimization scheme must have more mobility, i.e. a high number of

solutions. Furthermore, formulation 2 finds a minimum with a slightly higher attenuation. This

again indicates, that for optimization problems with only few solutions, formulation 2 is indeed

superior both on speed and robustness.
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Figure 9: Resulting dispersion diagram for the six layer composite after optimizing for a stop band at 2000 Hz,

4000 Hz, 6000 Hz, 8000 Hz and 10000 Hz using formulation 1 (left) and formulation 2 (right). Gray areas indicate

stop bands
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4 DISCUSSION

Formulation 1 has the advantage, that if it finds a minimum, all desired frequencies will

always be in a stop band. This is due to the stopping criteria for the CRS algorithm, ensuring

that all found starting guesses are in a minimum, [7; 10]. The drawback of this, however, is

that, if there is only a few number of solutions to the problem, the computational time of the

CRS algorithm will increase. Another drawback is that the optimization has to be carried out

several times to ensure the robustness of the algorithm, which is increasing the computational

time even more. For optimization problems involving a lot of design variables, formulation 1

would thus be most impractical.

The advantages of formulation 2 is that it is much faster than formulation 1. In the examples

studied, formulation 2 uses as low as 1/5 of the time of formulation 1. If analytical expressions

can be found for the design sensitivity analysis, this can be reduced even further. Another ad-

vantage of formulation 2 is that it gives a compromise if a solution, which has stop bands at all

target frequencies, does not exist. This can be improved even further by introducing different

weights on the target frequencies, such that the formulation will find the best compromise so-

lution. According to the authors wishes, formulation 2 is thus more robust than formulation 1.

The drawback of formulation 2 is, that specific weights are needed for different cases, which

increases the computational time as multiple reruns are needed. As multiple reruns also are

needed for formulation 1, to ensure the robustness, formulation 2 still outperforms formulation

1 in terms of computational time. One major difference between formulation 1 and 2 is that

formulation 2 typically finds the closest local minimum, while formulation 1, due to the CRS

algorithm, tends to find a ’more global’ minimum with larger attenuation. This, however, can

result in large changes in the waveguide optimized compared to the starting guess. In the case

of waveguides of the industrial partner, a global minimum is not be desired, as long as there

are no constraints on static performance. The reason is, that a global minimum often results in

large ratios of stiffness between two elements, which will compromise the structural integrity.

If constraints on static performance are added to the optimization problem, a global minimum

is desired. However, when introducing constraints on static performance, another analysis is

needed for each iteration, which would increase the computational time significantly. As no

constraints are introduced in this paper, a minimum that ensures stop bands at the target fre-

quencies with minimal change to the starting guess is desired. This means, that the solutions

obtained by formulation 2 are likely better in a structural sense, as changes to the original struc-

ture are smaller. The work presented in this paper is work in progress and further improvements

to formulation 2 are currently being investigated.

5 CONCLUSION

This paper is concerned with periodic waveguides modelled by the WFEM and two different

methods for optimization of the waveguide is tested. One is a conventional benchmark which

has a ’semi-discrete’ behavior, causing lack of gradient information, and is optimized by a zero-

order algorithm (CRS) and subsequent gradient based optimization, in-line with earlier work

done by other authors. The other is a novel method which uses manipulation of the objective

function such that it becomes continuous with gradient information available. Both methods

has been tested on two 1-dimensional examples; one with the design variables associated with

material properties in a functionally graded material, and one with the design variables associ-

ated with length of layers in a bi-material composite. From the results it was found that the new

method solves the problem much faster and is indeed more robust than the benchmark method.
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Abstract. Effective treatment of unbounded domains using artificial truncating boundaries are
essential in numerical simulation including unbounded media, such as in the scope of exterior
acoustics, sound transmission calculations, ... Among these, Perfectly Matched Layers (PML)
have proved to be particularly efficient and flexible, as well as relatively easy to implement
using the Finite Element Method (FEM). However, an efficient handling of frequency sweeps is
not trivial with such absorbing layers since the formulation inherently contains coupled space-
and frequency-dependent terms. Using the FEM, this may imply generating system matrices at
each step of the frequency sweep. In this contribution, an approximation is presented in order
to allow for efficient frequency sweeps, for instance using Padé-based methods as extensively
used by the authors in previous contributions. The performance and robustness of the proposed
approximation is presented on an acoustic cases. A generic, robust way to truncate the acoustic
domain efficiently is also proposed, tested on a range of test cases and for different frequency
regions. It is shown that the approximation, based on a sub-interval approximation of a tuning
parameter in the frequency range of interest, provides consistently very good results, close to the
costly, original formulations. An a priori estimate of a robust choice for this tuning parameter
is also introduced, together with a set of empirical recommendations associated with mesh size,
domain size and truncation.

2508



Romain Rumpler, Antoine Vermeil de Conchard, and Huina Mao

1 INTRODUCTION

Modelling and simulation of propagating waves in an unbounded domain are necessary in

a wide range of disciplines such as acoustics, electromagnetism, solid and fluid mechanics,

quantum mechanics, as well as study of earthquakes, water waves propagation, soil-structure

or water-structure interaction, etc. In a computational environment, such as the Finite Element

Method (FEM), the associated models imply a truncation of the unbounded domain with the

treatment of artificial boundaries in order to avoid spurious reflections of the outgoing waves

within the studied domain. Both for time- and frequency-domain analyses, the accuracy of

these non-reflecting conditions under various problem configurations is fundamental. For time-

harmonic problems [1], these conditions may be referred to in different ways in the litera-

ture, but can generally be classified into three broad families: Absorbing Boundary Conditions

(ABCs) [2–7], Infinite elements [8–10], or Absorbing layers such as the Perfectly Matched

Layer (PML) [11].

Over the past few decades, several improvements have been brought to these techniques.

However, due mostly to complementary strengths and weaknesses, at times problem- and physics-

dependent, none of these families has been established as the default option in order to model

unbounded media, when considering a range of criteria such as accuracy, computational cost,

robustness, and ease of implementation.

Appreciated for their flexibility (suited for a wide range of problems, e.g. including corners

or low-incidence outgoing waves, generally less case-dependent performance, and well-suited

for standard finite-element implementation [12–14]), PMLs are in focus in the present contri-

bution. Their performance is however largely dependent on their thickness and on the choice

of the decay parameter. The latter, due to its dependence on the mesh, on the size of the layer

and on its position, may not always be tuned optimally. In short, PMLs require to define and

discretize an additional domain whose size and mesh naturally strongly impact the performance

and accuracy [15].

In view of the study of propagation of acoustic waves from structures into unbounded acous-

tic domains, frequency sweeps are an essential part of computational acoustics. However, nei-

ther ABCs nor PMLs are naturally adapted to such frequency sweep calculations via the FEM

due to their coupled dependence on space and frequency. This dependence requires an update of

the assembled system matrices at each frequency step, which has to be performed in a non-trivial

way in order to avoid the high computational cost associated with re-assembling these matrices

at each step. Furthermore, this coupled dependence on space and frequency makes these for-

mulations difficult to be introduced in the scope of fast frequency sweep techniques, such as the

Padé-approximant-based methods widely used by the authors in previous contributions [16,17].

The present contribution details an approximation which allows a frequency-independent gen-

eration of the system matrices, but also enables the straightforward use of Padé-based fast fre-

quency sweep techniques for exterior acoustic calculations using the FEM.

First, a selection of PML formulations is presented in view of highlighting the chosen candi-

date for robust and efficient frequency sweeps, to be combined with Padé-based fast frequency

sweep techniques. Then, a simple approximation is introduced, by imposing a piece-wise con-

stant frequency approximation allowing for band-wise frequency-independent system matrices.

The impact of this approximation and the choices of band-wide constant frequency parameters

is subsequently evaluated on a 2D exterior acoustic case for various frequency ranges. Finally,

a tuning procedure of this approximation frequency is proposed.
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2 Cartesian Perfectly Matched Layer formulation

In order to take advantage of the geometric versatility of Perfectly Matched Layers as a

non-reflecting boundary treatment, several formulations, using a range of different coordinates

systems, have been proposed for unbounded wave propagation problems. From the original

contribution by Berenger, for the Maxwell system in rectilinear coordinates [11], numerous

formulations are available in the literature in order to respond to a range of more specific

cases. The approach has been adapted for several types of physical problems, including acous-

tics [14, 18, 19], among others. The present contribution focuses on an approximation of the

unbounded PML formulation initially proposed by Bermúdez et al., in [14], for 2D Cartesian

problems, enabling its use for fast frequency sweep techniques [20, 21]. In this sense, it relates

to the contribution by Lenzi et. al. [22], however aiming at an arguably simpler implementa-

tion. In order to assess the accuracy of the approximation proposed, it is initially tested against

the original, non-approximated, Cartesian coordinate formulation on the same application as

presented in [14]. Adapting the approximation to a curvilinear coordinates formulation, though

not the focus of this paper, is a natural extension of the present contribution. The problem for-

mulation and its associated approximation are summarized in this section, after the formulation

in [14].

2.1 Cartesian formulation

A general problem description is provided in order to introduce the 3D Cartesian formulation

of the PML. As presented in Figure 1, the problem consists of a truncated infinite domain ΩT,

such that

ΩT =
{
(x, y, z) ∈ R

3 : |x| ≤ LTx, |y| ≤ LTy, |z| ≤ LTz

}
.

This truncated domain contains an inner acoustic fluid domain ΩF such that

ΩF =
{
(x, y, z) ∈ R

3 : |x| ≤ LFx, |y| ≤ LFy, |z| ≤ LFz

}
,

surrounded by a PML layer ΩA such that ΩA = ΩT \ ΩF. The interface between the acoustic

domain ΩF and the PML layer ΩA is referred to as ΓI, and the outer boundary of the truncated

infinite domain as ΓD. An acoustic velocity source is introduced within the acoustic domain,

defined by its velocity amplitude g along the normal nS to the boundary ΓS.

Following the formulation presented by Bermúdez et al. in [14] for a 2D case, the amplitudes

of the acoustic pressure fluctuations in the acoustic domain ΩF, denoted pF, and in the PML
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Figure 1: Cartesian PML on 3D scattering problem.

layer ΩA, denoted pA, are solution of the following set of equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ΔpF + k
2pF = 0 in ΩF

∂pF

∂nS

= g on ΓS

1

Sx

∂

∂x

(
1

Sx

∂pA

∂x

)
+

1

Sy

∂

∂y

(
1

Sy

∂pA

∂y

)
+

1

Sz

∂

∂z

(
1

Sz

∂pA

∂z

)
+ k2pA = 0 in ΩA

pF = pA on ΓI

∂pF

∂x
+
∂pF

∂y
+
∂pF

∂z
=

1

Sx

∂pA

∂x
+

1

Sy

∂pA

∂y
+

1

Sz

∂pA

∂z
on ΓI

∂pA

∂nj

= 0 on ΓD, j ∈ {x, y, z}

(1)

where Sx, Sy, and Sz are decay functions defined in Eqs (3)-(5), and the nj are associated with

the outer normal unit vectors to the boundary surfaces. For the sake of clarity, the operator
∂ ·
∂�

is denoted ∂� · in the following.

Standard arguments in the finite element framework lead to the following discrete problem,
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after the weak statement from the strong form of the problem in Eq. (1),∫
ΩT

SySz
Sx

∂xp
h ∂xu

h x y z +

∫
ΩT

SxSz
Sy

∂yp
h ∂yu

h x y z +

∫
ΩT

SxSy
Sz

∂zp
h ∂zu

h x y z

−
∫
ΩT

SxSySzk
2phuh x y z =

∫
ΓS

guh S

(2)

for all functions uh, continuous and piecewise linear in ΩT. The decay functions may be ex-

pressed as

Sx(x) =

{
1, |x| < LFx

1 +
σ

ik
γ(x), LFx ≤ |x| < LTx

(3)

Sy(y) =

{
1, |y| < LFy

1 +
σ

ik
γ(y), LFy ≤ |y| < LTy

(4)

Sz(z) =

{
1, |z| < LFz

1 +
σ

ik
γ(z), LFz ≤ |z| < LTz

(5)

where LFx, LFy, LFz correspond to coordinates referring to inner boundaries of the PML layer

and LTx, LTy, LTz to outer boundaries (see Fig. 1). σ is a decay parameter and γ(x), γ(y) and

γ(z) are functions of the space variables, driving the shape of the decay functions. They may

take several forms (e.g. constant, linear, quadratic, rational), see e.g. [14,23]. In the preliminary

implementations leading to this contribution, three common forms have been investigated and

are further commented upon in the following. Given a coordinate u associated with one of

the axes of the Cartesian coordinate system considered here, i.e. u ∈ {x, y, z}, these selected

functions, for the three chosen PML formulations, may be expressed as

PML1 : γ(u) =

(
u− LFu

LTu − LFu

)
, (6)

PML2 : γ(u) =

(
u− LFu

LTu − LFu

)2

, (7)

PML∞ : γ(u) =

(
1

LTu − u

)
. (8)

Beyond the choice of γ function for the PML formulation, the tuning of the σ parameter

is yet another critical aspect to consider, in particular for the PML1 and PML2 formulations.

For the unbounded formulation PML∞, Bermúdez et al. proposed in [14] a value of the decay

parameter, such that σ = 1, making it a robust, parameter-free formulation. Furthermore, it was

shown that this formulation is better suited to absorb outgoing waves on a scattering problem

than those associated with the linear and quadratic cases, PML1 and PML2 respectively, even

when optimal values of σ are available analytically for these cases. Similar conclusions were

drawn by Rabinovich et al., in [23], given constant, linear and quadratic decay functions on a

very different set of test cases.
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Given the ease of tuning for the σ parameter and the robustness of the unbounded formula-

tion in a wide range of cases, this PML∞ formulation is primarily investigated in the present

contribution.

After discretization, the weak form of Eq. (2) leads to a Finite Element (FE) system of the

form

[K− k2M]p = f , (9)

where f , the right-hand side (RHS) vector, includes the source terms imposed as Neumann

boundary conditions on ΓS. K and M are, following a Galerkin approach, formed by the

contributions from elementary matrices Ke and Me, respectively, given by

Ke
ij =

∫
Ωe

SySz
Sx

∂xN
T
i ∂xNj Ω +

∫
Ωe

SxSz
Sy

∂yN
T
i ∂yNj Ω

+

∫
Ωe

SxSy
Sz

∂zN
T
i ∂zNj Ω,

(10a)

Me
ij =

∫
Ωe

(SySzSx)Ni Nj Ω, (10b)

f e
j =

∫
ΓS

gNj S, (10c)

where the Ni correspond to the nodal finite element basis of an isoparametric FE formulation

and Ωe to the associated elementary domains.

Obviously, the rational forms involved in the elementary integration associated with the el-

ementary matrices Ke, in Eq. (10a), combining the 3D Cartesian expressions of the decay

functions given in Eq. (3)-(5), imply non-separated space-frequency expressions. It implies,

in turn, frequency-dependent elementary matrices, critically impacting the efficiency of typical

frequency sweeps for acoustic applications. The following section therefore introduces con-

siderations in order to perform frequency-independent integrations of the elementary matrices,

leading to formulations suited for the use of fast frequency sweep techniques for exterior acous-

tics, as previously discussed by the authors [24, 25].

2.2 Approximation for efficient frequency sweep

In order to separate the frequency and space variables, in view of the elementary integrations

to be performed in Eq. (10a), several approximations may be sought in the form, for instance,

of polynomial expansions with respect to the frequency. The simplest form consists in choosing

a constant value such that f = f ∗, in the terms
1

Su
, u ∈ {x, y, z}.

In the Perfectly Matched Layer domain ΩA, this leads to approximated expressions such that

1

Su
∼ 1

1 + σ
ik∗γ(u)

, u = x, y, z, (11)

where k∗ corresponds to a constant value of the wave number, typically chosen within the range

of interest. This may imply piece-wise approximations for a given broad frequency range of

interest, which, as further detailed in the result Section 3, may match the need to adapt the FE

mesh for frequency sub-intervals in view of the trade-off between accuracy and efficiency.

A number of options have been tested in order to evaluate the potential of such an approxi-

mation, i.e. setting f = f ∗ constant only for some of the Su terms, since only the denominator
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terms in (10a) are critical in order to be able to perform frequency-independent integrations

within each element. The simplest, and potentially most severe approximation to be tested, cor-

responds to setting such constant wavenumbers in all the Su terms involved in the weak form of

the problem, both in Eq. (10a) and Eq. (10b). Interestingly, having provided a satisfying degree

of accuracy, and often better accuracy than the other combinations tested, this simple approxi-

mation, practical from an implementation point of view, is the focus of the analyses conducted

in the following sections.

3 RESULTS AND DISCUSSION

3.1 Definition of the numerical test case

In order to have a reference solution which may be compared to results of the literature, the

different formulations are tested on a bi-dimensional test case proposed by Bermúdez et al.
in [14]. As may be seen in Figure 2, this case corresponds to a scattering problem where the

center of the domain is limited by a circle of unitary radius with a totally reflecting boundary.

The solution of this problem, with a point source located at (x0, y0), is given by

p(x, y) =
i

4
H(1)

0

(
k
√

(x− x0)2 + (y − y0)2
)
, (12)

where H(1)
0 is the Hankel function of the first kind, of order 0.

Note that in Figure 2, the notations used in the original contribution, a and b, correspond to

LFx and LFy defined in Section 2.1, respectively, and a∗ and b∗, to LTx and LTy, respectively. N
stands for the mesh refinement, in Figure 2, whereN = 2 corresponds to 2 rectangular elements

in the thickness of the layer.

Figure 3 introduces the solution of the real pressure field of this scattering problem for two

frequencies chosen arbitrarily: f = 20 Hz and f = 1 kHz.

Figure 2: Bermúdez et al. Scattering Problem [14].

3.2 Illustration of the approximation

The behaviour of the PML approximation proposed here, with respect to the choice of k∗, is

tested on the Bermúdez et. al. test case. For this purpose, the pointwise L2-error with respect

to the analytical solution of Eq. (12) is used. For each choice of f ∗ = c0k∗
2π

in the frequency

range of interest, the mean of these L2-errors over the whole frequency range is calculated.
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(a) f = 20 Hz (b) f = 1 kHz

Figure 3: Acoustic pressure field (real part) for the Bermúdez et al. scattering problem.

In this way, scanning all frequencies in the range of interest for each chosen value of f ∗, an

error estimate assessing the quality of the choice is obtained. The outcome of this procedure is

presented in Figure 4a in the frequency range [50− 400] Hz.

In this case the optimal frequency minimizing the error indicator is found to be of f ∗ =
130 Hz. Figure 4b shows the frequency sweep obtained for this choice of f ∗ = 130 Hz, together

with the results obtained with the non-approximated PML formulation. Note that the solutions

are obviously the same for the value f = f ∗. In this case, the value of this parameter has a

100 200 300 400
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Figure 4: Impact of the tuning of f ∗ on the accuracy of the PML approximation: (a) Error with

respect to f ∗; (b) Comparison with the original PML formulation.

significant impact on the accuracy of the approximation, which leads to the question of choosing

an optimal value for a problem without a known analytical solution, a point considered in the

following Section.
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3.3 A priori indicators for f ∗

In the process of attempting to locate, at least qualitatively, the optimal range for f ∗, it seems

sensible to consider the impact of the f ∗-approximation on the decay functions in Eqs. (3)-(5).

One suggestion to do so, is to connect f ∗ to the frequencies which allow to minimize the error

between the approximate functions 1/S∗ or S∗, and the exact ones 1/S or S, respectively. This

assumption emerges from the fact that, in Eq. (2), the functions 1/S are impacting the integra-

tions leading to the PML terms in the K system matrix, while the functions S are impacting the

integrations leading both to PML terms in the K and the M system matrices. These reference

approximation frequencies may be introduced as

f ∗S = argminf (||Sx − S∗
x||L2

) , (13)

f ∗1/S = argminf

(
1
Sx

− 1
S∗
x L2

)
. (14)

Provided a systematic and reliable truncation of the PML layers, as proposed and further de-

tailed in Ref. [25], the use of the above a priori approximation indicators is evaluated for differ-

ent frequency ranges on the selected test cases.

3.4 Approximation of the Bermúdez et. al. test case

In order to evaluate the accuracy of the approximation and the impact of the choice of f∗,
a number of calculations are performed, for different frequency ranges, and for varying values

of f ∗. Figure 5 shows the results of these calculations. The calculations are performed in

the range [20, 1000] Hz in order to limit the computational burden, given that several sweeps

are to be calculated. The size of the domain, the thickness of the layer and the mesh size are

defined according to the lowest and the highest frequencies of the range considered, as further

detailed in Ref. [25]. In order to limit the computational burden, as realistically done for larger

applications, the calculations in the full frequency range of interest are divided into sub-intervals

such that the ratio between the upper and lower frequencies remains reasonably small. Three

frequency intervals are therefore considered in this range, taking for bounds of these intervals

the approximate rule fmax ≤ 10 · fmin. Note that although two intervals only are necessary in

this case, the following intervals are chosen in order to test several configurations for the choice

of f ∗: [20, 100] Hz, [50, 400] Hz and [100, 1000] Hz.

The Figures 5a, 5c, and 5e plot a measure of the error with respect to the choice of f ∗. The

same error measure as in Fig. 4a is used here. The impact of the approximation may thus be

evaluated for different frequency ranges. The vertical lines correspond to the estimates calcu-

lated as detailed in Eqs. (13) and (14). These plots highlight that for most cases or frequency

ranges, there may be an optimal value for f ∗ in order to minimize the approximation error. In

connection with this, the a priori indicators detailed in Eqs. (13) and (14) seem to provide a

fair estimate for a sensible choice of such approximation frequency. In particular, in this case,

the estimate according to Eq. (13) clearly provides a higher weight to the low frequencies, as

more severely exhibited by the optimal values for this case. It is not surprising that this estimate

doesn’t necessarily provide the optimal value for f ∗, since minimizing the error between the

approximate and the exact functions in Eqs. (13) and (14), does not imply optimizing the ab-

sorption performance of the PML. Another observation from these plots is that the narrower the

frequency range (in term of ratio fmax/fmin), the less important the impact of the value of f ∗

on the results. A trivial approach to the problem would therefore be to chose narrower intervals

with optimal mesh sizes, and to choose an approximation frequency close to a quarter or third

of the frequency span.
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Figure 5: Bermúdez et. al. test case: Impact of the choice of f ∗ for different frequency

ranges (left), and comparison of the error with the f ∗-approximation, the original PML, and the

COMSOL implementation (right).
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The Figures 5b, 5d, and 5f plot the comparison between the error from the frequency sweep

performed without the approximation (i.e. updating the assembly of the system matrix K in

Eq. (9)), and the frequency sweep with the approximation where f ∗ is set as the arithmetic av-

erage of the indicators in Eqs. (13) and (14). For the sake of comparison with a commercial

implementation, a reference calculation using COMSOL and its implementation of a rational

PML formulation [26], with the same discretization and geometry, is also added for this test

case. First, although the a priori estimate of a suitable value for f ∗ does not provide the opti-

mal choice, the accuracy of the approximation is overall quite good. It is also noteworthy that

the truncation approach detailed in Ref. [25] seems quite robust for all frequency ranges, since

the error is kept low for all three plots. Finally, the approximated solution using the approach

proposed in this contribution provides, overall, a better accuracy than the reference COMSOL

implementation, for this specific case and problem definition (mesh, domain truncations, ...).

Despite the value for f ∗ not being optimal, thus implying in this case a sharp increase of the er-

ror in the low-frequency end of the intervals, the maximum error observed for the approximated

formulation remains in the range of the lowest error for the reference calculation. These obser-

vations may of course be case-dependent, and one may argue that the reference calculation may

have the potential to be improved by tweaking the set of parameters available for that specific

PML formulation. The objective is however here to estimate the robustness of the proposed

approximation with as little prior knowledge about the problem of interest as possible, hence

avoiding any specific tuning as available in COMSOL.

4 CONCLUSIONS

In this paper, a simple yet robust approximation of the unbounded PML formulation intro-

duced by Bermúdez et. al. [14] is introduced in order to allow for the possibility of computa-

tionally efficient and accurate frequency sweeps. The proposed approximation provides results

close to the original formulation while enabling for the FE system matrices to be generated once

only during the initial assembly step. It is however shown that a tuning of the f ∗ approximation

frequency is necessary for each frequency sub-interval of interest.

An a priori estimate of a robust choice for the value of this parameter is therefore proposed.

It relies on a cost-effective minimization of the difference between the approximate and exact

PML functions. It is shown that the resulting choice provides sensible approximations for the

test case considered.
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Abstract. Prediction of dynamic effects of reinforced concrete structures under impact loading
is a technical challenge. This is a consequence of the great variability of the physical proper-
ties resulting from the wide adaptability of reinforced concrete and a consequence of the wide
range of impact loading. Experiments and numerical investigations are normally used on a
small scale to address the problem. In this paper, impact tests on reinforced concrete plates
with the lateral dimensions of 1.5 m x 1.5 m and a thickness of 30 cm are presented. In bending
reinforcement, besides the velocity two properties are varied, the diameter and the spatial dis-
tribution of the rebars. Experiments are performed at the Otto-Mohr-Laboratory of the Institute
of Concrete Structures of the Technische Universität Dresden. Due to the accelerated fall of the
impactor the velocity ranges between 20 and 70 m/s. In addition to the measured quantities
such as bearing forces, accelerations are also measured at 4 different positions on and under
the plate, as well as the deflection at several positions. The measured data are used for the
analysis of the damage form and the numerical examinations with the program Ansys Autodyn
and the material model after Drucker-Prager. Numerical investigations support the tests, with
detailed analysis of individual effects. These numerical computations and the planar tomo-
graphic investigations were carried out at BAM in Berlin. With the help of planar tomographic
evaluation, the damaged structure is made visible and compared with the numerical results.
Influences of the bending reinforcement are explained on the basis of damage evaluation in the
local area and on selected measured values. In addition to the test evaluation, the tomographic
and numerical methods are presented.
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and Andreas Rogge

1 INTRODUCTION

Reinforced concrete (RC) is used as a construction material in a wide range of applications in

the building industry. This great variability of applications is reflected in the range of physical

properties. Due to the variability of the physical properties it is still an engineering challenge to

meet all necessary requirements for predicting dynamic effects in structural reinforced concrete

members under impact loading. The damage behaviour of RC structures depends on various

parameters and cannot be predicted exactly. There are several empirical formulas that give a

prognosis for the penetration depth and the minimum thickness of the concrete layer to avoid

perforation [1, 2]. Some formulae are anchored in codes of practice and can be used for initial

analyses and verification [3]. However, often the real structural behavior is only approximated.

In addition to the analytical approaches, experiments are performed. These are often carried

out in a small scale. For example, in [4] RC columns are investigated under hypervelocity

impact (500–1700 m/s). In [5] - [9] investigations on impact damage on plates due to small

projectiles and cylinders at high velocity (70–500 m/s) are presented. Large-scale tests were

carried out with different boundary conditions (target size and shape, impactor velocity and

shape) for example at Sandia Laboratories [10, 11], at the VTT (summarized among others in

[12]) or [13].

Numerical investigations are performed to investigate parameter studies or to study structures

that cannot be investigated destructively. Furthermore, it is possible to implement experiments

that are otherwise not or very difficult to realize. Examples can be found at [14] - [18].

Not only the load and its temporal course are relevant for the test evaluation, as described

e.g. by [19] and [20]. Also the local damages are interesting. Furthermore, there are many

factors that influence the post-impact behaviour, such as the bond properties between concrete

and steel. This leads to different damage characteristics due to the impact [2].

Most studies are focussing on investigations of detailed damage analysis after an impact is

in the speed range above 100 m/s.

This paper presents some results of a study on damage of plates impacted by moderate im-

pactor velocities. The impact damage was caused by an accelerated fall of the impactor on

reinforced concrete plates (1.5 m x 1.5 m). The test setup should be comparable to a part of

the scenario of an impact of an aircraft engine. The physical properties of the plates (concrete

strength, plate thickness, degree of reinforcement) and the impact properties (energy, weight,

speed) were varied.

To identify and characterize the internal crack structures of the RC plates, the innovative

planar tomographic method was applied on a unique tomography laboratory test stand. Possi-

ble damages, such as cracks, scabbing and spalling, are made visible during the tomographic

reconstruction. Numerical simulations are used to identify the physical effects.

2 EXPERIMENTAL INVESTIGATIONS

The experiments were carried out at the Otto-Mohr-Laboratory of the Institute of Concrete

Structures of the Technische Universität Dresden. The drop tower facility, which was available

for this purpose, was built in a former project part and can be used in two different configu-

rations. In the freefall mode, the impactor moves due to a sledge-rail construction. Through

gravity and in dependence of the height of fall, the energy and velocity of the impactor can

be controlled. In contrast to this, the impactor in the ballistic configuration is accelerated by

air pressure and a guided impact of the plate is realized with a pipe (Figure 1) [21]. At first,

the influence of external (impact energy, impactor size) and internal parameters (plate geom-
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Figure 1: Experimental setup of an accelerated impact test

etry, concrete quality, reinforcement parameters) was investigated in free-fall tests and a first

damage analysis was carried out [22, 19, 23]. Currently, a comprehensive investigation of the

internal parameters takes place with accelerated experiments. Four test series are planned for

this purpose (Figure 2). First of all, experiments with different plate thicknesses were carried

Plate thickness

constant geometry and 
bending reinforcement:

1.50 x 1.50 m
ø8, 10 cm

modified plate 
thickness:

100, 200 & 300 mm

Bending reinforcement

constant geometry and  
plate thickness:
1.50 x 1.50 m

30 cm

modified bending 
reinforcement:
ø8, 10 & 12 mm

space 5, 10 & 20 cm

Shear reinforcement
constant geometry, 
plate thickness and 

bending reinforcement: 
1.50 x 1.50 m, 20 cm

ø8, 10 cm

modified shear 
reinforcement

ø6, 8 and 10 mm
30 & 64 pieces

Scale tests 
modified geometry, plate thickness and bending reinforcement

Figure 2: Planned test series

out. Therefore 15 plates with a geometry of 1.50 m x 1.50 m and a thickness of 10, 20 and 30 cm

were tested with different velocities. All test specimens were made of concrete C35/45 and re-

inforcement ø8 with a spacing of 10 cm. These tests are the foundation for further investigations

[24].

In the context of a further series of tests, the influence of bending reinforcement variations

was investigated. Next to the the diameter, also the influence of the space between the rein-

forcementbars was examinated. In total, 32 plates with a geometry of 1.50 m x 1.50 m and a

thickness of 30 cm were made. With a previous plate series include the reinforcement combi-

nations therefore configurations of ø8 with a spacing of 5 and 20 cm as well as ø10 and ø12
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with a spacing of 5, 10 and 20 cm. Four plates per configuration were loaded by impactors with

different velocities and compared with the 30 cm thick samples (ø8–10 cm) from the plate thick-

ness variation test series. In total, nine different bending reinforcement configurations could be

realized.

Table 1 shows for each specimen (series & number) the respective reinforcement parameters

(steel diameter dr and spatial distribution of the rebars ar). Vimp represents the velocity of the

impactor measured in the experiments and Iimp the impulse resulting from multiplication of the

velocity with the impactor mass.

series
dr/ar
[mm]/[cm]

vimp

[m/s]

Iimp

[N/s]
series

dr/ar
[mm]/[cm]

vimp

[m/s]

Iimp

[N/s]
series

dr/ar
[mm]/[cm]

vimp

[m/s]

Iimp

[N/s]

S31P01 8/5 54.02 1169.98 S31P05 10/5 54.29 1175.83 S32P01 12/5 54.17 1173.31

S31P02 8/5 73.50 1592.01 S31P06 10/5 74.07 1604.44 S32P02 12/5 61.14 1324.34

S31P03 8/5 67.98 1472.45 S31P07 10/5 61.79 1338.34 S32P03 12/5 67.44 1460.66

S31P04 8/5 61.64 1335.08 S31P08 10/5 68.53 1484.36 S32P04 12/5 71.97 1558.86

S29P04 8/10 54.95 1190.28 S32P05 10/10 52.52 1137.64 S33P05 12/10 53.30 1154.39

S29P05 8/10 68.97 1493.79 S32P06 10/10 61.54 1332.92 S33P06 12/10 61.64 1335.09

S29P06 8/10 62.04 1343.80 S32P07 10/10 67.20 1455.49 S33P07 12/10 73.43 1590.52

S30P01 8/10 74.73 1618.64 S32P08 10/10 73.64 1595.12 S33P08 12/10 67.02 1451.64

S33P01 8/20 52.81 1143.96 S34P01 10/20 53.90 1167.49 S34P05 12/20 54.02 1169.98

S33P02 8/20 61.34 1328.62 S34P02 10/20 61.69 1336.17 S34P06 12/20 61.64 1335.09

S33P03 8/20 73.08 1582.85 S34P03 10/20 68.22 1477.70 S34P07 12/20 68.04 1473.73

S33P04 8/20 67.56 1463.25 S34P04 10/20 73.22 1585.90 S34P08 12/20 74.07 1604.44

Table 1: Test properties of all plates of the reinforcement variation, sorted by the diameter (dr) of the reinforcement

bars and its spatial distribution (ar)

For all experiments, a 38 cm long steel impactor with a mass of 21.66 kg was used. For

the impactor tip, a flat shape was chosen. In addition to the support forces and displacements,

especially accelerations on the top on rear side of the plates were also measured (Figure 4). To

evaluate the plate’s damage, the weight of the test specimen was determined before and after

the test and the masses of the fragments on the top (spalling) and under the plate (scabbing)

were measured (Figure 3). After the experiments, the specimens were cut in the middle and the

punching cones were investigated in the cross section. A computer tomographic examination

was also carried out (see section 3).

(a) (b)

Figure 3: (a) Spalling damage on the top and (b) scabbing damage on the bottom side of the plate
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Figure 4: Plan of measuring points of the accelerating data ACC and the load cells LC

3 PLANAR TOMOGRAPHY AND CRACK DETECTION

Planar tomography measurements were performed in the High Energy X-ray Laboratory

(HEXY Laboratory) at the Federal Institute for Materials Research and Testing in Berlin (BAM).

The manipulator can be controlled by 13 axes, 9 linear and 4 rotational axes, which ensures a

different movement of X-ray source, object and detector for 3-dimensional investigations (CT

and laminography) (Figure 5). The dimensions of the object can be up to 4 m in length, 1.5 m

in height and 2 t in weight. A betatron, an electron accelerator, with an acceleration voltage

of 7.5 MV is used. With this energy it is possible to radiate through concrete with a thickness

of 0.3 m. The image data was recorded with a high-resolution matrix detector (DDA: Digital

Detector Array) from PerkinElmer (XRD1620).

Due to the large dimensions of the concrete plates, the scanning method had to be adapted.

With the new method a total of 4392 projections with 2048 x 2048 pixels each can be scanned.

The total recording time for half a plate is 17 hours. The volume data of the investigated object

are reconstructed using a fast shift-average algorithm [25]. The resulting three-dimensional

volume is composed of voxels (a 3D equivalent of a pixel) with a side length of 0.5 mm in lateral

direction and 1.5 mm in depth direction of the plate. This resolution allows the visualization of

cracks with a minimum width of 0.5 mm.

The methodology of crack detection and segmentation is further explained in [26]. Data in

STL format are generated from the segmented cracks in order to compare them with the ex-

ported data from the numerical simulations. STL data are a standard format for STereoLithog-

raphy and contains all necessary geometric information. Figure 6 shows the visualization of the

crack structure projected onto a layer of the tomographic data.
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Figure 5: Schematic structure of the HEXY lab with its source, object, detector and its rotational axes [26]

Figure 6: Visualization of the crack map (orange colored) projected on a layer of the tomographic data (gray

colored)

4 NUMERICAL SIMULATION

For a numerical analysis the real system is simplified and transferred into a simulation model.

The continuous body is reduced to small finite elements. Depending on the selection of the

element type the nodes are generated. At each individual node the momentum balance equation

is solved in the form of the weak differential equation of second order (Equation 1).

Mü(t) +Cu̇(t) +Ku(t) = P(t) (1)

In Equation 1, M is the mass matrix, C is the damping matrix and K is the stiffness matrix of the

system. P describes the externally acting time-variable forces. u(t) describes the deformation

which is also dependent on time.

In the explicit solution approach, the current status (time step n) of the deformation, accel-

eration and stress at each node of the system is determined first. From this, the deformations

and velocities of the next time step (n+1) will be derivate. After calculating the internal forces

and stresses of the time step (n+1) using the velocity, the external forces will be determined.

Accelerations will be get from th forces and are the initial values for the next time step (n+2).

This cycle is iteratively be going through until the last time step of the numerical simulation

[27].

The impact test is modeled as a full model (Figure 7) with the program Ansys Autodyn. The

bearings, the impactor and the plate are described with solids, whereas the rebars are modeled
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with line elements. Automatic meshing takes place with a specified element edge length. Hex-

ahedron were primarily used for the solids and beams for the line elements. The given edge

length for the bearings is 20 mm and for the other components 10 mm. Thus, the system has

750,000–790,000 nodes and 730,000–810,000 elements when meshed.

(a) (b) (c) (d)

Figure 7: Side view of the model with the bearings, the plate, the impactor and the reinforcement (a), top view of

the plate with the spatial distribution of the reinforcement bars: 5 cm (b), 10 cm (c) and 20 cm (d)

The impactor velocity was determined in the test from the measured data and was initially

applied to the modeled impactor. The surfaces of the bearings are assumed to be fixed. Another

fixed contact (contact = bonding) is defined between the plate and the four bearings. The im-

pactor hits the center of the plate, whereby the contact is assumed to be frictionless. Previous

comparative computations with the friction coefficient of 0.8 determined from the tests showed

no relevant difference in the simulation. A reason is presumably the short contact time between

impactor and plate. The rebars are modeled into the plate in a smeared pattern and the contact

behaviour is defined as ’body interaction, type = reinforcement’. According to this formulation,

the reinforcement bars are modeled as line bodies which are tied to each element they intersect.

An elastic material model was used for the structural steel components, since no significant

damage to the components was detected during the tests. Concrete is described with the non-

linear material model ’Beton NL’. This model is freely available in the Ansys material library

and is based on the strength description according to Drucker-Prager (DP).

The description of the failure surfaces according to Drucker-Prager is an extension of the

description according to von Mises and is similar to that of Mohr-Coulomb under certain con-

ditions, [28, 29, 30].

The failure criterion (Equation 2)

f(I1, J2) = αI1 +
√
J2 − k = 0 (2)

mit

p = −1

3
I1 (3)

σeff =
√
3J2 (4)

k = f(ε̇pij) (5)

dεpij = dλ
∂g

∂σij

assoz.
= dλ

∂f

∂σij
(6)

is described with the first invariant of the volumetric stress tensor I1, the second invariant of the

deviational stress tensor J2, the hardening rule k and a material parameter α for the compaction
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path. p describes the pressure. σeff represents the effective or von Mises equivalent stress.

εp describes the plastic strains in the object. Equation 6 is called flow rule. The derivative of

a plastic potential g(σij) multiplied by a proportionality factor dλ represents the rule for the

kinematic description of inelastic deformation, which is associative according to Drucker and

Prager.

For the description of the piecewise linear yield surface of concrete under compression, the

points Pi (pressure p / yield stress Y) in the meridian plane can be determined from measure-

ments and comparisons with triaxial tests, see Figure 8. In [30], the appendix is a very extensive

summary of about 13 international studies of triaxial tests with variing concrete strength which

helps to identify the yield surface of concrete. Further material parameters for the model de-

Figure 8: Failure surface after DP as a projection in a meridian plane based on the used test material

scription are shown in table 2. The material parameters for the tested plates are specified in a

range. They refer to two different test sets: the plate thickness variation [24] and the bending

reinforcement variation described in section 2. These data were used to calibrate the model.

Only the tensile strength was adjusted so that the value is outside the range of the test data.

Properties FEM Test

Density 2250 kg/m3 2204–2279 kg/m3

Young’s modulus 32200 MPa 27300–35700 MPa
Poisson’s ratio 0.2 0.2

Maximum tensile pressure 6 MPa 2.82–4.58 MPa
Fracture energy Gf 100 J/m2

Table 2: Material parameters of the numerical model and the range of the tested data of about 9 series (plate

thickness variation [24] and reinforcement variation. The properties are named as in the Ansys program.

Figure 9 shows the process of numerical evaluation of the damage based on the damage

structure. The computations were carried out without element erosion (Figure 9a). Using the

parameter ’user defined result: damageall’, the damage is displayed smeared. The result is

shown per element as probability based on the user defined material failure (Figure 9b). For

further comparison, elements with a value exceeding 0.93 are isolated and extracted (Figure 9c).

This corresponds to a damage probability of 93%. In the SpaceClaim module of Ansys, the data

set (STL format) is manually cleaned, replacing failed elements and re-meshing the surface

(Figure 9d).
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(a) (b) (c) (d)

Figure 9: Visualization of the damage evaluation; (a) geometry of the model, (b) damage pattern based on the

material failure, (c) extracted damaged elements (d) cleaned and remeshed damage map

5 EVALUATION

In the following, damages in selected form (penetration depth, total degree of damage, quan-

tity of cracks and impact area) with different emphasis (dr = const. and ar = const.) are to

be examined on the tested plates. Furthermore, crack structures are evaluated based on tomo-

graphic data and comparisons with the numerical results. The bearing forces, the acceleration

and the deformation data of the tests are compared with those of the numerical simulations

using a plate series.

Figure 10: Visualization of the number of cracks (nc) in the middle cut surface of the plate (top row), number of

cracks on the half rear side (middle row) and the diameter of the damaged area of the front side of the plate (bottom

row) in series with constant spatial distribution and varying rebar diameter

In Figures 10 and 11, the upper row shows the number of cracks (nc) in the cut surface and
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the middle row shows the cracks on the half rear side, both w.r.t. the impact pulse. In the

bottom row, the diameter of the damaged area on the top side of the plate w.r.t. the impact

pulse is presented. Cracks are counted as those that can be detected without using tools. This

corresponds in some cases to a crack width of 0.1 mm. Every single crack was counted, which

results in a large number for some plates.

The impactor mass was identical for all tests of series S29 to S34, see section 2. Therefore,

for visualization it makes no difference whether the results are displayed w.r.t. the impact pulse

or the impact velocity. For better comparison with other tests the impact pulse was used here.

Three series are compared in each presentation. These differed in the reinforcement’s diam-

eter (d = 8/10/12 mm) or it’s spatial distribution (a = 5/10/20 cm). Despite of the parameters

of the different series, the color representation is identical. The series with the smallest size of

the varying parameter is colored black and circles are used for value marking. The series with

the middle parameter is colored red and marked with squares, and the series with the highest

parameter is colored blue and marked with a triangle.

Figure 11: Visualization of the number of cracks in the middle cut surface of the plate (top row), number of cracks

on the half rear side (middle row) and the diameter of the damaged area of the front side of the plate (bottom row)

in series with varying spatial distribution and constant rebar diameter

In Figure 10, the series are sorted by the spatial distribution of the rebars. In each column,

the spatial distribution remains constant and the diameter of the bars varies. In Figure 11, the

comparison is the other way round. In the columns, the diameters of the bars remain constant

and the spatial distribution varies. The aim is to obtain an overall comparison of the crack

damage and to identify potential correlations.
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For all combinations, the number of detected cracks is approximately in the same range and,

with a few exceptions, increases with rising impact velocity. The number of cracks in the cut

surface (upper row in each case) is currently not related to the number of cracks varying with

the diameter or the distance between the bars. A similar conclusion can be drawn about the

number of cracks on the half underside of the damaged plate.

In the following passages, the individual diagrams are explained in more detail.

At a constant distance of 5 cm, the ’curve’ with the bar diameter of 12 mm behaves differently

than expected (Figure 10, left diagram). In the comparison above, the plates with medium

impact pulse show more cracks than the other plates. In the middle diagram, the whole series

(S32 with d = 12 mm and a = 5 cm) shows more cracks. In the lower diagram, the diameter of

the damaged surface on the upper side is plotted. In this series the plate with the lowest impact

pulse has a much larger damaged area than the other series. With increasing velocity of the

impactor, however, this changes slightly. In the three diagrams, the other two series (S31 with

d = 8 mm and S31 with d=10 mm) are close together. A possible connection between impact

area and number of cracks on the rear side cannot be recognized. At higher velocities the plates

of the series S31 display a larger damaged area than that of S32. However, the number of cracks

does not increase as expected.

Figure 12: Degree of damage and penetration depth in the series with constant spatial distribution and varying

rebar diameter

When comparing the series with constant rebar distance of 10 cm, the series S32 with

d = 10 mm and S33 with d = 12 mm are relatively close to each other and show similar be-

haviour with increasing impact pulse. The series 29/30 with a bar diameter of 8 mm is the

exception. A plate of this series with an impact pulse of about 1350 N/s is more damaged by

cracks than the other plates of this series. The other three plates of this series are of about the

same amount. A further remarkable difference to the two series S32 and S33 is the impact area.
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With increasing velocity, the area is significantly smaller than the other plates of the series un-

der the same experimental conditions. In the right column of Figure 10, all results of the plates

are close together.

When comparing the series with constant diameter (see Figure 11) of 8 mm, the results of

the individual plates differ from each other. When comparing the series with constant diameter

of 10 mm and 12 mm, most results are again relatively close. Even if the individual results are

not similar in every diagram, the behavior of the individual curves is relatively similar.

Figure 13: Degree of damage and penetration depth in the series with varying spatial distribution and constant

rebar diameter

In the Figures 12 and 13, the total damage and penetration depth is given by the impact

pulse. The total damage in this illustration is the ratio of the damaged material to the total

volume of the plate and is calculated based on the weight loss. Analogous to the comparisons

of the number of cracks, the exceptions to the results in individual series can be observed here.

The results of the series with constant distance a = 5 cm with respect to the impact area can

be seen in the total damage and in slight variance in the values of the penetration depth, see

Figure 12. When comparing the series with a spatial distribution of 10 cm, the results of the

individual series are similar to each other, except for series 29/30 (d = 8 mm and a = 10 cm).

The differences in the results of the series with 20 cm bar spacing were greater than expected

after considering the previous results. With relatively minor crack damage and small impact

area, the results of penetration depth and material loss show a high degree of damage.

Comparing the series with constant diameter (Figure 13), again the two series (S32 with

d = 12 mm and a = 5 cm, and S29/30 with d = 8 mm and a = 10 cm) are an exception in

the analysis of the results. The results of the series S31 and S33 with a constant diameter of

d = 8 mm show expected results for the total damage and the penetration depth. In the S29/30

series, the impact area decreases with higher impact pulses, but the total damage increases.
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When evaluating the results with constant diameter of d = 10 cm, the results of the series S31

with a = 5 cm and S32 with a = 10 cm can be explained. The results of series S34 with a = 20 cm

cannot be concluded from the previous results. Similarly, this applies to the series with a bar

diameter of 12 mm. Here it concerns the series S32 with a = 5 cm and S34 with a = 20 cm.

All the comparisons described here concerning damage (Figures 10 to 13) are based on a

relatively small amount of tests. In total, 36 plates were examined. With the varying parame-

ters of impact velocity, rebar diameter and their spatial distribution, one plate per constellation

was tested. The individual damage characteristics examined will probably not show a large

scattering width per parameter constellation, but it is exactly this scattering width and the re-

producibility of damage caused by an impact that is not known.

Figure 14: Visualization of the acceleration data in [m/s2] comparing the test data with the numerical results of

the plate S31P01 for the first 5 milliseconds at 4 measuring positions

Figure 15: Visualization of the acceleration data in [m/s2] comparing the test data with the numerical results of

the plate S31P02 for the first 5 milliseconds at 4 measuring positions

The acceleration data were recorded at four positions on the plate, with three sensors mounted

on the front and one sensor on the back (Figure 4). The measured data contain a time intervall

of 2s. In the diagrams of Figure 14 bis 17, the measured values from the tests are only plotted

for the first 5 milliseconds per plate compared to the numerical results based on the used time

intervall of the numerical computations. Point 1 corresponds to measuring point ACC1, Point
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2 corrensponds to ACC2 and so on. From the acceleration curve w.r.t. the time in every mea-

suring position at every plate, it can be seen that the plate is damped faster than the numerical

simulation. Further comparison have to be carried out with all measured data of all plates.

Figure 16: Visualization of the acceleration data in [m/s2] comparing the test data with the numerical results of

the plate S31P03 for the first 5 milliseconds at 4 measuring positions

Figure 17: Visualization of the acceleration data in [m/s2] comparing the test data with the numerical results of

the plate S31P04 for the first 5 milliseconds at 4 measuring positions

In Figure 18, the maximum bearing force measured on the load cells in the tests with the

results of the FEM is compared. Analogous to the previous comparisons, the results here are

shown with constant bar diameter (left column) or constant spatial distribution (right column)

w.r.t. the impact pulse. As in the previous figures, the colouring is black with circles as the

second parameter increases, then red with squares and blue with triangles as marking of the

measured data. The results from the numerical computations are colored the same. The mea-

sured values are marked with crosses for better differentiation.

The maximum forces in the bearings are mostly of the same order of magnitude. In the

numerical results, the variance between the individual plates is much smaller than in the tested

plates. Further investigations will follow, in which the relationship between the damage and the

bearing reaction will also be investigated over time.

Figure 19 displays a selection of the analyzed tomographic results. Not all 36 plates of the

reinforcement variation were examined. Here, 4 plates of the series 29/30 with a diameter of
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Figure 18: Visualization of the maximum bearing forces on the load cells comparing the test data with the numer-

ical results

8 mm and a spatial distribution of 10 cm are compared to a plate of the series S31 (d = 8 mm

and a = 5 cm) and two plates of the series S33 (d = 8 mm and a = 20 cm). In Figure 20, three

plates with a spatial distribution of 20 cm and varying bar diameter are compared.

The crack maps (orange-red colored) were generated and in this case mapped to a layer of

the radiated plate (gray colored). On some plates, the reinforcement bars are clearly visible

(black colored). Only half plates are shown. The upper edge of each plate image corresponds to

the middle cut edge of the entire plate. Due to the resolution, hairline cracks and cracks running

diagonally into the material are not completely detected.

In table 3, the calculated damage degrees are shown. For a better allocation, the table lists

the designation (series and plate), the rebar diameter (dr), the spatial distribution of the rebars

(ar) and the impact pulse (Iimp). The total damage (dod total) is calculated from the material

loss normalized to the mass of the total plate. The crack damage is calculated analogously

from the crack volume normalized to the total volume. The identified crack volume from the

tomographic data is calculated similar to the FEM damage maps. Both degrees of damage are

evaluated separately and are based on different forms of damage (spalling and scabbing for

one and crack volume for the other). In further steps, the crack maps are compared with the

numerically computed damage maps in order to be able to configure the numerical parameters

better for the future, also with regard to the damage. In this paper this takes place on the photos

of the damaged plates, as shown in the Figures 21 to 23.
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Figure 19: Visualization of the crack maps of the plates with a constant rebar diameter of 8 mm

Figure 20: Visualization of the crack maps of the plates with a constant spatial distribution of 20 cm

designation dr [mm] ar [cm] Iimp [N/s] dod total [%] dod crack [%]

S31P02 8 5 1592.01 0.824 0.0070

S29P04 8 10 1190.28 0.103 0.0130

S29P06 8 10 1343.80 0.041 0.0133

S29P05 8 10 1493.79 0.201 0.0007

S30P01 8 10 1618.64 0.411 0.0135

S33P04 8 20 1463.25 0.451 0.1044

S33P03 8 20 1582.85 0.441 0.1145

S34P04 10 20 1585.90 0.539 0.0442

S34P08 12 20 1604.44 1.452 0.0993

Table 3: Summary of the degree of crack damage (dod crack) and total damage (dod total) combined with the test

parameters, like rebar diameter (dr), the spatial distribution (ar) and the impact pulse (Iimp)

In the Figures 21 to 23, the results of the numerical simulations are compared to the crack

patterns of the plates. On the left side, there is the middle cut surface, and on the right side,

there is the half rear side of the plate, where the lower edge of the figure corresponds to the cut

edge. The 4 plates of each series are shown sorted from top to bottom according to the impact

velocity.

The cracks in the photos are highlighted in black and the spalling and scabbing in red. On
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the photos, the individual cracks, the punching cone and the size of the impact area can be seen.

The damage patterns of the FEM illustrate the probable damage due to the impactor. A blue

coloring corresponds to a probability of 0%. The color gradient goes from blue to green to

yellow to red. A red coloring corresponds to a probability of 100% damage of the element. The

comparison of the representations (photo and FEM) indicates the difficulty of simulating crack

structures if the damage level changes rapidly.

The material model was calibrated on previous plate experiments [21, 22, 19, 24]. The pre-

vious plates were not varied in the reinforcement parameters. The diameter remained constant

8 mm and the spatial distribution was 10 cm. For this reason, the correlation between the nu-

merical data of the present plates and the experimental data in this series is better than for the

others. Further refinements in the material model and in the contact modeling regarding the

influence of the reinforcement will follow.

For a global evaluation of the damage, the external damage and the internal crack structures

are of interest. In most cases, the cracks on the rear side of the plate between the numerical

investigation and the damaged plate are identical. Difficulties occur in the case of spalling,

since they do not appear in the numerical damage analysis. Due to the way the bearing is

modeled, the damage to the bearing locations in the numerical model is unusually large.

The conformity of the cracks in the cut surface is less than that of the rear side of the plate.

The impact velocities using in the tests are selected in such a way that, if possible, no bending

failure and no perforation occurs. The damage area with cracks along the reinforcement and a

punching cone due to the high compression force are in the focus. These patterns can be seen

on the photos and in the numerical simulation. When comparing the photos with the numerical

plots, not all computations show a match of the crack path. In contrast to the tests, the numerical

results are reproducible and the models show no imperfections within the material.

In summary, the agreement is better for the plates with a distance of 10 cm than with a smaller

or larger distance. The sensitivity of numerical modeling in this context is different from that

of the experiments. In the experiments, there is still a lack of studies on the reproducibility of

damage in order to be able to define a scattering width.
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(a) Diameter of 8 mm and spacing of 5 cm

(b) Diameter of 8 mm and spacing of 10 cm

(c) Diameter of 8 mm and spacing of 20 cm

Figure 21: Comparison of the damage maps of the FEM (color map from blue to yellow to red, means from 0%

to 100% damage) with the photos of the plates of the series with a constant diameter of 8 mm, left: middle cut

surface, right: half rear side, the plates are sorted with raising velocity
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(a) Diameter of 10 mm and spacing of 5 cm

(b) Diameter of 10 mm and spacing of 10 cm

(c) Diameter of 10 mm and spacing of 20 cm

Figure 22: Comparison of the damage map of the FEM (color map from blue to yellow to red, means from 0%

to 100% damage) with the photos of the plate of the series with a constant diameter of 10 mm, left: middle cut

surface, right: half rear side, the plates are sorted with raising velocity
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(a) Diameter of 12 mm and spacing of 5 cm

(b) Diameter of 12 mm and spacing of 10 cm

(c) Diameter of 12 mm and spacing of 20 cm

Figure 23: Comparison of the damage map of the FEM (color map from blue to yellow to red, means from 0%

to 100% damage) with the photos of the plate of the series with a constant diameter of 12 mm, left: middle cut

surface, right: half rear side, the plates are sorted with raising velocity
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6 CONCLUSION

• With this variation of the reinforcement parameters, a large number of effects of local

damage due to an impact was shown. In all series of reinforcement variation, the increase

of damage with the impact velocity is clearly visible. Correlations between individual

measured values and the structural behavior of the components were described.

• Further effects that concern the individual damage characteristics must be investigated

more intensively. For example: What is the relationship between crack structure, impact

area and reinforcement parameters? What about the reproducibility of damage? How

large is the scatter range of the damage characteristics?

• The wide range of experiments and the detailed documentation is advantageous for further

numerical investigations.

• It was shown that, the evaluation with the help of the combination of methods (direct

analysis, tomography and FEM) can illustrate and explain many effects. The results of

the combination of the evaluation methods tomography and numerics were presented us-

ing crack maps. In both methods, the structures were analyzed with the focus on damage.

The damaged structure was identified and extracted. In further investigations the combin-

ability of the tomographic data with the numerical results will be evaluated.
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MODEL REDUCTION FOR STRUCTURES SUBJECTED TO BLAST 
LOADING BY USE OF DYNAMIC SUBSTRUCTURING 

Linus Andersson, Peter Persson, Kent Persson 

Keywords:

Abstract. In the present study, strategies are developed to enable time-efficient models for
structures subjected to blast loading, appropriate for use in a structural design process. Dy-
namic substructuring is employed to obtain reduced models with localized nonlinearities, such 
as predefined plastic hinges in a beam–column structure. The parts of the substructures that 
remains linear elastic are modeled by Ritz-vectors whereas parts with a nonlinear response are 
retained as physical degrees-of-freedom. Furthermore, a time-stepping method is presented 
that is shown to be suitable for reduced models including local and predefined rigid–plastic 
behavior. The proposed methodology is applied and demonstrated in a numerical example of a 
concrete frame structure. Both the well-established Craig-Bampton method and reduction ba-
ses enriched by so-called correction modes are evaluated. For the load case studied, it is shown
that the standard Craig-Bampton technique is suitable for reducing the substructures. Further-
more, it is shown that only a few Ritz-vectors are needed to sufficiently describe the deformation
of the structure. However, additional modes are needed to ensure an accurate representation
of the interface forces between the substructures. 
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1 INTRODUCTION

2 SIMPLIFIED MODELING OF CONCRETE STRUCTURES SUBJECTED TO 
BLAST LOADING
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2.1 Impulse pressure due to unconfined explosion

2.2 Reduced models for design of concrete members

3 DYNAMIC SUBSTRUCTURING OF STRUCTURES WITH PLASTIC HINGES
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3.1 Craig-Bampton method
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3.2 Craig-Bampton with Modal Truncation Augmentation
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3.3 Substructure coupling procedures
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4 TIME-STEPPING METHOD FOR STRUCTURES WITH RIGID–PERFECTLY 
PLASTIC JOINTS
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4.1 Time-stepping algorithm
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4.2 Remarks on performance and accuracy 
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5 NUMERICAL EXAMPLE: CONCRETE FRAME SUBJECTED TO BLAST 
LOADING

t

5.1 Frame structure model reduced by dynamic substructuring
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5.2 Dynamic response analysis and results
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2DOF BLAST ANALYSIS OF BUILDINGS 

Sander J.H. Meijers , Peter J. Flink , Harm G. Kraaijenbrink and Meindert Wiersma

Keywords:

Abstract. Blast loading on buildings may originate from various sources and may be redefined 
during the lifetime of a building. The blast response of buildings is roughly governed by the 
response of the façade and the main load bearing structure. While a full FEM analysis in the 
time domain can provide reliable and accurate results for the building response in detail, a 
quick assessment based on lumped masses is preferred in many cases in practice, either related 
to early design stages, decision making or to validation of sophisticated models. In such clas-
sical single or multi degree-of-freedom approaches the façade and main load bearing structure 
can be clearly distinguished. In practice both components are usually dealt with individually, 
conveniently ignoring the effect of the response of the former on the blast load on the latter
component. Early graphical tools for the incorporation of non-linear effects have been widely 
used. Here the results of time-domain analyses of an elasto-plastic 2-degree-of-freedom system 
in terms of ductility demand are shown and compared to those of corresponding single-degree-
of-freedom systems. Explicit results for the interaction of façade members and main load bear-
ing members are obtained and shown for various configurations. It is concluded that represen-
tation of structural systems by individual single-degree-of-freedom systems in blast analysis is 
generally conservative for façade members, but can be unconservative for the main load bear-
ing structure. In practical cases this underestimation is not likely to exceed 10%. 
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1 INTRODUCTION

2 2DOF SYSTEM FOR BLAST ANALYSIS
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3 DUCTILITY DEMAND IN 2DOF VERSUS SDOF SYSTEMS
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4 CONCLUSION
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PROTECTION OF MASONRY STRUCTURES AGAINST EXPLOSIONS
APPLYING LAYERS OF TEXTILE REINFORCED MORTAR

Leonidas A. Kouris1, Georgios Valsamos1, Savvas Triantafyllou2, Vasileios Karlos1, Dan-
iel A. Pohoryles1, Dionysios A. Bournas1, Martin Larcher1 and Folco Casadei1

Keywords:

Abstract. The protection of masonry walls against blast-induced loads by using textile-rein-
forced mortar (TRM) is investigated herein. Typically the consequences to a structure  from
explosions (either intentional or accidental) may range from total or partial building collapse
due to the direct release of energy to injuries and fatalities due to the created debris. Masonry 
elements are of stiff and brittle nature and demonstrate considerable resistance in medium-
sized compressive loads but degrade dramatically for stronger loads and impacts under tensile 
stresses. TRM constitutes a novel composite, using open-mesh textiles made from fibre rovings, 
which has been proven effective as strengthening material to carry the tensile stresses of out-
of-plane inertial loading, while satisfying the necessary compatibility, reversibility and dura-
bility requirements for masonry buildings. Retrofitting of existing structures with the use of 
TRM can substantially increase their strength and deformation capacity, providing a sufficient
protection to the occupants from blast loads. It should be noted that improving the deformation 
capacity of masonry can increase the gravitational load bearing capacity of the structure and
minimise second order phenomena during a blast event. In this work, we propose a numerical 
method to accurately predict the various structural effects of explosions on masonry. The focus 
is to evaluate the developed damage due to impulsive loads and investigate the enhancement of 
the global dynamic response of a masonry wall before and after retrofitting. Masonry consists 
of brick units surrounded by mortar joints. The brittle behaviour of this two-phase material is 
modelled in the EUROPLEXUS explicit finite element code for fast transient phenomena, in
complex three-dimensional fluid-structure systems. The performance of masonry is described 
using plasticity laws for the constituent elements and damage for softening. Geometric non-
linearity effects accounting for large displacements and large rotations are also considered.
The numerical response is validated using out-of-plane experiments of masonry walletes.
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2 EXPERIMENTAL CAMPAIGN

2.1 Test design and set-up
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2.2 Material properties

2.3 Test results

3 NUMERICAL MODELLING FOR BLAST LOADING
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3.1 Numerical setup

3.2 Blast load
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3.3 Material properties and modelling considerations
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4 MODEL CALIBRATION AND BLAST ANALYSES

4.1 Calibration of the proposed model

Table 2.

Table 3.
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4.2 Application of blast loading

5 CONCLUSIONS 
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SIMPLIFIED DYNAMIC RESPONSE ANALYSIS OF A RAILWAY
BRIDGE CONSIDERING SOIL-STRUCTURE INTERACTION

Christoph Adam1 and Benjamin Hirzinger1

1University of Innsbruck, Unit of Applied Mechanics
Technikerstr. 13, 6020 Innsbruck, Austria

e-mail: {christoph.adam,benjamin.hirzinger}@uibk.ac.at

Keywords: Bridge dynamics, Maximum bridge acceleration, Soil-structure interaction, Ap-

proach and departure phase.

Abstract. Based on a simple mechanical model, the dynamic response of a railway bridge
crossed by a high-speed train is analyzed. The bridge structure is represented by an Euler-
Bernoulli beam resting at both ends on spring-damper elements, which model the viscoelastic
flexibility of the soil below the bridge foundations. The train is simplified by its axle loads, which
cross the beam at constant speed. The influence of the train on the structure during the approach
phase and after departure is considered. In an application example the effect of the train speed,
the subsoil conditions and the type of train on the peak acceleration of a ballasted bridge is
studied.
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1 INTRODUCTION

The bridge structures along high-speed rail lines can be excited to resonance at critical speeds

of the crossing train. Resonance leads to considerable acceleration responses of the bridge deck,

which has a negative effect on the stability of the ballast bed and the track quality [1]. As a result,

the intervals for track maintenance and track servicing must be reduced in order to maintain

ongoing operation at the intended operating speed. Consequently, Eurocode 1 [2] specifies limit

values for the maximum bridge acceleration, which is for ballasted bridges 3.5 m/s2 and for

non-ballasted bridges 5.0 m/s2. Such resonance phenomena should be already identified at the

planning stage. Therefore, a sufficiently accurate computational prediction of the dynamic bridge

response is of great importance in this phase.

The analysis of the structural response is generally based on a mechanical model. For the

problem soil-bridge-train interaction, various modeling strategies with varying degrees of detail

can be found in the literature [3]. In the more complex models, the bridge structure is converted

into a three-dimensional finite element model and the train is represented as a multi-body system

[4]. In simple cases, the structure is represented as a beam, which is dynamically loaded by

the static axle loads of the passing train [5]. The majority of studies neglect the flexibility of

the soil under the bridge bearings and only very few studies (e.g. [6, 7]) deal with the effect of

soil-structure interaction on the dynamic bridge response. The soil can be represented simplified

by discrete spring-damper elements [8] below the supports.

In this contribution a simple model recently proposed by the authors [9] is used to efficiently

predict the dynamic response of a bridge exposed to high-speed trains. The structure is modeled

as an Euler-Bernoulli beam, whose viscoelastic supported bearings capture the behavior of the

soil below the foundations. As a novelty, the approach presented in [9, 10] is used to take into

account the effect of the train on the response of the structure while approaching and leaving the

bridge. The train is represented in simplified form by the static axle loads moving at the speed of

the train. The response of the non-classically damped beam is found by complex modal analysis.

For an example problem the influence of the soil-structure interaction on the dynamic response

of the bridge structure is studied.

2 MODELING STRATEGY

2.1 Bridge structure, foundation and subsoil

A slender single-span bridge with a constant cross-section over its span L is considered. The

bridge structure can be sufficiently accurately represented as an Euler-Bernoulli beam with

bending stiffness EI and mass per unit length ρA. The lumped massesm located at both beam

ends represent the mass of the bridge foundations and the mass of the soil above the foundations.

The half-space below the vertically excited rigid foundations is simplified by means of spring-

damper elements [11], which are located under the bridge bearings in the model, see Figure 1.

Assuming that the half-space is homogeneous, the spring stiffness k and the viscous damping

parameter c of these elements are estimated in the present study on the basis of the Wolf cone

model [12],

k =
ρbc

2
wA0

z0
, c = ρbcwA0 (1)

where

z0 =
π

4
(1− ν)

(
cw
cs

)2

(2)
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Figure 1: Idealization of the train as a sequence of moving static axle forces and bridge model; from [9].

ρb is the density of the soil, A0 the contact area of the foundation, and cs =
√
G/ρb the shear

velocity with G denoting the shear modulus. For soils with a Poisson’s ratio ν ≤ 1/3, cw
corresponds to the compression velocity,

cw =

√
Es

ρb
, ν ≤ 1/3 (3)

with the constrained modulus Es, which is related to the shear modulus G through Es =
2G(1− ν)/(1− 2ν).

The time history t of the vertical displacement w(x, t) of the Euler-Bernoulli beam at position

x satisfies the following partial differential equation [13],

ρAẅ(x, t) + EIw,xxxx(x, t) = p(x, t) (4)

The corresponding boundary conditions of the present beam problem read as [10, 13],

mẅ(0, t) + kw(0, t) + cẇ(0, t) + EIw,xxx(0, t) = 0 , w,xx(0, t) = 0

mẅ(L, t) + kw(L, t) + cẇ(L, t)− EIw,xxx(L, t) = 0 , w,xx(L, t) = 0
(5)

The load function p(x, t) in the equation of motion Eq. (4) accounts for the effect of the moving

train. It is composed of three portions [9],

p(x, t) = pb(x, t) + p0(x, t) + pL(x, t) (6)

where pb(x, t) captures train load when moving on the bridge, p0(x, t) represents the effect of the

train in the approach phase, and pL(x, t) in the departure phase when the train has already left the

bridge. In contrast to a vertically immovable bridge (i.e. on rigid ground), the two contributions

p0(x, t) and pL(x, t) must be taken into account for this flexibly supported bridge, as described

below.

2.2 Train model

2.2.1 Train on the bridge

Since the rail vehicles are generally low tuned, according to Eurocode [2] for the estimation

of the dynamic bridge response a train with Nw wheel sets may be described by its Nw static
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axle loads F
(i)
b , i = 1, ..., Nw moving at the train speed v, as shown in Figure 1. If the speed v is

constant, the load function pb(x, t) on the bridge can be expressed as follows [3],

pb(x, t) =
Nw∑
i=1

F
(i)
b δ(x− ξi)[H(t− t(B)

i )−H(t− t(C)
i )] (7)

The Dirac delta function δ(x − ξi) represents the i-th axle load F
(i)
b at ξi = vt − li, with li

denoting the initial position of the force at time t = 0 (cf. Figure 1). The Heaviside functions

H describe the arrival of this force on the bridge at time t
(B)
i = li/v or its departure at time

t
(C)
i = (li + L)/v.

2.2.2 Approach and departure phase of the train

In the common models of viscoelastically supported beam bridges, the beam is suddenly

loaded when the i-th axle load of the train is applied. Since the deflection of the beam is still zero

when the load arrives at the bridge, an inertial force is suddenly generated which counteracts this

axle load. However, the acceleration jump in the model associated with this inertial force has no

physical background, but is only caused by the insufficient model, which ignores the approach

and departure phase of the train. An appropriate model must consider the lowering of the bridge

foundation caused by the deformation of the ground and track when the train approaches the

bridge. The acceleration jump is then avoided in the analysis.

The model proposed recently by the authors [9] assumes that at time t
(A)
i = (li − L0)/v at

the distance L0 from the left support the i-th static axle load F
(i)
b of the train induces the single

force P
(i)
0 (t) at this support. P

(i)
0 (t) increases linearly with time t − t(A)

i from zero. At time

t
(B)
i = li/v the axle load F

(i)
b reaches this support, where P

(i)
0 (t

(B)
i ) = F

(i)
b . This model is based

on the assumption that the axle load F
(i)
b in the approach phase crosses a rigid massless beam of

length L0, which is simply supported on the left and elastically supported on the right by the

soil spring of stiffness k, as shown in Figure 2(a). The force P
(i)
0 thus represents the quasi-static

reaction force of this beam at the flexible support due to the load F
(i)
b moving at constant speed.

The effect of the Nw axle loads on the left support can be combined to form the total force P0(t)
as [9],

p0(x, t) ≡ P0(t) = δ(x)
Nw∑
i=1

F
(i)
b

(
1 +

vt− li
L0

)[
H(t− t(A)

i )−H(t− t(B)
i )

]
(8)

The Dirac delta function δ(x) indicates the position of P0(t) at x = 0, i.e. at the left bridge

bearing. The ith axis load F
(i)
b is activated at the time t

(A)
i by the Heaviside functionH(t− t(A)

i ),

and is deactivated at the time t
(B)
i by the Heaviside function H(t− t(B)

i ) when entering the left

bridge bearing.

If at time t
(C)
i = (li + L)/v the axle load F

(i)
b leaves the bridge, the force P

(i)
L (t

(C)
i ) = F

(i)
b is

applied to the right support, which then decreases linearly with increasing distance of F
(i)
b until

it is zero at time t
(D)
i = (li + L+ LL)/v. LL represents the influence length behind the bridge.

Mathematically, the total force PL(t) at the right bridge bearing is expressed as [9],

pL(x, t) ≡ PL(t) = δ(x− L)
Nw∑
i=1

F
(i)
b

(
1− vt− li − L

LL

)[
H(t− t(C)

i )−H(t− t(D)
i )

]
(9)
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Figure 2: (a) Basic idea of considering the approach and the departure phase of the train, visualized for the ith axle

load, whose position is shown at different time instants. (b) Implementation of the approach and departure condition

on the viscoelastic supported beam model; modified from [9].

Figure 2(b) illustrates the load on the beam induced by the i-th moving axle load F
(i)
b . In the

approach phase in the period t
(A)
i ≤ t ≤ t(B)

i the force P
(i)
0 is applied to the left support, in the

period t
(B)
i ≤ t ≤ t(C)

i the force F
(i)
b crosses the bridge and in the departure phase P

(i)
L is applied

to the right support.

3 ANALYSIS OF THE STRUCTURAL RESPONSE

The Euler-Bernoulli beam described by the equation of motion Eq. (4) is non-classically

damped due to the non-classical boundary conditions Eq. (5). Therefore only a complex modal

analysis leads to the decoupling of the modal equations. For the complex analysis the equation

of motion is transferred to the state space. For details it is referred to [9, 10].

4 APPLICATION

4.1 Bridge and soil parameters

A single-span ballasted steel railway bridge with a span of L = 21 m is considered, see also

[9]. The corresponding beam model has a bending stiffness of EI = 2.6 · 1010 Nm2 and a mass

per unit length of ρA = 7083 kg/m. The modal damping coefficients ζ̃r = 0.5%, r = 1, 2, ...
of the vertically immovable steel structure (i.e. the base is rigid) are assumed to be equal to

0.5% according to Eurocode 1 [2]. In contrast, in the viscoelastically supported bridge models

the modal damping coefficients for the steel structure are only half of the value proposed in

Eurocode 1 [2], i.e. ζ̃r = 0.25%, because the effect of radiation damping is captured by the

viscous dampers.

Five homogeneous soils of different stiffness are considered, whose soil parameters (con-
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strained modulus Es, Poisson’s ratio ν, mass density ρ) are summarized in Table 1 [9, 10]. Soil 1
with the lowest stiffness corresponds to a medium stiff soil and soil 5 to a stiff soil (rock). Since

the required contact area A0 of the foundations depends on the soil stiffness (i.e. the stiffer the

soil the smaller the required area), the product of the base area of the foundation A0 and the

root of the constrained modulus of the soil Es is kept constant when determining k and c, i.e.

A0

√
Es = 2.289 · 104

√
Nm. The foundations are assumed to have the same mass for all soils

considered, i.e. m = 1.5 · 105 kg.

Es ν ρ k c
[MN/m2] [-] [kg/m3] [N/m] [kg/s]

1 200 0,30 2263 5,895·108 1,089·106
2 250 0,28 2300 7,662·108 1,098·106
3 300 0,26 2333 9,495·108 1,106·106
4 400 0,25 2367 1,284·109 1,114·106
5 500 0,25 2400 1,605·109 1,121·106

Table 1: Soil parameters and corresponding parameters of the spring-damper elements [9]

4.2 Maximum dynamic bridge response

In the following, the maximum dynamic response of the bridge subjected to the Austrian

high-speed train Railjet and the Intercity-Express train ICE 3, respectively, is studied. The Railjet

train with the maximum speed of vmax = 280 km/h consists of two powercars and twice six

wagons with a total length of Ltrain = 205.4 m and 56 axles. The considered ICE 3 train is

composed of two units (i.e. 16 cars) with a total length of Ltrain = 400 m and has 64 axles. The

maximum speed of the ICE 3 train is 330 km/h. The amplitude and distances of the axle loads

for the Railjet train can be found in [14] and for the ICE 3 train in [15].

As already described in the introduction, in general the maximum acceleration of the bridge

deck is decisive for the assessment of the reliability of the bridge structure exposed to high-speed

trains. Therefore, in a series of analyses, the acceleration response of the beam model under the

effect of the axle loads of the considered trains is computed, increasing in each analysis the speed

v stepwise by Δv = 0.1 m/s. The response is approximated by seven modes. Additionally, the

deflection wr of the beam model is also determined, which is the vertical displacement w(x, t)
minus the rigid body displacement due to the lowering of the supports,

wr(x, t) = w(x, t)−
(w(0, t) + w(L, t))

2
(10)

A previous convergence study [9] has shown that the influence length before and after the bridge

of L0 = LL = 20 m is sufficient. Plotting the maximum bridge acceleration a and the maximum

deflection wrel, respectively, observed in the period T = (l1 + Ltrain + L0 + L+ LL)/v,

a(v) = max{|ẅ(x, t, v)| : 0 ≤ x ≤ L, 0 ≤ t ≤ T}
wrel(v) = max{|wr(x, t, v)| : 0 ≤ x ≤ L, 0 ≤ t ≤ T} (11)

against the train speed v, yields the response spectra of the bridge structure induced by the Railjet

train (Figure 3) and the ICE 3 train (Figure 4), respectively. In the Figures 3 and 4 the maximum

accelerations are shown on the left and the maximum deflections on the right. The maximum

spectral values occur at the critical speeds v
(r)
l (also referred to as resonance speeds), which
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Figure 3: (a) Maximum acceleration and (b) maximum deflection of the bridge with respect to the speed of the

Railjet train for different subsoil conditions.

are defined as [3] v
(r)
l = dfr/j, j = 1, 2, 3, .... These resonance phenomena are a consequence

of the excitation of the structural modes by the moving axle loads with constant distance d. fr
denotes the r-th natural frequency of the bridge and j is an integer variable. The distance d,
which corresponds to the car length, is 26.5 m for the Railjet train and 24.78 m for the ICE 3

train.

As can be seen from Figure 3, the first two main resonance speeds v
(1)
4 and v

(1)
3 of the Railjet

train in the ranges between 150 to 160 km/h and 200 to 230 km/h are a consequence of the

excitation of the fundamental mode. The decrease of the soil stiffness is accompanied by a

reduction in the fundamental frequency and consequently in the corresponding critical speeds.

Thus, for the simply supported beam (rigid soil) the critical speed v
(1)
4 is 162.4 km/h, but for

the structure on medium stiff soil 1 only v
(1)
4 = 142.2 km/h. In the first case the maximum

acceleration is a(v
(1)
4 ) = 4.08 m/s2, in the latter case only a(v

(1)
4 ) = 2.37 m/s2.

According to Figure 3(a), for the simply supported beam on rigid soil as well as for the

structure on soils 4 and 5 at critical speeds v
(1)
4 and v

(1)
3 the acceleration threshold for ballasted

bridges according to the Eurocode 1 [2] of 3.5 m/s2 is exceeded. This is due to the low first mode

damping for this combination of structure and soil properties. From this figure two main effects

of the soil-structure interaction can already be seen. The critical speeds become smaller with

lower soil stiffness, but at the same time the corresponding maximum accelerations are reduced

because the overall damping increases. In contrast to the acceleration spectra, which show

numerous local peaks, a minor amplification of the maximum deflection is only observed at the

previously mentioned resonance speeds, as shown in Figure 3(b). However, these amplifications

are not critical.

As the spectra of Figure 4(a) shows, the ICE 3 train induces resonance accelerations for all

subsoil conditions that are a multiple of the acceleration threshold of 3.5 m/s2. The critical

speeds of the ICE 3 train, at which this limit acceleration is exceeded, start at about 220 km/h.

These critical speeds excite the first and second mode (v
(1)
2 , v

(2)
10 , v

(2)
11 ) of the simply supported

structure (on rigid soil), and the first and fourth mode (v
(1)
2 , v

(4)
10 ) of the beam on flexible subsoil,

as can be seen from Figure 4(a). As observed, the rigidly supported bridge model exceeds for

the first time the limit acceleration of 3.5 m/s2 at the speed v
(2)
11 = 220 km/h, which is at a lower

speed than with the models with flexible soil. The largest maximum acceleration of 9.6 m/s2

occurs at v
(1)
2 of the model with soil 5, because the damping of the first mode is smaller with this

model than with the simply supported beam. The deflection, on the other hand, is significantly
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Figure 4: (a) Maximum acceleration and (b) maximum deflection of the bridge with respect to the speed of the

ICE 3 train for different subsoil conditions.

increased by the ICE 3 train only at the critical speed v
(1)
2 , see Figure 4(b).

5 CONCLUSIONS

The results of this study on the soil-bridge-train system are based on a simplified model in

which the structure is represented as a beam, the subsoil as spring-damper elements below the

bearings, and the train as moving axle loads. A corresponding consideration of the approach

phase and the departure phase of the train is decisive for physically meaningful outcomes of this

model.

This study shows the influence of soil-structure interaction on the numerically predicted

acceleration response of a bridge structure exposed to a high-speed train. In general, the

maximum accelerations become smaller due to the radiation damping of the ground. In many

cases the resonance speeds are also reduced as the fundamental frequency of the bridge decreases

due to the decreasing overall stiffness. As in the case of the considered bridge crossed by the

ICE 3 train, additional resonance peaks can occur when taking into account the soil-structure

interaction, since additional modes emerge in the interacting system due to the flexibility of the

soil.
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Abstract. The ultra-high-speed (UHS) Hyperloop is the next-generation mode of passen-
ger/freight transportation, and is composed of a tube or a system of tubes through which a 
pod travels free of friction. The entire system must be supported by piers (multi-span via-
ducts), where the tubes act as the bridge deck. The UHS moving Hyperloops can exert large 
dynamic effects to the supporting pier-deck system both vertically and laterally. Particularly, 
asymmetric Hyperloop loading can generate significant lateral vibrations. Therefore, for safe 
design of a bridge pier-deck system for UHS trains, it is of great importance to explore dy-
namic interaction of bridge deck and piers under UHS moving Hyperloops. Hence, this paper 
analytically summarizes the dynamic amplification factors of the Hyperloop-deck-pier system 
for vertical and lateral vibrations. It was found that the UHS Hyperloop trains result in high-
er dynamic effects compared to the high-speed trains.  

1 INTRODUCTION 
The Hyperloops suggested initially by Tesla, and later by TransPod, are ultra-high speed 

(UHS) trains that move and transport passengers at (UHSs) [1]. As shown in Figure 1, the 
train travels inside a vacuum tube (continuous beams) free of air resistance and friction. In 
addition, this UHS idea uses magnetic levitation and linear accelerators to push the train for-
ward. The suggested operating speed of these trains are around 970 km/h, with a maximum 
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speed of 1200 km/h. This compares with mean operating speed of 270km/h for high-speed 
(HS) trains.  

Figure 1: Preliminary concept of Hyperloop trains. 

The present UK network rail guideline for design and assessment of bridge structures [2] 
does not take into account dynamic effects of moving loads for train speeds less than 160 
km/h or vertical dynamic amplification factor (DAF) of 1. Nonlinear analysis of existing UK 
railway bridges also recommends that dynamic effects of train loading are very pronounced 
for train speeds over 160 km/h [3, 4]. Eurocode EN 1991-2 [5] recommends similar vertical 
DAFs for train speeds below 200 km/h. However, for train speeds higher 200 km/h, Eurocode 
EN 1991-2 [5] suggests further advanced dynamic analysis to determine vertical DAFs.  

Analytical approaches for moving load problems are very appropriate for parametric anal-
yses. However, it should be noted that all moving force problems cannot be analytically de-
scribed and more rigorous numerical approaches are necessary to calculate dynamic effects of 
moving loads [6]. Dynamic effects of moving loads can be substantial particularly for HS 
trains. Thus, DAFs are defined as dynamic-to-quasi static peak deflection due to the dynamics 
of moving loads. A solid literature review on DAFs of road bridges for vertical motion can be 
found in [7]. Currently, there is lack of sufficient knowledge on the UHS Hyperloop trains, 
and hence, no design recommendations exist to design bridges and accommodate the next-
generation UHS transport system. Therefore, this study summarizes DAFs of Hyperloop 
train-bridge-pier systems for vertical and lateral vibrations already published in [8, 9]. 

2 ANALYTICAL MODELLING  
In this section, the equations of motion of a train composed of a set of moving masses trav-

eling at any speed across a continuous beam of any span length with any number of spans is 
analytically studied. Consider a set of   moving masses traveling at some group velocity V 
across a continuous beam of n spans of length L as illustrated in the Figure 2. The beam has a 
uniform mass per unit length m and flexural rigidity EIb. In addition, for lateral vibration, lat-
eral flexural rigidity of each column (bridge pier) of height h is EIc. Small deflection theory 
and linear elastic analysis are used to formulate the lateral motion of the deck. Torsional and 
vertical oscillations are also ignored in this analysis. 

To derive governing equations of vertical and lateral motions of the bridge deck, the La-
grangian formulation is used. The kinetic energy of the system is composed of kinetic energy 
of the beams and of the moving trainset, and the potential energy of the system includes the 
internal flexural strain energy of the beam and the external work done by the gravitational 
load of the train for vertical vibration. However, for lateral vibration due to vertical moving 
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load eccentricity, the flexural energy of the laterally deformed cantilever piers is also added to 
the potential energy. Then, the minimization of action principle is employed to derive equa-
tions of vertical and lateral motion separately:  

, , ,b v t v v v t v
ij ij i ij i ij i jM M Z C Z K Z F (1) 

, , , ,b l t l l b l c t l
ij ij i ij i ij ij i jM M Y C Y K K Y F (2) 

Equations (1) and (2) are respectively for vertical and lateral vibrations; M, C and K are mass, 
damping and stiffness matrices respectively; superscripts b, t, v, and l stand for beam, train, 
vertical and lateral; η is the pier-to-deck stiffness ratio; Z and Y are non-dimensional vertical 
and lateral deflections:  

2 2
1 1/ ;v lZ gz Y gy / (3) 

where ω1v and ω1l are the first natural frequencies of the unloaded bridge respectively for ver-
tical and lateral motions. For more information on the parameters and assumptions taken, you 
can see [8, 9]. 

Figure 2: A train set of moving point masses traveling across an n span continuous beam: (a) vertical vibration, 
and (b) lateral vibration. 

3 DYNAMIC AMPLIFICATION FACTORS 
To study the effects of moving train on vertical and lateral motions of the pier-deck system, 

dynamic amplification factor (DAF), η, is determined and compared for a wide range of key 
parameters, η = yd

max /ys
max where yd

max and ys
max are dynamic and quasi-static vertical/lateral 

deflections. The key parameters of the bridge deck-pier systems are: (1) vertical/lateral non-
dimensional speed, Ω = πV/ω1L, (2) number of spans of length L, n (3) single train-to-single 
span bridge mass ratio, α, and (5) the spacing ratio between moving loads to span length, s.  

Figure 3 shows the effects of single span to multi-span beams on dynamic amplification 
factors for both vertical and lateral motions. Vertical and lateral DAFs are plotted versus non-
dimensional speed for single-span to 5-span beams. This figure is for case of single moving 

(b) 
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mass on a continuous beam. The results show a clear maximum which increases for higher 
number of spans for vertical vibration. For lateral vibration, the increase in the peak is far less 
than the vertical motion. The increase in the peak is because of the train loading being in con-
tact with the beam for more cycles of loading. The, the higher the number of span is, the more 
dominant the resonant response is. The peak speed limits for HS trains and Hyperloop trains 
form regions for lateral vibration as the natural frequency of the unload bridge changes for 
different number of spans for the lateral motion. It is desirable that the current maximum 
speed for HS trains is below this resonance. 

Figure 3: Dynamic amplification factors for single mass crossing multi-span continuous beam: (a) vertical vibra-
tion, and (b) lateral vibration. 

Figure 4 illustrates vertical and lateral DAFs of a beam with different train-to-bridge mass 
ratios, α. Different train-to-bridge mass ratios show difference between a moving force (very 
small mass ratio, α = 0.01) and a moving mass (larger mass ratios, α = 0.1, 0.5, and 1.0). The 
maximum speed limits for HS trains and Hyperloop trains are constant for both lateral and 
vertical motions as the natural frequency of the unload bridge remains unchanged for different 
mass ratios. At α = 0.01, there is a very small difference between moving force and moving 
mass problems, and for higher mass ratios, this difference becomes far more significant. It is 
worth noting that as the mass ratio increases, the lateral DAF does so. Moreover, the maxi-
mum vertical and lateral DAFs shift toward lower non-dimensional speed with the increase of 
mass ratio. Comparison of the vertical DAF range with those pf lateral motion shows that 
DAFs of vertical vibration are much larger than those from lateral vibration. This was ex-
pected as the magnitude of bridge lateral vibration due to the train loading eccentricity is 
much smaller than the vertical vibration  of the bridge. Figure 5 illustrates vertical and lateral 
DAFs versus non-dimensional speed and spacing for a train of 9 equidistance masses. In the 
case where s is zero, a single moving mass travels the bridge while for s = 0.25, the mass of 
each moving load is divided by 9. The maximum vertical and lateral DAFs are roughly simi-
lar to a single moving mass case (s = 0). Further, the speed at which the maximum vertical 
and lateral DAFs occur depends on the spacing ratio. As spacing ratio increases, the maxi-
mum lateral DAF moves towards higher non-dimensional speeds for both vertical and lateral 
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vibrations. For normal HS trains, this is very desirable as it pushes the resonance further away 
from their operating speed limit. However, for Hyperloop trains, it is adverse as this effect 
pushes the resonance close to their operating speed limit. 

Figure 4: Dynamic amplification factors for different mass ratios, α: (a) vertical vibration, and (b) lateral vibra-
tion. 

Figure 5: Dynamic amplification factors for different loading spacing values, s: (a) vertical vibration, and (b) 
lateral vibration. 
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From Figures 3 and 4, it is easy to understand that the DAFs at the operating speed limit 
can be used to design the structural system. This is correct for the HS train as the maximum 
DAF occurs for its maximum operating speed. However, for the Hyperloop train, the max 
DAF occurs below its max operating speed and all DAFs up to its maximum operating speed 
have to be taken into account. This is because there are bound to be accelerations, decelera-
tions, emergencies and faulty trains and the designed structural system must be able to safely 
support all those speeds up to its maximum operating one. 

4 CONCLUSIONS 
This study addresses and summarizes the Dynamic amplification factors of Hyperloop 

trains for both vertical and lateral vibrations. It was found that the vertical and lateral DAFs 
of the system are highly dependent on the train speed, number of spans, train-to-bridge 
mass ratio, and train loading spacing. The DAFs of the lateral vibration are much smaller 
than the vertical vibration. Therefore, this work highlights the significance of vertical and 
lateral vibrations of the Hyperloop train-bridge-pier systems which needs be considered in 
future design guidelines. Given the significantly large dynamic amplification factors of the 
vertical vibration, it is necessary to highly stiffen the bridge spans and incorporate large 
damping in the form of viscous and tuned mass dampers. 
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Abstract. The study is focussed on the near-critical regimes of the moving load on
a coated elastic half-space. The material properties of the coating are assumed to be
depending on the vertical coordinate. The analysis relies on the hyperbolic-elliptic for-
mulation for the Rayleigh wave induced by prescribed surface loading, containing an
elliptic equation for the elastic potential governing its decay over the interior, and a sin-
gularly perturbed wave equation on the interface between the layer and the substrate.
This scalar formulation allows significant simplifications, including in particular, clas-
sification of the near-resonant regimes. The method of fictitious absorption is then used
in order to incorporate the effect of poles, associated with the radiation of energy from
the moving source. Finally, numerical illustrations of results for several types of vertical
inhomogeneity are presented.
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1 INTRODUCTION

Moving load problems on elastic structures have been studied for around a century

now, see e.g. [12], [25] and possess important industrial applications, in particular, in

high-speed train operation [4]. Solution for steady-state regime of a moving load on

an elastic half-space has been first presented in [6], see also [14]. Moving load on a

coated half-space has been seemingly first considered by [2]. More realistic modelling

motivates development of studies oriented to dynamics of multi-layered and vertically

inhomogeneous half-space, see e.g. [15] and [22].

At the same time, sophisticated structure of the exact solution stimulates develop-

ment of effective approximations. In view of the well-known fact of the Rayleigh wave

speed being the critical speed of the moving load, the near-resonant formulation for sur-

face wave field, allowing explicit solutions seems a prospective approach. The current

work is based on the long-wave asymptotic formulation presented in [7], which has been

applied to problems on a moving load for elastic half-space [17, 10, 8, 26], see also [18]

for a more systematic exposition of the methodology of hyperbolic-elliptic models for

surface waves. Recent advances of the approach include in particular extensions incor-

porating the effects of anisotropy [13] and pre-stress [21], composite models for elastic

layers [9], as well as development of seismic meta-surfaces [29] and the second-order

refined model [30].

The described asymptotic model [18] is focused on the contribution of the Rayleigh

wave to the overall dynamic response. It is derived as a slow-time near-resonant per-

turbation of the self-similar solution by [5] and hence allows reduction of the vector

problem of elasticity to a scalar problem for the Laplace equation in respect of the lon-

gitudinal elastic potential, with the boundary condition on the surface presented in the

form of the forced wave equation. In case of the coated half-space the presence of

the layer is reflected by the appropriate pseudo-differential operator, thus, the boundary

condition describing the near-surface dynamics is a singularly perturbed wave equation,

see e.g. [7].

The focus of the current contribution is on the near-resonant steady-state regimes of

a moving line load on a half-space coated by a vertically inhomogeneous thin coating.

The corresponding extension of the hyperbolic-elliptic model has been recently sug-

gested in [24]. The study of a singularly perturbed hyperbolic equation at the interface

allows classification of the regimes of the moving load, pointing out typical behaviours

depending on the speed of the load and the combinations of material parameters.

The paper is organized as follows. The problem is formulated in Section 2. The ana-

lytic treatment of the pseudo-differential equation on the interface between the layer and

the substrate and classification of regimes of the moving load is carried out in Section

3. Finally, numerical illustrations of the results are presented in Section 4.
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2 FORMULATION OF THE PROBLEM

Consider a linearly isotropic, elastic half-space over the domain −∞ < x1, x2 <∞
and x3 ≥ 0, coated by a thin layer of thickness h described by −∞ < x1, x2 < ∞ and

−h ≤ x3 ≤ 0, see Fig. 1.

Figure 1: Moving load on a coated elastic half-space.

The properties of the coating are assumed to be dependent on the transverse variable

x3, so that

λc = λ(x3), μc = μ(x3), ρc = ρ(x3) (1)

denote the Lamé elastic parameters and volume mass density, respectively. The sub-

strate is assumed homogeneous, with the associated material parameters given by λs,
μs and ρs. The governing equations of motion and the constitutive relations of linear

isotropic elasticity are conventionally written as

σqij,j = ρqu
q
i,tt, σqij = λqu

q
k,k + μq

(
uqi,j + u

q
j,i

)
, (2)

where σqij and uqi (i, j = 1, 2, 3) are the Cauchy stress and displacement components

of the coating and substrate (q = c, s), comma indicates differentiation with respect to

appropriate spatial or time variable, and the Einstein summation convention is adopted.

Here we restrict the consideration to plane-strain formulation, for which uq2 = 0 and the

components uq1 = u
q
1(x1, x3, t) and uq3 = u

q
3(x1, x3, t) are independent of x2.

The loading on the surface of the coating is prescribed in the form of a line vertical

force P , moving at a constant speed c, hence the boundary conditions are written as

σc31 = 0, σc33 = P0 δ (x1 − ct) , at x3 = −h, (3)

see Fig.1. Perfect bonding on the interface is assumed, giving (m = 1, 3)

usm = ucm, σs3m = σc3m, at x3 = 0. (4)
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Below, the long-wave assumption is adopted, i.e.

ε =
h

L
� 1, (5)

where L is the typical wave length.

We consider the steady-state problems focusing on the near-resonant regimes, when

the speed of the moving load is close to that of the resonant Rayleigh wave cR in the

substrate, namely ∣∣∣∣ ccR − 1

∣∣∣∣ � 1. (6)

Then, the contribution of the Rayleigh wave to the overall dynamic response is dominant

compared to that of body waves, hence, the hyperbolic-elliptic model for the Rayleigh

wave is applicable.

The corresponding asymptotic formulation for a vertically inhomogeneous coated

half-space has been recently proposed in [24], extending the previous results in [7].

Within this framework, efficient boundary conditions are derived by means of the asymp-

totic integration technique, see e.g. [11] and [19], then serving as a starting point for

slow-time perturbation procedure.

For the current problem, the proposed model for surface wave contains an elliptic

equation for the interior x3 > 0

∂2φ

∂x23
+ α2

R

∂2φ

∂x21
= 0, (7)

where φ is the longitudinal Lamé elastic potential in the substrate and

αR =

√
1− ρsc

2
R

λs + 2μs
. (8)

The boundary condition at x3 = 0 is given by a singularly perturbed 1D hyperbolic

equation

∂ 2φ

∂x21
− 1

c2R

∂ 2φ

∂t2
− bh

√
− ∂

2

∂x21

(
∂ 2φ

∂x21

)
= −1 + β2

R

2μB
P0 δ (x1 − ct) , (9)

where

B =
αR

βR

(
1− β2

R

)
+
βR
αR

(
1− α2

R

)
− 1 + β4

R, βR =

√
1− ρsc

2
R

μs
, (10)

and the constant b is given by

b =
(1− β2

R)

2μB

[
ρ̃ c2R (αR + βR)− βR γ̃

]
, (11)
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with the integral quantities accounting for vertical inhomogeneity

γ̃ =
4

h

0ˆ

−h

μc (λc + μc)

λc + 2μc
dx3, and ρ̃ =

1

h

0ˆ

−h

ρc dx3. (12)

It is worth noting that the pseudo-differential operator

√
− ∂

2

∂x21
is an essential feature

of the problem, associated with the dispersion of waves within the coating layer. More-

over, the sign of the coefficient b is associated with the sign of the group velocity in the

long-wave limit, see [28] for more detail.

Once the longitudinal potential φ is determined from the scalar formulation (7), (9),

the transverse potential ψ may be found as its harmonic conjugate, see e.g. [18], origi-

nating from [5]

ψ (x1, βRx3, t) =
2αR

1 + β2
R

φ∗ (x1, βRx3, t) , (13)

where the asterisk denotes the Hilbert transform.

Now, the boundary value problem (7), (9) may be rewritten in the moving coordinate

system (ξ, x3) = (x1 − ct, x3), hence the steady-state limit is governed by

∂2φ

∂x23
+ α2

R

∂2φ

∂ξ2
= 0, (14)

subject to

η
∂2φ

∂ξ2
− b h

√
− ∂2

∂ξ2

(
∂2φ

∂ξ2

)
= −1 + β2

R

2μB
P0 δ(ξ) at x3 = 0, (15)

where

η = 1− c2

c2R
.

3 ANALYSIS ON THE INTERFACE

Let us concentrate on the analysis of equation (15) on the interface x3 = 0. Note that

on setting h = 0 the problem formulation (14), (15) will reduce to that for an uncoated

elastic half-space which is the leading order Taylor expansion of the exact solution [6],

for more details see [18].

Another observation which immediately follows from (15) is the presence of two

small parameters, a geometric one, associated with the long-wave approximation, as

well as η corresponding to the near-resonant vicinity.
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Now, let us introduce the dimensionless coordinate ζ =
∣∣∣η
b

∣∣∣ ξ
h

along with a scaled

quantity

χ = − 2μB b h

(1 + β2
R)P0

∂2φ

∂ξ2
. (16)

Then, the equation (15) takes the form

sgn (b η) χ−
√
− ∂2

∂ζ2
(χ) = δ(ζ), (17)

The solution of the latter can be obtained by using the Fourier integral transform

χ =
1

2π

∞̂

−∞

eiωζ dω

sgn (b η)− |ω| . (18)

From (18) it may be observed that the analysis splits in two sub-cases, depending on the

value of sgn (b η).

3.1 SUB-CASE 1: NO POLES ON THE REAL AXE

Consider first the situation bη < 0, in which

χ =
1

2π

ˆ ∞

−∞

eiωζ dω

−1− |ω| = F (|ζ|) , (19)

where

F (x) =
1

π
[si(x) sin x+ Ci(x) cos x] , (20)

with si and Ci denoting the sine and cosine integral functions, respectively, i.e.

si(x) = −
∞̂

x

sin t

t
dt, Ci(x) = −

∞̂

x

cos t

t
dt,

see e.g. [1]. Note that this case occurs either in the the sub-Rayleigh regime (c < cR)
with local minimum of the phase velocity at the Rayleigh wave speed (b < 0), or in

the super-critical regime (c > cR) combined with local maximum of the phase velocity

(b > 0), for more detail see [7].
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3.2 SUB-CASE 2: POLES ON THE REAL AXE

The second sub-case bη > 0 of poles on the real axis of the integral (18) may be

treated using the limiting absorption principle, see e.g. [27, 16].

In case of the sub-critical regime (c < cR), when (b > 0), formula (18) yields

χ =
1

2π

ˆ ∞

−∞

eiωζ dω

1− |ω| = −2H (−ζ) sin ζ + F (|ζ|) , (21)

whereas in the case of the super-Rayleigh regime (c > cR) the solution becomes

χ = 2H (ζ) sin ζ + F (|ζ|) , (22)

with F defined in (20) and H(ζ) denoting the Heaviside function.

4 NUMERICAL RESULTS

In this section, the illustrations of the obtained results are presented. We consider the

dependence of the Young’s modulus Ec of the coating layer on the vertical coordinate

x3 of exponential form, see e. g. [22]

E(x3) = Ec e
β x3 , β =

1

h
ln

(
Es

Ec

)
, (23)

providing a smooth variation from the value Ec on the surface of the coating to the

Young’s modulus Es of the homogeneous substrate. In the computations below we

also take h = 1 and assume constant mass densities ρc = ρs = 1, and Poisson’s

ratios νc = νs = 0.25, with the sub-Rayleigh and super-Rayleigh regimes computed for

c = 0.9 cR, and c = 1.1 cR, respectively.

Consider first the case of a relatively hard coating layer, when Ec/Es = 10. The

associated graphs in Fig. 2 show the dependence of the quantity χ on the scaled moving

coordinate ζ . In this case, the constant b may be computed using (11), resulting in

b ≈ −1.32. In Fig. 2(a) the super-Rayleigh regime is depicted (η > 0), corresponding

to the case of no poles in (18), whereas Fig. 2(b) illustrates the sub-Rayleigh regime

(η < 0), clearly showing the effect of poles in (18) for positive ζ , i.e. radiation of energy

in front of the moving source.

2607



S. Althobaiti et al.

- -

χ

ζ

(a) η > 0.

- -
-
-

χ

ζ

(b) η < 0.

Figure 2: Dependence of the quantity χ on the moving coordinate ζ for the case of softening within the

layer (Ec/Es = 10).

The following Figs. 3 (a) and (b) illustrate another typical scenario, when the coating

layer is relatively soft compared to the substrate and stiffens gradually with depth, when

Ec/Es = 0.1. The calculation of the constant b according to (11) gives b ≈ 0.276. The

plots in Fig. 3(a) and 3(b) show the variation of the quantity χ on the moving coordinate

ζ . Now, the energy radiation behind the moving load is observed in the super-Rayleigh

regime in Fig. 3 (a).

- - -
-
-

χ

ζ

(a) η > 0.

- -

χ

ζ

(b) η < 0.

Figure 3: Dependence of the quantity χ on the moving coordinate ζ for the case of hardening within the

layer (Ec/Es = 0.1).

5 CONCLUSIONS

The steady-state problem for a moving line load on a half-space coated by a thin

vertically inhomogeneous layer has been analysed. The hyperbolic-elliptic formulation

for the Rayleigh wave field allowed an explicit solution, as well as a clear classification

of the regimes.

Further possible developments include addressing transient problems [17], general-

izations to coatings with more sophisticated mechanical properties, taking into account
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the effects of viscosity, curvature, long-wave high-frequency waves [20], as well as a

more general treatment of a vertically inhomogeneous half-space, see e.g. [3]. We also

mention potential applications for seismic metabarriers [23]
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VERIFICATION OF THE VALIDITY OF THE IMPACT FACTOR 
USED IN THE DESIGN OF PC SLEEPERS 

Shintaro Minoura , Tsutomu Watanabe , Kodai Matsuoka , and Kenji Narita

Keywords:

Abstract. The purpose of this study is to identify the actual load environment of train loads 
acting on PC sleepers in order to perform effective maintenance and optimize design of PC 
sleepers. In Japan, the design load for PC sleepers is calculated by multiplying the static 
wheel load by impact factor, which is a factor for considering the impact load (generally 2.0) 
and this value has been conventionally used since the beginning of the use of PC sleepers in 
Japan. However, considering the improvement of current track and vehicle maintenance 
technology, it is considered that wheel flats and track irregularities that cause impact loads 
have been reduced. Therefore, it is necessary to identify the impact factor based on the field 
tests. In this study, the wheel load was measured in the long rail section of the conventional 
line, and the actual condition of the impact factor was investigated. As a result, the current 
impact factor 2.0 is in a safer side to freight trains. Furthermore, for commuter trains, we 
confirmed that the impact factor for the static design wheel load in Japan (generally 80kN) 
can be lower than the current value. 
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2 ON-SITE MEASUREMENT

2.1 Target site and PC sleeper
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3 MEASUREMENT RESULTS
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Abstract. This paper is concerned with the dynamic response analysis of single and multi-

span beams under moving point loads. The Dynamic Stiffness Method (DSM) is used to calcu-

late the mode frequencies and shapes of single, two and four-span Bernoulli-Euler beams. 

The exact mode shapes obtained from dynamic stiffness formulations are used to derive gen-

eralized mass, stiffness and force terms for normal modes using Galerkin’s method. This ena-

bles efficient and accurate calculation of the time-history response of the investigated 

structures. This is demonstrated by comparing the results from this study with advanced finite 

element simulations of the same problem from the literature. The results validate the accuracy 

of this approach and demonstrate how this technique can be used to model dynamic amplifi-

cation of bridges under the influence of moving loads. 
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1 INTRODUCTION 

The dynamic response of structures assembled from beam elements under moving loads is 

commonly encountered in bridge engineering applications. Fryba’s textbook [1] summarises 

the pioneering work carried out on the dynamic behaviour of beams under moving loads. This 

includes analytical and computational work carried out on the response of solitary beams with 

different moving loads (e.g. point loads and sprung masses) and boundary conditions (simple 

or fixed supports), as well as work on more complex beam assemblies (e.g. frame structures 

and curved beams). For complex structures assembled from multiple beams, the free vibration 

characteristics of the system play an important role in reliable prediction of time-history re-

sponse. Therefore, it is important to perform free vibration analysis of beam assembly sys-

tems accurately and use these to predict the dynamic response. 

There has been significant research activity in the last few decades on simulating the re-

sponse of beam assemblies to moving loads. For instance, Henchi et al. [2] applied the DSM 

to free vibration and time-history analyses of multi-span Bernoulli-Euler beams under moving 

load by using a fast Fourier transform (FFT) approach. Ichikawa et al. [3] combined direct 

integration method and analytical solutions to obtain the dynamic response of multi-span Ber-

noulli-Euler beams under a moving mass. Mahmoud [4] investigated the effects of cracks on 

the dynamic response of simply supported Bernoulli-Euler beams subjected to a concentrated 

moving load. Uzzal et al. [5] obtained the dynamic response of an infinite Bernoulli-Euler 

beam resting on a Pasternak foundation under the influence of a moving load. Mazilu [6] in-

vestigated the dynamics of infinite beams on bilinear viscoelastic foundation under constant 

and harmonic moving loads by using Bernoulli-Euler beam theory (BET). Beskou and Muho 

[7] investigated the dynamic response of a simply supported Bernoulli-Euler beam resting on 

a Winkler foundation considering a moving load on its surface with variable speed. Yang and 

Wang [8] performed time-history and stability analysis of an inclined beam subjected to a 

moving vertical concentrated load by using BET. Dynamic behaviour of various types of Ti-

moshenko beams under moving loads and different boundary conditions were also investigat-

ed [9-12]. Kim and Lee [13] applied modified spectral element method (SEM) to the time-

history analysis of single and multi-span Timoshenko beams and the results were presented in 

comparison with finite element method (FEM) results. 

In this study, a simple approach is used to predict the dynamic response of multi-span 

beams under moving loads. In particular, continuous parameter models and DSM are used to 

identify mode frequencies and shapes of assembled structures. These exact mode shapes are 

then used to derive the dynamic time history response of the structure under the influence of 

moving loads using Galerkin’s method. The use of theoretically exact mode frequencies and 

shapes for complex assemblies allow capturing the dynamic response efficiently and accurate-

ly. To demonstrate this, free vibration analyses of single, two and four-span Bernoulli-Euler 

beams are performed. First five natural frequencies and mode shapes are presented for all 

models. Then, time-history responses under a load moving with a constant speed are calculat-

ed for the single and two-span beams. Additionally, for the four-span beam model, an acceler-

ating concentrated load is considered. The natural frequencies and time-history responses are 

compared to published studies from the scientific literature for validation purposes. The con-

clusion section summarizes the findings and provides a brief discussion on extending these 

models to simulate dynamic amplification in bridges. 

2 FREE VIBRATION RESPONSE 

The single, two and four span Bernoulli-Euler beams presented in Figure 1 are considered 

in this study. In Figure 1a, x describes the local beam coordinate, S(t) is current position of the 
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load, P is a concentrated load, v is the velocity of this load, t is time and a is the constant ac-

celeration of the load. For this preliminary study, the following assumptions are made: i) The 

behaviour of beams is linear elastic, ii) the material of beams is isotropic, iii) damping is ne-

glected, and iv) axial deformations of the beam are not considered. 

 

Figure 1: (a) Single-span Bernoulli-Euler beam under moving load (b) Two-span Bernoulli-Euler beam under 

moving load (c) Four-span Bernoulli beam under accelerating load [13] 

The governing equation of motion of a single Bernoulli-Euler beam in free vibration can be 

written as [14]:  

  

4 2

4 2
0

y( x,t ) y( x,t )
EI m

x t

 
 

 
 (1) 

where y(x,t) is transverse displacement function of the beam, m  is mass per unit length, E is 

modulus of elasticity, I relevant area moment of inertia. If the bending motion of the beam is 

harmonic, Eq.(2) is obtained by applying the separation of variables method: 

  
4 2

4
0

d y( x ) m
y( x )

dx EI


   (2) 

where ω is natural circular frequency. 

It is assumed that the solution to Eq.(2) is of the form: 

    isxy( x ) C e  (3) 

where {C} is a vector of integration constants, s represents the characteristic roots of equation 

and i is the imaginary number. 

Substituting Eq.(3) into Eq.(2) leads to the following solutions for the transverse displace-

ment and cross-section rotation functions in Eqs.(4) and Eq. (5), respectively: 

  31 2 4

1 2 3 4

is xis x is x is x
y( x ) (C e C e C e C e )     (4) 

  31 2 4

1 1 2 2 3 3 4 4

is xis x is x is x
( x ) ( is C e is C e is C e is C e )      (5) 

where C1, C2, C3 and C4 are integration constants. 
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Bending moment function M(x) and shear force function T(x) can then be defined as follows: 

  31 2 42 2 2 2

1 1 2 2 3 3 4 4

is xis x is x is x
M( x ) ( EIs C e EIs C e EIs C e EIs C e )     (6) 

  31 2 43 3 3 3

1 1 2 2 3 3 4 4

is xis x is x is x
T( x ) ( EIis C e EIis C e EIis C e EIis C e )     (7) 

In order to determine the eigenmodes of the assembled beam structure, its dynamic stiffness 

matrix needs to be assembled. To do this, the dynamic stiffness matrix of a single span ele-

ment first needs to defined. This is achieved by the following procedure described below [15]: 

i) a closed form solution for the free vibration problem is obtained, using Eqs. (2) – (3); 

ii) the nodal degrees of freedom and forces are determined in terms of the natural vibration 

frequencies and boundary conditions;  

iii) a frequency dependent dynamic stiffness matrix of the element is formulated by relat-

ing generalized nodal forces to generalized nodal displacements. 

Following this procedure, the nodal degrees of freedom of the element and the arbitrary in-

tegration constants can be written in matrix form follows: 

  
 0 0

T

L Ly y  
 (8) 

  
   1 2 3 4

T
C C C C C

 (9)  

where        0 00 0 L Ly y x , x , y y x L , x L           . Here, L represents the 

length of a Bernoulli-Euler beam element. The nodal force vector  (F) is given in Eq.(10) as: 

  
 0 0

T

L LF T M T M
   (10) 

The sign convention utilised for the displacements and forces is shown in Fig. 2.  

 

 

Figure 2: Positive sign convention for displacements and forces for a Bernoulli-Euler beam 

The relations of δ=ΔC  and F=κC are obtained by using Eqs.(8-10) where Δ and κ represent 

coefficient matrices. Using these, the dynamic stiffness matrix of the single-span beam model 

is constructed by establishing a relationship between δ and F as follows: 

  
 

1
F   




                  (11) 

  
 

1*K  



                                   (12) 

where K
*
 represents the dynamic stiffness matrix of the single-span Bernoulli-Euler beam. 
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The global dynamic stiffness matrix of the two-span and four-span beam models are obtained 

by assembling dynamic stiffness matrices from each element using standard assembly proce-

dures: 

                                                      
 

1 1

2 2

3 3

1 1



 

   
   
   
   
   

   
   
   
   
   
   

glob j j

j jj j

F δ

F δ

F δ

. .DSM

. .

. .

F δ

                                   (13) 

 

where j equals to the number of nodes multiplied by 2. Correspondingly, Fi and δi are the jth 

nodal force and degree of freedom of the system, respectively, and DSMglob represents global 

dynamic stiffness matrix of the whole vibrating system. The DSMglob is reduced to DSMglob,red 

matrix by removing rows and columns of inactive degrees of freedom according to displace-

ment constraints arising from the  boundary conditions. 

The natural frequencies of the assembled structure are obtained by equating the determi-

nant of the global dynamic stiffness matrix DSMglob,red to zero. A standard root finding algo-

rithm (based on an iterative bisection approach) is used for obtaining the natural frequencies. 

This allows the calculation of the mode shape of each element of the structure for a given nat-

ural frequency. These are then normalized in a consistent manner, considering compatibility 

between nodal displacements and rotations to obtain the mode shape of the whole structure.  

3 MOVING LOAD RESPONSE 

The differential equation of a single Bernoulli-Euler beam element subjected to a moving 

concentrated load can be written as [4]: 

  
  

4 2

4 2

Dy( x,t ) y( x,t )
EI m P x S t

x t


 
  

   (14) 

where δ
D
 is the Dirac delta function. Galerkin’s method can be used to minimize the error in 

satisfying Eq.(14) with the following expansion for y(x,t) [16]:  

  
 

1

n n

n

y( x,t ) y x q ( t )





  (15) 

where n is mode number, yn(x) and qn(t) are a chosen set of functions which approximate the 

eigenmodes and generalized displacements of the system, respectively. These need to satisfy 

boundary conditions of the model. When the chosen eigenmode functions are exact and or-

thogonal, Galerkin’s method yields exact results. In this paper, the exact mode shape yn(x) of 

the whole structure is obtained from continuous parameter models using DSM, following the 

procedures discussed in the previous section.  

Substituting Eq.(15) into (14) and assuming normal modes, Eq.(16) is obtained. 

       * *

n nm q t k q t Q t &&  (16) 
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In Eq.(16), 
*m is generalized mass, 

*k  is generalized stiffness and Q(t) is generalized force 

which are defined as follows [4]: 

  

 

 

        

2

0

2

2

2

0

0

L

*

n

L

n*

L

D

n n

m y x dx;

d y x
k EI dx;

dx

Q t P x S t y x dx Py S( t )



 
  

 

  







 (17) 

By using Eqs.(16) and (17), the dynamic response of the single-span beam can be obtained in 

terms of the generalized displacements for each vibration mode. Then, by using Eq. (15), the 

displacements at any desired location on the beam can be determined. For the two and four 

span beams, Eq.(17) is used to calculate generalized mass, stiffness and force values for each 

span separately. Then, these values are summed to obtain the total generalized mass, stiffness 

and force terms. 

  

4 NUMERICAL CASE STUDY  

To illustrate the numerical modelling procedure, the response of simple beam assemblies 

from the scientific literature will be discussed in this section. The following material and ge-

ometric properties are considered for each span of the model [13]: L
*
 = 4 m, width × height of 

the cross-section: 0.06 m × 0.02 m, unit weight of the beam: 7850 kg/m
3
, E = 2×10

8
 kN/m

2
.  

In the free vibration analysis part of numerical case study, the first five natural frequencies 

and mode shapes are obtained by using DSM. Table 1 compares the first five natural frequen-

cies of single, two and four-span beam models determined in this study to detailed finite ele-

ment simulations conducted in an earlier study [13]. A very good agreement is observed 

where the maximum relative error between the results is less than 1%. It should be noted that 

the results from [13] are based on Timoshenko beam theory. However, as the cross-section of 

the beam is thin, the effects of rotational inertia and shear deformations are negligible. The 

accompanying mode shapes for single, two and four-span beam models are presented in Fig-

ure 3(a)-(c). 

 

Model Method 1st mode 2nd mode 3rd mode 4th mode 5th mode 

Single-span beam 

DSM 17.8047 71.2787 160.2420 284.8747 445.1167 

[13] 17.9755 71.8935 161.7267 287.4325 448.9480 

Error (%) 0.95 0.86 0.92 0.89 0.85 

Two-span beam 

DSM 17.8047 27.8143 71.2187 90.1361 160.2420 

[13] 17.9755 28.0796 71.8935 90.9805 161.7267 

Error (%) 0.95 0.94 0.94 0.93 0.92 

Four-span beam 

DSM 15.0807 21.5993 34.6706 36.9614 57.7196 

[13] 15.2254 21.8059 35.0013 37.3130 58.2663 

Error (%) 0.95 0.95 0.94 0.94 0.94 

Table 1: First five natural frequencies (rad/sec) and relative errors for single-span, two-span and four-span 

beam model 
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(a)                                                                                      (b) 

 
(c) 

Figure 3: First five mode shapes of (a) Single-span Bernoulli-Euler beam model (b) Two-span Bernoulli-Euler 

beam model (c) Four-span Bernoulli beam model 

After obtaining exact mode shapes, the dynamic response of the beam models can be cal-

culated by using Eqs.(16)-(17). In this study, Eq.(16) is solved numerically using the ode45 

function in Matlab, which is based on an explicit Runge-Kutta formulation [17]. The time-

history responses of single and two-span Bernoulli-Euler beams under loads moving at con-

stant velocity are presented in Figures 4 and 5. Both figures show the displacement at the 

middle of the first span. For the single span in Figure 4, accurate results could be achieved by 

considering only a single vibration mode. In contrast, for the two-span beam in Figure 5, the 

first two modes need to be considered to achieve good agreement with the published results.  

 

 
    Figure 4: Time-history response of single-span beam model taking v = 20 m/s, P = 100 N 
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Figure 5: Time-history response of two-span beam model taking v = 20 m/s, P = 100 N 

The proposed approach can also be used to calculate the dynamic response of beams under 

accelerating concentrated loads. Figure 6 shows the displacement time history at the middle of 

the second span of the four-span beam for an accelerating load. In this case, at least the first 

four modes need to be taken into account to capture the dynamic time history response of the 

multi-span beam structure accurately.  

  

 

Figure 6: Time-history response of four-span beam model taking v = 20 m/s, a = 10 m/s
2
 and P = 100 N 

5 CONCLUSIONS  

 In this paper, the dynamic stiffness approach, which is based on theoretically exact mode 

shapes, is combined with Galerkin’s method for time-history response analysis of Ber-

noulli-Euler beams under moving loads. This enables the study of complex beam assem-

blies under the influence of moving loads in a computationally efficient manner.  

 To demonstrate the numerical method, single, two and four-span beam models were con-

sidered for free vibration and dynamic response analysis under a concentrated moving 

load. Moving loads with constant velocity or constant acceleration have been considered.  
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 The estimation of natural frequencies and mode shapes from the DSM method demon-

strate excellent agreement with detailed finite element simulations from the published lit-

erature.  

 The time-history responses under the influence of moving load also demonstrate excel-

lent agreement. The results show that increasing span number increases the number of 

modes that should be taken into account to achieve sufficient accuracy. 

 The proposed approach is rigorous but simple. It can be easily extended to account for 

more advanced beam models (considering shear deformability) and geometries (e.g. arch 

frames) to investigate dynamic amplification in bridges under the influence of moving 

loads. This requires conducting a DSM analysis and using the identified mode shapes to 

calculate generalized mass, stiffness and force values to simulate the time history re-

sponse of the structure.  
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THE IN-PLANE STEADY-STATE RESPONSE OF A RING IN RELATIVE
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Abstract. Ring-like structures are very commonly used in civil, mechanical and aerospace
engineering. Typical examples of such structures are components in turbomachinery, compliant
gears, conventional pneumatic tires and more recent non-pneumatic tires, to name a few. In
this paper, a ring on elastic foundation is considered. The foundation, modelled as distributed
springs, connects the inner surface of the ring to an immovable axis. Focus is placed on the
in-plane response of the ring subjected to in-plane load only. A high-order ring model, which
accounts for the through-thickness variations of displacements is adopted for the study. Two
loading situations of a ring structure are of interest in practice: (i) a stationary ring subjected
to a circumferentially moving constant load; and (ii) a rotating ring under a stationary constant
load. For the first situation, it is well-known that resonances occur when the rotational speeds
of the load satisfy certain conditions. In a series of recent investigations, such resonance speeds
have been predicted for a rotating ring subjected to a stationary load. In this paper the case
of the rotating ring under a stationary constant load and that of a stationary ring subjected
to a moving load are compared in terms of their resonance speeds, as well as the steady-state
responses for various parameters. It is found that these two cases are distinguishable even for
system parameters which result at similar critical speeds.
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1 INTRODUCTION

The in-plane vibration of rings is a classical problem in solid mechanics due to the broad

applications of ring-like structures in practice. It is usually the case that the ring and the load

acting on it are in relative motion. Two particular situations, namely a stationary ring sub-

jected to a circumferentially moving load (hereafter it is termed as moving load case) and a

rotating ring under a stationary load (hefeafter it is termed as rotating ring case) are commonly

encountered in engineering. Despite the absence of consensus on the existence of resonances

of a rotating ring subjected to a stationary load with constant magnitude [1, 2], a seemingly

conclusive result has been obtained in [3] according to which resonance can occur in rotating

rings. Modes which are stationary as observed in a space-fixed reference system, are excited

by the load [4] when a ring rotates at high speeds, resulting in a steady-state response which is

time-invariant to a space-fixed observer. The experimental evidence of such a response is the

occurrence of the so-called “standing waves” in rolling tires [5]. Similar wave phenomena have

been reported in soft calenders of paper machines [6]. On the contrary, there is no doubt in the

literature that resonances of a stationary ring subjected to a circumferentially moving constant

load occur when the rotational speeds of the load equal to one of the natural frequencies divided

by the corresponding mode number. Investigations of the steady-state responses in such a case

can be found in [6, 7].

To what extent the moving load case and the rotating ring situation can be treated as equal

is of interest and some deliberations on the topic can be found in the literature. It is concluded

in [6] that the effect of rotation is negligible and the rotating ring under stationary load and

stationary ring under moving load can be treated as equal. In this work, the steady-state de-

flection patterns of the ring when the speed of the relative motion is lower and higher than the

minimum resonance speed are investigated for both moving load and rotating ring cases. The

high-order model adopted from [3] is employed to simulate the in-plane response of rings on

elastic foundation in relative motion with a load. The primary aim is to critically study the ear-

lier suggested equivalence between the two cases. The responses of the two cases are compared

in terms of their resonance speeds, as well as the steady-state responses for various parame-

ters. It is shown that these two cases need to be distinguished especially when the foundation

stiffness is relatively large.

2 HIGH-ORDER RING MODEL

A ring on elastic foundation subjected to a point load is shown in Fig. 1. The ring and the

load are in relative motion with Ωr being the rotating speed of the ring and Ωp the velocity of

the load. The inner surface of the ring is connected to an immovable axis by distributed radial

springs kr and circumferential springs kc. The in-plane radial and circumferential displacements

of the ring are designated by w(z, θ, t) and u(z, θ, t). A space-fixed coordinate system (r, θ) is

adopted to describe the motions of the ring. It is assumed that the mean radius of the ring is R.

An auxiliary coordinate z is introduced as z = r − R. The material properties of the ring are:

the density ρ, Young’s modulus E, shear modulus G, Poisson’s ratio ν, Lamé constants λ and

μ. The dissipation in the ring material is considered by replacing E by E∗ = E(1 + ζd/dt)
in which ζ is a loss factor of the material. In addition, A is the cross-sectional area, I is the

cross-sectional moment of inertia, b is the width of the ring. A constant point load P (t) = P0 is

applied on the outer surface of the ring.

The high-order model of the ring developed in [3] is employed. Plane strain configuration

is assumed for the model. The external load is incorporated in the governing equations by the
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Figure 1: An elastic ring on elastic foundation in relative motion with a point (line) load. Ωr and Ωp are the

rotational speeds of the ring and the load, respectively: left figure for front view; right figure for side view.

Hamilton’s principle. One is referred to [8] for details of the derivation procedure. According

to [3], the displacement fields are expressed as polynomial functions of the ring thickness z:

w(z, θ, t) =

l=N1∑
l=0

wl(θ, t) z
l, u(z, θ, t) =

q=N2∑
q=0

uq(θ, t) z
q (1)

in which l, q are integers and l ≥ 0, q ≥ 0. N1 and N2 are the orders of the polynomials of the

displacement fields. Assuming a radial point load of constant amplitude is applied on the outer

surface of a rotating ring, the equations of motion that govern the small vibrations of the ring

around the static equilibrium in the radial direction are:∫ h
2

−h
2

(Ilin
1 zl) dz + ρ

∫ h
2

−h
2

(
r(v̇1 + Ωr v

′
1 − Ωr v2)z

l
)

dz +
(
f lin
1 − f lin

2 (−1)l
)(h

2

)l

= −
(
h

2

)l

P (t)δ(θ) = −
(
h

2

)l

P0 δ(θ), (l = 0, 1, 2, 3...N1).

(2)

The dimension of P0 is N.m−1 and δ is the Dirac delta function.

The linearised equations of motion of a rotating ring in the circumferential direction are:∫ h
2

−h
2

(Ilin
2 zq) dz + ρ

∫ h
2

−h
2

(
r(v̇2 + Ωr v

′
2 + Ωr v1)z

q
)

dz +
(
f lin
3 − f lin

4 (−1)q
)(h

2

)q

= 0,

(q = 0, 1, 2, 3...N2).

(3)

The details of the governing equations including the expressions for Ilin
1 , Ilin

2 , f lin
1 − f lin

4 and the

velocities v1 and v2 of a differential element of the ring in radial and circumferential directions in

the left-hand side of Eqs. (2-3) can be found in [8]. For the case of a stationary ring subjected to

a circumferentially moving load of constant amplitude, the governing equations can be obtained

by setting Ωr and the static equilibrium to zero on the left side of Eqs. (2-3) and altering P0 δ(θ)
to P0 δ(θ − Ωpt) on the right-hand side of Eq. (2).

The following dimensionless parameters are introduced [3]:

k =
√
I/A, k̄ = k/R, γ̄ = n k̄, ω̄ = ω k/c0, v̄(r,p) = RΩ(r,p)/c0, k̄(r,c) = k(r,c)k

2/(Eh), (4)
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where c0 =
√
E/ρ is the speed of the longitudinal wave in the rod, I = bh3/12 is the cross

section area moment of inertia and k̄ is the non-dimensional radius of gyration. θ̄ = θ/k̄ and

τ = c0t/k are the dimensionless angle and temporal variables, respectively. P̄ = P0 k̄/(Eh) is

the dimensionless load amplitude.

3 MOVING LOAD VERSUS ROTATING RING

The load speeds causing resonance of a stationary ring subjected to a constant point load

moving circumferentially are well known [7], namely Ωp = ωn/n in which n is the circumfer-

ential mode number and ωn is the nth natural frequency of the ring. The minimum resonance

speed (the critical speed) is the lowest value of ωn/n. Resonance speeds of a rotating ring

subjected to a stationary constant load satisfy the condition ω̄n = 0 in which ω̄n is the natural

frequency calculated in a space-fixed reference system [3]. By substituting ω̄n = 0 into the fre-

quency equation [3], one can solve for resonance speeds for each circumferential wavenumber.

Theoretically, resonances of the moving load case always exist. However, in practice the load

speed can not always reach the resonance speeds, especially for stiff rings since their resonance

speeds are high. On the contrary, resonance occurs only for certain parameters of a rotating ring

subjected to a stationary load of constant magnitude. Specifically, resonances of a rotating ring

may only occur for relatively soft rings. For example; for a ring made of steel, resonance speeds

do not exist for the rotating ring case whereas resonance speeds of such a ring for the moving

load case do exist but are extremely large. One needs to bear in mind that if a ring is stiff, the

responses of the ring for the rotating ring and moving load cases are similar. The reason is that

in the operational speed range, the translational rigid-body like motion governs the response in

both cases. Thus, only soft rings are considered in this section because resonance speeds exist

for such rings for both moving load and rotating ring cases.

Figure 2: Comparison of resonance speeds, h/R = 0.1, k̄c = 0.1 using the high-order model with increasing

stiffness of radial springs. Grey dashed line for moving load case; Red dotted lines for rotating ring case: (a)

k̄r = 0.001; (b) k̄r = 0.01; (c) k̄r = 0.1.

3.1 Comparison of resonance speeds between both cases for relatively soft rings

Fig. 2 shows the comparisons of resonance speeds, as functions of the mode number, be-

tween moving load and rotating ring case with different values of the foundation stiffness. Since

high-order theory is used, there are several curves representing higher order motions of the ring.

In the figure, the lower abscissa in each plot is the dimensionless wavenumber, whereas the

upper abscissa is the corresponding discrete circumferential mode number n. All the chosen
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parameters represent relatively stiff foundation (soft ring) configuration since only in this case

resonance speeds of rotating rings exist.

In Fig. 2 the upper limit of the plots is set at v̄ = 1 and therefore only the lowest branch

of resonance speeds is shown. The reason is that at higher speeds, the predictions of other

branches are not accurate since the rotation-induced hoop tension is approaching unrealistically

high value. Generally, rotation stiffens the ring, therefore, the resonance speeds of rotating

rings are larger than those in the moving load case as shown in Fig. 2(a). With increasing

k̄r, the resonance speeds for the two lower branches of both cases become close as shown

in Figs. 2(b)(c). For the two higher branches of resonance speeds, the differences are still

large. The minimum resonance speed in Fig. 2 is a critical speed at which a wave-like steady-

state deformation pattern is initiated. For the parameters shown in Figs. 2(b)(c), the critical

speed converges to the Rayleigh wave speed with increasing wavenumber and a Rayleigh wave

resonance is expected when a stationary constant load is applied [6].

3.2 Steady-state response for soft rings on stiff elastic foundation

The steady-state responses of a ring in relative motion to a constant point load is investigated

in this section for a soft ring. The parameters are chosen the same as in Fig. 2(b). For this set of

parameters, resonance speeds in the two cases are close, especially for the lower order motion.

The dynamic responses are derived using the so-called ”method of the images” described in

[7, 8].
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Figure 3: Displacements at the middle surface of the ring for v̄r = v̄p = 0.3, k̄r = 0.01, k̄c = 0.1, ζ =
0.002, P̄ = 0.002: (a) Normalised radial displacement; (b) Normalised circumferential displacement.

As shown in Fig. 2(b), the minimum resonance speed in both cases is the same, namely

v̄cr ≈ 0.5. Therefore, two velocities of the relative motion are chosen: v̄r = v̄p = 0.3 as a

sub-critical speed and v̄r = v̄p = 0.7 as a super-critical one. Fig. 3 shows the displacements

(normalized with respect to the ring radius at the middle surface) at the middle surface of the

ring for the two cases. It can be seen that the responses are very close. In this case, the stiffening

effect due to rotation for the rotating ring case is not obvious. When the speeds increase, for

the rotating ring case, the static expansion due to rotation becomes large, resulting in high hoop

tension. This tension stiffens the ring, especially it suppresses the radial displacement of the

rotating ring comparing to the moving load case as shown in Fig. 4(a) for the super-critical case

v̄r = v̄p = 0.7. However, the stiffening effect is not obvious on the circumferential displacement
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Figure 4: Displacements at the middle surface of the ring for v̄r = v̄p = 0.7, k̄r = 0.01, k̄c = 0.1, ζ =
0.002, P̄ = 0.002: (a) Normalized radial displacement; (b) Normalized circumferential displacement; (c) Ring

deformation, moving load; (d) Ring deformation, rotating ring. The ring deformations are scaled by 5.

(Fig. 4(b)). In Figs. 4(c)(d), the ring deformations in both cases are illustrated. Besides the

different patterns, the rotating ring shows static radial expansion caused by rotation. In addition,

the effect of damping is more pronounced in the rotating ring case as the displacements decay

fast along the circumference away from the loading point.

3.3 Maximum deflection of the ring versus velocity

The maximum displacement at the middle surface (Dmax is defined as max{
√
w0

2 + u0
2}

in which w0 and u0 are the radial and circumferential displacements at the middle surface,

respectively) for a ring with the same parameters as used in section 3.2 is shown in Fig. 5(a).

For the chosen parameters, the resonance speeds of both cases are quite similar as shown in Fig.

2(b). However, the responses are different under the same load as shown in Fig. 5(a), especially

when the relative speeds between the load and the ring exceed the minimum resonance speed.

For rotating ring case, the rotation of the ring stiffens the ring, resulting in smaller responses. In

Figs. 5(b) and (c), the maximum middle surface displacements in the radial and circumferential

directions are demonstrated, respectively. It can be seen that the responses are mainly governed

by the radial motion. To conclude, for the moving load and rotating ring cases which have

similar resonance speeds, their responses are in large disagreement at higher speeds of the
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Figure 5: Comparison of maximum deflection at the middle surface versus velocity, k̄r = 0.01, k̄c = 0.1: (a)

Dmax; (b) maximum radial displacement; (c) maximum circumferential displacement.

relative motion between the load and the ring.

4 CONCLUSIONS

The equivalence of the rotating ring under a stationary constant load case and a stationary

subjected to a moving constant load case are discussed by comparing their resonance speeds, as

well as the steady-state responses. It is found that these two cases need to be distinguished even

for system parameters which result in similar critical speeds. The moving load on stationary

ring and the rotating ring under stationary load cases can only be considered equivalent when

the relative speeds between the ring and the load are low or the responses are mainly governed

by the n = 1 mode. First, if resonance speeds exist, these can be very different in the two cases

under consideration, which will result in different dynamic responses. Second, even for system

parameters which result in similar critical speeds, the responses under the same load can be

different due to the rotation effects.
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Abstract. This paper deals with the identification of the weight of a train in motion, based on
the measurement of the time-history of the response in terms of strains at the foot of the rail.
The direct problem is initially addressed: the response of a rail modelled as a one-dimensional
Euler-Bernoulli beam with constant properties, resting on a linear elastic foundation with vis-
cous damping and subjected to a Dirac delta load travelling at constant speed is considered. For
the model described, a closed-form expression of the solution can be obtained, which permits to
investigate the sensitivity of the response to the main mechanical parameters. Analytical strains
are compared to their experimental counterpart, showing their practical ability to describe the
real phenomenon. As a second step, the inverse problem consisting in the identification of the
loads for a given time-history of measured strains is addressed. The solution of the inverse
problem is set up as a minimization problem whose objective function is based on the difference
between experimental and model time-histories of strains. This inverse problem is nonlinear,
and its solution can be pursued by the Newton method, which requires recursive application of
a linearized expression for the evaluation of the optimal parameters. The Bayesian formulation
enables to investigate identifiability of parameters and minimum number of measurements, and
leads to conclude that the identification process must begin with an improving of the interpre-
tative model. This model updating can be achieved by evaluating the model parameters, using
the time-history of a train whose weight is known. After that, the actual identification of the
loads can be performed. The procedure proposed is applied to experimental strains recorded at
the foot of a rail on a stretch of line run by a locomotor moving at a low constant speed. The
identified loads were in good agreement with the expected value, with errors smaller than 4%.
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1 INTRODUCTION

Increased standards of safety in railway transport require awareness of the loads actually

travelling on railway lines, in particular when freight trains running. This enables to timely

schedule maintenance and monitor rail wear, as well as to check unbalanced loads which can

affect vehicle safety, and requires the development of methods for the identification of travelling

loads. This paper deals with the identification of the weight of a train in motion, based on the

measurement of the time-history of the response in terms of strains at the foot of the rail.

To solve this inverse problem, it is first useful to address the direct problem. Here, the rail is

modelled as a one-dimensional Euler-Bernoulli beam with constant geometrical and mechan-

ical properties, resting on a linear elastic foundation with viscous damping and subjected to a

Dirac delta load travelling at constant speed. The same model was used in the past to describe

the response of rocket test tracks [1] and train tracks [2]. This model has proved its ability

to describe the real experimental response and, since it enables obtaining a closed-form solu-

tion, it is used here as a reference model, enabling to investigate the response sentitivity to the

main mechanical parameters. More complex models involving 2D descriptions of the elastic

foundation were also proposed [3], but they seem not suitable for this inverse problem.

On accepting the simplified modelling of the travelling load as a Dirac delta, its identifica-

tion involves the evaluation of its amplitude only. We approach this inverse problem using an

estimator which minimizes the difference between the experimental response and the response

provided by the described mechanical model of the rail. An overview of the different approaches

presented in the literature for the solution of load identification problems can be found in the

work by Ouyang [4]. Among these, it is worth citing the approach proposed by Trujillo and

Busby [5], based on dynamic programming, not only the forcing term which provides the best

match is sought, but also that which has a certain degree of smoothness according to Tikhonov’s

regularization. An application of dynamic programming to train load identification is presented

by Zhu et al. [7]. Among other possible approaches, Ronasi et al. [6] calculate the minimum

of an objective function measuring the distance between experimental and analytical data. In

the framework of an algebraic solution, Meli and Pugi [8] made hypotheses to simplify the

load time-histories and adopted a multibody model for the railway vehicle. We develop here

a load identification procedure within the framework of a Bayesian approach, also addressing

problems of optimal choice of parameters and measurements [9, 10, 11]. Based on the results

obtained from the investigation of the Fisher matrix, we were able to conclude that the load

identification problem can be better formulated in two steps. The first step consists in a model

updating performed on the grounds of the knowledge of the response to a known load. The

second step is the actual load identification.

Experimental tests were used for validation: they consist of field measurements of the rail

strain time-histories due to the transit of a two-axis locomotor at low speed.

2 DIRECT PROBLEM

The rail is represented as a plane beam with constant geometrical and mechanical properties

resting on a linearly elastic foundation with viscous damping, and subjected to a Dirac delta

load of amplitude P moving at constant speed v. On settingE the Young’s modulus of the cross

section, I its moment of inertia, the solution to this problem in terms of transverse displacement

w as a function of time t and space z can be written in closed form:
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w(z, t) =

⎧⎨⎩
P
EI

(
e(z−vt)k3

(k3−k4)(k3−k1)(k3−k2)
+ e(z−vt)k2

(k2−k4)(k2−k1)(k2−k3)

)
z ≤ 0

− P
EI

(
e(z−vt)k4

(k4−k3)(k4−k2)(k4−k1)
+ e(z−vt)k1

(k1−k3)(k1−k2)(k4−k1)

)
z > 0.

(1)

where k1, k2, k3 and k4 are wavenumbers. The time-history of the response at z = 0 for P = 1 N

resulting from Equation (1) is represented in terms of curvatures χ(z, t) = ∂2w/∂z2 in Figure 1,

for different speeds and damping. Curvature is the observed quantity, since in the experimental

tests we will measure the strain at the foot of the rail, which is tied to the curvature by the linear

relation ε = hGχ, valid under the hypothesis of small displacements, with hG distance between

the center of mass of the cross-section and the foot of the rail. Figure 1a shows that, for speeds

of 28 km/h, approximately corresponding to 0.1 of the critical speed vcr, the dependence of the

maximum amplitude on damping is very limited. The critical speed vcr = (4kEI/(ρA)2)1/4,

with k stiffness of the soil, ρ mass density, and A area of the cross-section, is the lowest speed

at which a free wave can propagate in the rail [1]. When the speed increases, the response is

no longer symmetric, and the maximum amplitude more and more depends on the train speed

(Figure 1b). When the speed equals the critical velocity, a resonance occurs: the maximum

response increases and strongly depends on damping (Figure 1c).

Figure 2a shows the analytical time-history of the strains due to a series of ten Dirac loads

with P=78400 N, which is approximately the load insisting on one wheel of an unalden ETR324,

obtained using Equation 1 for a travelling speed of 28 km/h. Figure 2 b reports, for compari-

son, the experimental time-history of an ETR324, travelling at around 30 km/h. The pattern of

the time-history obtained from the model satisfactorily agrees with the time-history observed

experimentally.

a b c

Figure 1: Time-histories of curvatures for different values of damping and speed: 28 km/h=0.1vcr (a), 140

km/h=0.5vcr (b), 280 km/h=vcr (c). ccr = 2(kρA)1/2

3 INVERSE PROBLEM

The goal of the solution of the inverse problem consists in the identification of the amplitude

of the Dirac deltas representing train loads. It must be considered that the model contains several

parameters, whose values may be more or less uncertain, and that have an influence on the result

of the load identification. Some parameters are mechanical and geometrical characteristics of

the model, that is ρA, EI , k, c, while others concern the load: P and v. We will be dealing with

recordings made at low speed, therefore we will assume c = 0, and, also, that v is known, since

it is easily measurable. The vector of unknown parameters will be x = {ρA,EI, k, P}T .

Let us call ε(x) the vector of observed quantities as a function of the vector of parameters x,

and z the vector of corresponding measured quantities, that is, the time-discretized experimental
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a) b)

Figure 2: Analytical (a) and experimental (b) microstrain time-histories of an ETR324.

response at a given location. The vector of observed quantities is an m-element vector ε(x) =
{ε1(x), ...εm(x)}, whose i-th element represents the strain at a given abscissa and at the i-th
time instant.

Within a Bayesian approach, parameters are random variables, and measured quantities sat-

isfy the relationship

z = ε(x) + n (2)

where n is a vector of stochastic noise, independent of x. Assuming a multivariate normal

distrubution for x and n, and being Sx and Sn the covariance matrices of the initial estimate of

the parameters and of the noise, respectively, the maximum of the probability p(x|z) is attained

for the optimal x̂ of x which minimizes the objective function:

l(x) =
1

2
[z− ε(x)]TS−1

n [z− ε(x)] +
1

2
(x− x0)

TS−1
x (x− x0). (3)

Assuming that the initial estimate x0 is not too far from x̂, a linearization of the relationship

between observed quantities and parameters provides a recursive formula whose iterative appli-

cation enables to reach the minimum of the objective function:

x̂ = x0 + (HTS−1
n H+ S−1

x )−1HTS−1
n (z− ε(x0)), (4)

where H is the sensitivity matrix whose components areHij = ∂εi/∂xj , and S = (HTS−1
n H+

S−1
x )−1 is the a posteriori covariance matrix. Within this linearized framewok, the Hessian

matrix associated to l(x) is He = HTS−1
n H+S−1

x , whose first term is the Fisher or information

matrix A = HTS−1
n H.

Figure 3a reports the time-history of the change of the curvature for a 10% variation of each

of the three model parameters EI , ρA and k. These time-histories are, in practice, the columns

of the sensitivity matrix each multiplied by the variation of the related parameter, and divided by

hG. Figure 3a shows that the parameters which play the most important role areEI and k, while

ρA has a scarce influence. Identifiability is the actual possibility to determine a single set of

optimal parameters x̂ such that the objective function is at a minimum. Some information about

it is provided by H, whose rank indicates the maximum number of identifiable parameters: in
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our case, the rank of H is 3, independently of the number of time samples, which are as many

as the rows of the sensitivity matrix.

More precise information on the choice of parameters and measurements is provided by the

Fisher matrix, which must be invertible for the solution (4) to be calculated. The list of its eigen-

values can put the parameters, or more often, their linear combination, in order of importance.

This is displayed by the shape of the eigenvectors, which enables to point out possible coupling

between parameters. Observing the eigenvectors of the Fisher matrix, which are reported in

Figure 3b, it can finally be concluded that the parameters EI and k are coupled, while ρA is

an independent parameter with scarce influence on the response, in fact, it is associated with

the smallest eigenvalue and the related eigenvector has only the first component different from

zero. In such situation, it seems to be appropriate to obtain the solution of the inverse problem

in two steps: first the optimal parameters EI and k are sought using the response to a known

load, then the updated model is used to determine the amplitude P , the real unknown of the

problem.

The Fisher matrix also provides information on the choice of measurements by means of

its Fisher inflow, which is the value of the terms on the principal diagonal as a function of the

number of measurements. In fact, on assuming that Sn is a diagonal matrix, that is the noise is

uncorrelated, the terms on the principal diagonal can be written as: Aii =
∑

k(σ
4
k)

−1(∂εk/∂xi)
2.

Since the summation occurs over the time instants, in the limit of the time instant between two

samples tending to zero, it is obtained Aij = (1/T )
∫ T

0
(σ4)−1(∂ε/∂xi)

2dt, where T is the du-

ration of the phenomenon. The terms on the principal diagonal of the Fisher matrix provide

then an approximation of this integral, and tend to stabilize when the sampling frequency is

sufficient, indicating that further samples do not provide further information. This is shown in

Figure 4 a and b, where also the trace of A is reported, showing that a number of 40 measure-

ments will provide a stable estimate of the covariance matrix, for our purposes, with a variation

smaller than 5% for an increase of the number of measurements.

ba

Figure 3: Time-histories of the change of curvature for a 10% variation of mechanical parameters (a) and eigen-

values of the Fisher matrix (b).

As proposed, we proceed to the identification of EI and k using 40 samples of a pseudo-

experimental time-history generated by a known load. In the absence of noise and starting

from initial parameters with a 30% error, we obtain convergence to the exact values within five

iterative applications of Equation 4, according to the Newton method. The objective function is

smooth and has a unique minimum, as it is shown in Figure 5. Using the identified parameters, if

we proceed to the identification of the load, we obtain the exact value with a single application

of Equation (4), in fact, since the dependence of the response on P is linear, Equation (4)
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a b

A[i,i] A[i,i]

Figure 4: Fisher inflow and trace of the Fisher matrix (a), and % variation of their values (b) as a function of the

number of samples.

does not constitute an approximation when the unknown parameter is P . It is instead an exact

relationship, which does not requires iterations.

Figure 5: Contourplot of the objective function for pseudo-experimental data in the absence of error.

4 EXPERIMENTAL RESULTS

The procedure proposed is applied to experimental strains recorded at the foot of a rail on a

stretch of line run by a locomotor moving at low constant speed. The weight of the locomotor

is known and equal to 154.22 kN, so that two time-histories are firstly used to identify the

soil stiffness. The resulting objective function is reported in Figure 6a, showing a distinct

minimum. Then, a total of 10 locomotor transits with different constant speeds in the range

5-25 km/h were investigated. The updated model was used to identify the loads considered, at

this stage, as unknowns, and the resulting identified values are reported in Table 1. These loads

are in good agreement with the expected ones, with a mean error of 3.82%. The dispersion of

errors, varying from -10.3 to 3.6%, can be ascribed to the simple interpretative model and to the

the fact that experimental measurements were performed on one rail only, disregarding possible

unbalance of the load. Figure 6b shows the comparison between the experimental time-histories

of strains and those obtained from the updated model and the identified loads.
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transit 1 2 3 4 5

weight 154.68 144.29 138.28 155.35 154.44

error [%] 0.3 -6.4 -10.3 0.7 0.14

transit 6 7 8 9 10

weight 155.46 144.63 157.71 142.73 159.73

error [%] 0.8 -6.2 2.3 -7.5 3.6

Table 1: Identified weights [kN] in the different transits and related error.

a b

Figure 6: Objective function (a) and comparison between experimental and numerical time-histories of strains (b).

5 CONCLUSIONS

• We applied an approach for the identification of travelling loads of freight trains based

on the minimization of the difference between the experimental time-history of strains at

the base of the rail and their analytical counterpart. The model describing the response

is a one-dimensional Euler-Bernoulli beam resting on a linearly elastic soil. The load is

modelled as a Dirac delta load travelling at constant speed, whose amplitude is unknown

and is the final goal of the identification procedure.

• As a result of a sensitivity analysis, among the model parameters, the soil and the beam

stiffness resulted to be the most relevant, while damping was proved to be not significant

for an appropriate description of the response in range of speeds away from the critical

value. The procedure of identification is then performed in two steps, first updating the

model using the response to a known load, then identifying the intensity of travelling

loads.

• Experimental field tests were performed, in which the strains at the foot of the rail due

to the transit of a locomotor at low speed were recorded. Making reference to the known

loads, the model was updated by identifying the optimal value of the soil stiffness and,

afterwards, used as interpretative model to identify the weight of the locomotor, now

assumed as unknown. The loads were then identified with satisfactory accuracy, with a

mean error smaller than 4%.
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Abstract. This paper deals with the dynamic response of railway bridges traversed by articu-
lated trains, specifically the interaction effect between the coach length D and bogie distance
dBA. Current design code EN 1991-2 stipulate that the ratio D/dBA should not be close to an
integer value, but no further guidance is given. By using train signatures and a so-called bogie
factor, the combined effect is illustrated in a non-dimensional domain. The results are also pre-
sented by realistic examples which show that integer ratios ofD/dBA are not necessarily worse
than non-integer ratios. This is further confirmed by a parametric study of simply supported
beams and ranges of train parameters according to EN 1991-2 Annex E.
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1 INTRODUCTION

Excessive vibrations may occur in railway bridges if the load frequency coincides with the

natural frequency of the bridge. In the design of railway bridges, especially on high-speed lines,

the dynamic response is analysed using a set of universal trains, named as HSLM in EN 1991-2

[1]. These train load models were developed within ERRI D214.2/RP6 [2] and should also

cover ranges for different real trains, as defined in EN 1991-2 Annex E. Excessive vibrations

are likely to occur at resonance, where the load frequency depends on the axle spacings or any

of its integer multiples.

This paper focus specifically on the articulated train (AT) with jacobs bogies, where the

coach length D and bogie distance dBA are the main parameters. In EN 1991-2 Annex E it is

stipulated that D/dBA should not be close to an integer value. No further guidance is given on

how close to an integer value such ratio is allowed, or how to assess its effect. The main aim

of this study is therefore to explore the interaction effect between D and dBA in terms of the

resulting dynamic response. This is done by a parametric study of simply supported bridges

and a non-dimensional approach based on train signatures and a so-called bogie factor, further

explained in this paper.

2 MOTIVATION OF THE RESEARCH

A typical example is presented first, in order to motivate the reasons for this investigation.

Let a theoretical simply supported (S-S) railway bridge have first natural frequency n0 = 7.0Hz,
which is a usual value for spans between some 12.5 and 30m. Consider also an AT (see Fig-

ure 1) with characteristic distances D = 18m (carriage length) and dBA = b = 3m (bogie

wheelbase) travelling over the bridge. For the moment, the presence of the power cars (1) in

Figure 1 is ignored, and it is admitted that all passenger coaches of type (2) and (3) have the

same distancesD and b. These hypotheses allow one to focus on the possible resonant coupling

caused by integer values of the D/b ratio.

dd
N ×D DD

L
m, E, I

Figure 1: Articulated train passing over a S-S bridge.

Any mode of vibration of the bridge that is excited by the passing train will remain in free
vibration once the train has left the bridge. The passage of each axle load generates such kind

of free vibrations, that will accumulate with the free vibrations generated by the subsequent

passing loads, in a way that may lead to (i) resonance in the case of in-phase addition, (ii)

cancellation if the addition is in counter-phase, or (iii) addition to some intermediate degree in

the rest of cases. If damping were absent, which is only possible from a theoretical point of

view, resonance and cancellation phenomena would be ideally perfect for axle loads of equal
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intensity adding in-phase or counter-phase, respectively. All these aspects were dealt with in

depth in previous research works [3].

The relevance of an eventual integer value of D/b is apparent: in a two-axle bogie, if the

vibrations of the second axle add in phase with those of the first axle, this means that the time

interval b/V , where V is the speed of the train, is an integer multiple of the period T of the

vibration mode of interest. For the fundamental mode, this entails

b/V = n/n0 n = 1, 2, 3, . . . (1)

In equation (1) n = 1 is referred to as the first bogie resonance, while for n = 2, 3, . . . one

speaks of second resonance, third resonance, etc. With the values presented above, one gets

Vn=1 =
b n0
1

=
3 · 7
1

= 21m/s = 75.6 km/h (2)

It is apparent that for speeds equal to integer fractions of 75.6 km/h, one will get the second,

third, etc. resonances of the bogie. Because of damping, the amplitude of the resulting vibra-

tion from each of them will decrease as n increases. Moreover, speeds around 75.6 km/h are

nowadays considered low speeds, and particular bridge vibration problems are not expected in

regular operation of railway vehicles at such speeds.

In the sample case presented here, when the first resonance of the bogie takes place, then

also a sixth resonance of the carriage takes place, because, in a way analogous to equation (2),

one has, for characteristic distance D = 18m:

Vn=6 =
Dn0
6

=
(6 · 3) · 7

6
= 21m/s = 75.6 km/h (3)

Of course, if damping were high enough, such sixth sub-harmonic of the carriage resonance

would have little effect, but it should also be born in mind that damping can be higher or lower

depending on the bridge type and condition.

For free vibrations to accumulate, cancellation of the vibration mode (for each axle) must not

take place [4], [3]. Therefore, the nondimensional speed K must be different from 1/(2i + 1)
if the bridge is S-S, of span equal to L. Integer i is referred to as the order of the cancellation
of the influence line, since it yields the order of the corresponding zeros of the free vibration

amplitude response (see figure 2 in reference [3]). Consequently, the condition to be verified to

avoid cancellation is as follows:

K =
V

2n0L
	= 1

2i+ 1
i = 1, 2, . . . (4)

With the reference data employed above, cancellation would happen at 75.6 km/h for the

spans listed in Table 1. So, one can select a span equal to L = 15m and be sure that is neatly

far from cancellation, and indeed very close to a point of maximum free vibration. In such

case, the addition of successive axle loads will lead to a maximum resonance phenomenon (see

section 4 in reference [3]).

Figure 2 shows the response of the above described bridge under the circulation of a series

of 2k = 20 loads, arranged in k = 10 equidistant bogies with two loads P = 170 kN in each

bogie. The linear mass of the bridge is set to m = 12 t/m, which is a realistic value for a

concrete, single-track, beam bridge of 15m span, and damping ratio is ζ = 1.0%. Damping
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i 1 2 3 4 5 6 7

L(m) 4.5 7.5 10.5 13.5 16.5 19.5 22.5

Table 1: Span lengths for i-th cancellation of the 1st mode at 75.6 km/h in a S-S bridge with n0 = 7.0Hz.

0 1 2 3 4 5 6Time (s)

-2
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D/b = 6.5
D/b = 6.0

Figure 2: Time-history response of a S-S bridge under a sequence of 10 equidistant, two-axle bogies with D =
18m, and P = 170 kN. L = 15m, n0 = 7.0Hz, m = 12 t/m, ζ = 1.0%. b = 3m for the dashed line;

b = 2.769m for the solid line.

should probably be somewhat higher for a bridge of such span, but the vibration effects will be

better illustrated with the selected value.

Figure 2 shows a response that is clearly resonant, with six cycles between maximum peaks

as expected from equation (3). Two time series are displayed: the dashed line corresponds to a

slightly higher response, obtained with b = 3m, so that D/b = 6.0; conversely, the solid line

has been obtained with b = 2.769m, which leads to D/b = 6.5. It should be noticed that in the

latter case, the D/b = 6.5 ratio is as far as possible from being integer, but still the observed

resonant response is almost identical in both cases. So the following question arises: From the

point of view of bridge vibrations, is it reasonable to consider that ATs whereD/b = D/dBA is

close to integer are more critical than others? This question is dealt with in greater detail in the

following sections.

3 NONDIMENSIONAL APPROACH BASED ON TRAIN SIGNATURE AND BOGIE
FACTOR

3.1 Signature of a set of equidistant loads

Based on superposition of effects in linear regime, in reference [2] the following approach

was presented for the computation of the acceleration level in a S-S bridge due to the passage

of a train:

amax = Γmax(mL, ζ,K) ·G(Fi, di, λ, ζ) (5)
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where the term G(Fi, di, λ, ζ) is the signature or train spectrum for a series of loads Fi

with spacing di measured from the first load (d1 = 0). The wavelength λ = V T , where T is

the period of the vibration mode, and Γmax(mL, ζ,K) is the influence line for the fundamental

mode of a S-S bridge. Because the influence line will vary between different types of structures,

it is convenient to keep it as a separate factor, as in equation (5). In so doing, one can concentrate

in the values of the signature; those values depend only on damping and the train type for each

wavelength. Plots as a function of wavelength will then provide a quick view of the phenomena

involved.

In reference [5], a new expression of the signature is presented for a group of k equidistant,

unit loads:

GE(k,Λ, ζ)= k if ζ = 0 and Λ = 1, 1/2, 1/3, ...(resonance)

GE(k,Λ, ζ)=

√
σ2(1−k)fk(σ,Λ)

f1(σ,Λ)
otherwise. (6)

where

fk(σ,Λ)= (1 + σ2k − 2σk cos(2kπ/Λ))

σ= eζ2π/Λ ≥ 1

Λ=λ/D = V T/D

and f1 = fk(k = 1). Such expression can be computed very efficiently because it neither in-

volves summations of out-of-phase loads, nor it involves taking the maximum among subtrains
as prescribed in [2]. Conversely, it has the disadvantage that the power cars are not taken into

account. The nondimensional wavelength Λ represents the fraction ofD travelled in one period

of the free vibration.

In order to get the complete signature for a series of carriages supported on bogies as it is

usual in an AT, one has to multiply the signature given in equation (6) by the bogie factor or

bogie spectrum. This factor is also introduced as a function of a nondimensional wavelength in

reference [5], as explained next.

3.2 Bogie factor

The bogie factor is a multiplying function that can vary in the interval [0, 2], and provides

an exact, equivalent amplitude of the effect of two consecutive loads separated by distance

b = dBA. The equivalence is established in terms of the addition of the free vibrations created

by each of the two loads, when they pass over a flexible structure at speed V :

fB(μ, ζ)=
√
1 + e−ζ4π/μ + 2e−ζ2π/μ cos(2π/μ)

μ=λ/b = V T/b (7)

In the same way that Λ = 1/nD = 1, 1/2, 1/3, .. implies resonance or sub-resonance or order

nD associated to distance D (carriage resonance), μ = 1/nb = 1, 1/2, 1/3, .. implies resonance

or sub-resonance of order nb associated to distance b (bogie resonance). Also, when μ =
2, 2/3, 2/5, .. bogie cancellation occurs. Conversely, above μ = 2.0, fB → 2.0 monotonically,

in a way similar to the signature in equation (6), which tends to kF when Λ → ∞ (F is the

value of the constant axle loads different from unity).
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In case of bogie resonance, integer ratios D/b = l would lead to

Λ =
V T

D
=
V T

b
· b
D

=
1

nb
· 1
l
=

1

nD
(8)

As it is apparent, nD = nb × l is integer and (higher order) resonance of the carriage would

also be induced. For this reason, the D/b integer ratios may initially be considered more ag-

gressive, as explained in previous section.

3.3 Combined effect of signature and bogie factor

The signature or spectrum of a set of k two-axle bogies of constant loads F can be obtained

exactly by multiplication of F times equations (6) and (7). Such signature will represent the

vibration coupling of a series of carriages of an AT, where the power cars are neglected and all

carriages are assumed to have constant length D. Therefore, the main coupling phenomenon

between D and b can be analysed at once.

The signature can be suitably plot as a function of Λ and μ. In such approach it is convenient

to realise that any constant ratio η = D/b, will lead to a inclined line in the [Λ, μ] plane, since

μ =
V T

b
=
V T

D
· D
b

= Λ · η (9)

Therefore, in log-log axis the lines corresponding to constant η ratios will appear as inclined

parallel lines, as shown in Figure 3. The upper limits in Figure 3 are set by considering that

n0 = 7.0Hz, Vmax = 350 km/h, Dmin = 18m and bmin = 2.5m, which are all usual values for

high-speed articulated trains. Damping has been neglected, which leads to maximum values of

the spectrum equal to 20, since the number of unit loads in the trainset is 2k = 20.

In Figure 3 the three inclined lines correspond to η = D/b equal to 5.5, 6.0 and 6.5. It

is seen that the critical point (where Λ = 1/6 and μ = 1) reaches a maximum amplitude of

20 for D/b = 6.0, but the amplitudes for D/b = 5.5 and D/b = 6.5 are very similar. This

is the theoretical explanation to the very small difference in the amplitude of vibrations levels

displayed in Figure 2.

The peak response in Figure 2 can be also analysed for a wider range of speeds, as it is

shown in Figure 4, where sub-resonances of the carriage are visible for nD = 2 at 226.8 km/h
to nD = 8 at 56.7 km/h, except for nD = 3 that cancels exactly (indeed it cancels twice: i = 2
in equation 4, and also μ = 2).

All predictions from Figure 3 are confirmed in Figure 4. The highest peak for the sixth sub-

resonance corresponds to D/b = 6, while the other two curves give very similar response in

this case, even if they are as far as possible from being integer. Besides, the peaks for the eighth,

seventh and second sub-resonances are higher forD/b = 6.5, while the peaks for the fourth and

third sub-resonances are higher for D/b = 5.5.

The conclusions of the studies presented in this section are generalised next for a wide en-

semble of S-S bridges and articulated trains that cover the vast majority of cases of interest.

4 PARAMETRIC STUDIES

4.1 Hypotheses and methods

In order to confirm that integer values of D/b are not necessarily more aggressive than non-

integers as regards the coupling of carriage-induced and bogie-induced vibrations, a compre-

hensive parametric study has been carried out with the following characteristics.
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Figure 3: Signature of a sequence of k = 10 equidistant, two-axle bogies of unit loads (log-log axis). Red, black

and blue lines correspond to η = D/b equal to 5.5, 6.0 and 6.5, respectively.

Prestressed bridges of S-S type on rigid supports are analysed under sequences of (10−1) =
9 carriages supported on equidistant bogies. Therefore, k = 10 as in Figure 4 and each train

has 20 constant, concentrated loads travelling at a constant speed V .

According to Table 2, the carriage lengthD is varied in a discrete manner from 18m to 27m
in steps of 0.5m, in line with the limits in Annex E from EN1991-2 [1]. Providing that the

bogie wheelbase b is limited to the interval [2.5m, 3.5m] as stated also in Annex E from [1],

the number of combinations ofD and b that can produce integer ratios is limited to 51 different

cases. Such cases are shown in Table 2, particularly in the two columns headed by symbol b;
the integer D/b = l value for each case is also shown in the corresponding row.

Also in Table 2, 51 × 2 bogie wheelbases are gathered where D/b is as far as possible

from being integer. For instance, in the first row of the table, D/b = l = 6 for D = 18m
corresponds to b = 3m, while b− = 3.273m corresponds to a smaller ratio D/b = 6 − 0.5 =
5.5. Analogously, b+ = 2.769m corresponds to a larger ratio D/b = 6 + 0.5 = 6.5.

It can be seen in Table 2 that some of the values of b− and b+ lie outside the interval

[2.5m, 3.5m], but such interval is never exceeded by more than 9%, so the values in the ta-

ble can be deemed acceptable for the purpose of this study.

Spans from L = 5m and L = 30m have been analysed under the action of such 51×3 trains,

and the response under the trains with integer D/b values (column b) has been compared with

the one due to the trains with non-integerD/b values (columns b− and b+). Damping values for

the prestressed bridges have been selected according to [1]. Clearly, the possible carriage-bogie

resonant coupling situation would take place for nD = nb × l, as explained from equation (8)

in section 3.2. In such case, the resonance order for the carriage (length) is a multiple of the

resonance order for the bogie (wheelbase).

If the speeds involved were to be close to 200 km/h or higher, which is the usual range
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D/b = l D b b− b+ D/b = l D b b− b+

6 18 3.000 3.273 2.769 7 23 3.286 3.538 3.067

7 18 2.571 2.769 2.400 8 23 2.875 3.067 2.706

– – – – – 9 23 2.556 2.706 2.421

6 18.5 3.083 3.364 2.846 7 23.5 3.357 3.615 3.133

7 18.5 2.643 2.846 2.467 8 23.5 2.938 3.133 2.765

– – – – – 9 23.5 2.611 2.765 2.474

6 19 3.167 3.455 2.923 7 24 3.429 3.692 3.200

7 19 2.714 2.923 2.533 8 24 3.000 3.200 2.824

– – – – – 9 24 2.667 2.824 2.526

6 19.5 3.250 3.545 3.000 7 24.5 3.500 3.769 3.267

7 19.5 2.786 3.000 2.600 8 24.5 3.063 3.267 2.882

– – – – – 9 24.5 2.722 2.882 2.579

6 20 3.333 3.636 3.077 8 25 3.125 3.333 2.941

7 20 2.857 3.077 2.667 9 25 2.778 2.941 2.632

8 20 2.500 2.667 2.353 10 25 2.500 2.632 2.381

6 20.5 3.417 3.727 3.154 8 25.5 3.188 3.400 3.000

7 20.5 2.929 3.154 2.733 9 25.5 2.833 3.000 2.684

8 20.5 2.563 2.733 2.412 10 25.5 2.550 2.684 2.429

6 21 3.500 3.818 3.231 8 26 3.250 3.467 3.059

7 21 3.000 3.231 2.800 9 26 2.889 3.059 2.737

8 21 2.625 2.800 2.471 10 26 2.600 2.737 2.476

7 21.5 3.071 3.308 2.867 8 26.5 3.313 3.533 3.118

8 21.5 2.688 2.867 2.529 9 26.5 2.944 3.118 2.789

– – – – – 10 26.5 2.650 2.789 2.524

7 22 3.143 3.385 2.933 8 27 3.375 3.600 3.176

8 22 2.750 2.933 2.588 9 27 3.000 3.176 2.842

– – – – – 10 27 2.700 2.842 2.571

7 22.5 3.214 3.462 3.000 – – – – –

8 22.5 2.813 3.000 2.647 – – – – –

9 22.5 2.500 2.647 2.368 – – – – –

Table 2: Definition of 51× 3 ATs for the parametric study.
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Figure 4: Acceleration envelope for a sequence of k = 10 equidistant, two-axle bogies of F = 170 kN. Values of

b corresponding to η = D/b equal to 5.5, 6.0 and 6.5.

for dynamic analysis, nb ≥ 2 would correspond to very stiff elements and/or higher modes of

frequencies above some 30Hz, for b ∈ [2.5m, 3.5m] . Moreover, nb ≥ 3 would correspond

to frequencies above 45Hz, approximately. These are not the cases of main interest for the

present study, which is focussed in the behaviour of principal structural elements. With such

perspective, and given that for speeds lower than 200 km/h vibrations have traditionally not

been considered a key concern in railway bridges [6], such cases will be left out of this study;

accordingly, the resonance order of the bogie will be limited to nb = 1. However, a closer

nondimensional analysis such as the one presented in Figure 3 reveals that the conclusions for

nb = 1 and nb = 2 are very similar.

Because resonance is a consequence of the addition of free vibrations, for a relevant resonant

peak to occur the speeds of the trains must be carefully chosen in order to avoid cancellations of

the influence line, as prescribed by equation 4. Therefore, the values of nondimensional speed

K = K̂i selected for the analysis can be taken as the average ones for every two consecutive

cancellations, i.e.:

K̂i =
V

2n0L
= 0.5

(
1

2i+ 1
+

1

2i+ 3

)
i = 1, 2, . . . (10)

Equation (10) yields nearly maximum free vibrations for each speed range between cancel-

lations. In addition to those values K̂i, also one extra point has been selected above the first

cancellation, named as K̂m
1 = 0.386 in reference [3]. Only the fundamental mode of vibration

has been considered, since the addition of free vibrations for every mode obeys the same phys-

ical rules that the addition for the fundamental mode. As for the integration of the equations of

motion, Duhamel’s integral has been used throughout.

From previous considerations, it is clear that each train with a D/b = l integer ratio will
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present maximum response when nD = nb × l = 1 ×D/b. Consequently, the sub-resonances

for Λ = 1/nD = b/D from Table 2 are the ones to be analysed. This objective has been

accomplished by selecting 41 different, equally spaced speed values between Λ = 1/(nD+0.5)
and Λ = 1/(nD − 0.5), which captures the resonant peak with the required precision.

The frequency of the bridges has been taken from the lower bound of the frequency band

in section 6.4.4 from [1]. This only entails that the nominal speed depends linearly on such

frequency for the analyses, but it does not affects the spans involved.

The spans are selected to avoid resonance, by using the values K̂i obtained previously. Be-

cause sub-harmonic nD is the mid-point of the speed range for each analysis, then Vtarget =
n0D/nD is such mid-point. Given the definition of K, it is straightforward to obtain the as-

sociated span for each possible K̂i, which should lie within the range L ∈ [5m, 30m], or is

otherwise discarded. This procedure follows the concept of the maximum resonance described

in section 4 of reference [3]:

L =
D

2 K̂i nD
(11)

A total of 442 spans can be derived from the procedure explained above, which cover in a

nearly continuous fashion the full range L ∈ [5m, 30m], with very few minor exceptions that

stem from the discretisation procedure adopted in the different ranges of parameters.

4.2 Results and discussion

Figures 5 and 6 summarise some of the main results of the parametric study. In each figure,

the horizontal axes are merely counters of the number of different speeds (41) and number of

different spans (442). The vertical axis shows the normalised maximum acceleration for every

speed, obtained from time-histories of accelerations similar to the one in Figure 2.

The normalisation procedure is as follows. First, the analyses for wheelbase b corresponding

to D/b = l integer ratios are run and, for each span Lk, the maximum resonance acceleration

is computed (abmax(Lk), where k = 1, 2, . . . 442). Then, the response envelope for span Lk is

divided by abmax(Lk) and represented in Figure 5; therefore, the maximum value of all curves for

every span in Figure 5 is equal to unity. Since the response values at minimum and maximum

speeds display variations among different spans that render the plot too jagged, the spans have

been rearranged with a view to give an appearance as smooth as possible.

Second, the analyses for wheelbase b− corresponding to D/b = l − 1/2 non-integer ratios

are run and, for each span Lk, the maximum resonance acceleration is normalised against the

value abmax(Lk) previously computed. In such way, the maxima of the curves for every span

in Figure 6 are not equal to unity, but only slightly smaller. This phenomenon was previously

demonstrated to happen for a particular case in Figure 4 (sixth sub-resonance).

From Figures 5 and 6 the comparison of maximum response values for each span has been

carried out. In so doing, the conclusion is that the largest observed difference is 4.2%, which

is caused by the difference between b and b−. A similar comparison has also been carried out

among the results corresponding to b and b+, which produces a largest difference of 3.2%.

In conclusion, the parametric study conducted here shows that the peak response of se-

quences of equidistant bogies where D is a multiple of b is not significantly larger than for

sequences of bogies where the ratio D/b is as far as possible from being integer, when the first

resonance case of the bogie nb is considered.
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Figure 5: Envelope of maximum normalised accelerations for wheelbase b, corresponding to D/b = l integer

ratios.
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Figure 6: Envelope of maximum normalised accelerations for wheelbase b−, corresponding to D/b = l − 1/2
non-integer ratios.

5 CONCLUSIONS

The coupled resonance effect of sequences of equidistant Jacobs bogies has been analysed

in this article. The following conclusions can be drawn from the analyses carried out in this

research work:

• The addition of the free vibrations created by series of 2k constant loads arranged in

two-axle bogies that travel through a flexible structure can be carried out in an exact

manner, by means of the multiplication of the signature (or spectrum) of a series of k
equidistant loads times the signature of the bogie (bogie factor). Closed-form expressions

for such signatures are summarised in this paper, and were either introduced or discussed

in previous works [5].

• The multiplication of the signature of a series of k equidistant loads times the bogie factor

yields the signature of an articulated train (power cars are neglected). Such signature can

be represented in two-dimensional contour plots as a function of normalised wavelengths.
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• The two-dimensional signature of the articulated train shows that the response of a train

where the ratio between carriage length D and bogie wheelbase b is an integer value l is

critical for sub-resonance order 1/l, in case of first resonance of the bogie wheelbase.

• Both from a theoretical perspective as well as from a comprehensive parametric study, it

has been shown that actual articulated trains (as described in Annex E from EN 1991-2)

are not significantly more critical whenD/b takes integer values than if such ratio is non-

integer. This situation has been examined thoroughly for the first resonance of the bogie

wheelbase.

• A closer analysis to the two-dimensional signature of the articulated train demonstrates

that the preceding conclusions are also valid for the second resonance of the bogie wheel-

base, which takes place at half the speed of the first one.

6 ACKNOWLEDGEMENTS

This research was partially developed during a stay performed by Pedro Museros at the KTH
Royal Institute of Technology, within the Division of Structural Engineering and Bridges (Stock-

holm, Sweden). The financial support of the Generalitat Valenciana, through the program

BEST2019 for research stays (Subvenciones para estancias de personal investigador doctor en
centros de investigación radicados fuera de la Comunitat Valenciana), as well as the permis-
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Abstract. In this paper, analysis of vibrations induced by proximate moving masses travers-
ing a beam supported by a finite-depth foundation with partial shear resistance is presented. 
This model is simple enough to be handled by semi-analytical approaches and has a counter-
part in modal expansion, which is suitable for finite beams [1]. The model can acceptably ap-
proximate vibrations recorded experimentally as shown in [2] and provides results 
sufficiently close to the ones obtained on more sophisticated models [3]. 

The semi-analytical analysis is based on developments related to massless foundation pre-
sented in [4-7]. The method is extended, and additional aspect of dynamic amplification due 
to the proximity of moving masses are included. Final solution is presented in convenient 
form where most terms are analytical, and thus can be easily evaluated. This form also clear-
ly identifies each part contribution. Main part of the solution is harmonic, composed from 
steady and unsteady parts of the solution. The unsteady part needs identification of induced 
frequencies. These frequencies are also important indicators of the onset of instability of the 
moving masses. Generally insignificant transient part of the solution has to be obtained nu-
merically. 

The possibility of analysing same situation on finite beams is very important for results vali-
dation. In addition, because it is easy to determine vibration modes for beams with abrupt 
change in foundation stiffness, this additional feature can also be analysed. 

The main new contribution of this paper is detailed analysis of dynamic amplification effects 
due to masses proximity and conclusion that, as far as the instability is concerned, its onset is 
not influenced by increasing number of masses.  
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1 INTRODUCTION 

In recent years, due to increased computational power, there is a tendency to overlook ana-
lytical and semi-analytical solutions, despite their inherent and undoubtable advantages. Nev-
ertheless, at the same time, this computational facility also amplified possibility of symbolic 
and high-precision calculation with adaptable number of digits precision. This way, after nu-
merical identification of exact values of some key parameters, final results can be presented as 
closed-form formulas, evaluable in places of interest without the full-time history, and with-
out the necessity of testing discretization parameters ensuring the results convergence.  

The aim of this contribution is to fill the gap in available semi-analytical solutions related 
to wave propagation induced by moving loads, with practical applications of high-speed rails. 
Many works over the years were directed to moving force problems with a beam as a guiding 
structure, placed on simplified foundation models. However, when there is no inertia in the 
moving system, then there is a lack of dynamic interaction and important issues like instabil-
ity of the moving object are completely hidden. Either inertia is considered in the supporting 
structure or not, in case of longitudinally homogeneous structure the solution related to mov-
ing force with constant velocity rapidly achieves its steady-state form. In case of linearity, su-
perposition is possible.  

When inertia is added to the moving object, the problem becomes inherently non-linear 
and therefore the question of proximate moving objects is relevant and important from a prac-
tical point of view. There are several published works on similar subjects, but the question of 
proximity is rarely considered. 

In [7], some preliminary results related to the effect of proximity of two moving masses 
travelling over an infinite beam supported by a two-parameter visco-elastic foundation are 
presented. It was concluded that is it possible to define two limiting distances between the 
masses, identifying an interval for which full solution is strictly necessary. For higher 
distances, i.e. when masses are sufficiently apart, the error introduced by results superposition 
is negligible; while when masses are very close to each other, it would be better to replace the 
two masses by one single doubled mass. It was also concluded that these limiting distances 
can be determined from analysis of induced frequencies and the corresponding amplitudes. In 
addition, it was shown that the instability region is not affected in an undamped case and the 
onset of instability occurs exactly at the critical velocity, as for one moving mass.  

In [2] it was proven that the classical critical velocity related to moving force on an infinite 
beam is not realistic. It was also shown that quite satisfactory foundation model can be ob-
tained by considering finite depth foundation with partial shear resistance. Then the critical 
velocity is determined as a function of the mass ratio defined as square root of the ratio of the 
beam mass over the dynamically activated foundation mass. Such simplified model gives 
quite a good approximation of the full more sophisticated models as shown in [3]. 

It is therefore interesting to see how the preliminary conclusions from [7] will be affected 
by more realistic foundation model. In Section 2 the model under consideration is described. 
Some indications about the way how the semi-analytical solution is obtained are given in Sec-
tion 3. Numerical results are presented in Section 4 and the paper is concluded in Section 5. 

2 MODEL SPECIFICATIONS 

In this paper it is assumed that a homogeneous beam is placed either on massless two-
parameter visco-elastic foundation or on a foundation with finite depth and partial shear re-
sistance under plan strain condition. The beam is subjected to two moving masses, acted on 
by constant force with harmonic component each. Both masses are moving at a constant ve-
locity and the contact between the beam and each mass is rigid. The influence of the distance 
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between these masses is subject of analysis. The model is depicted in Figure 1. Part a) is 
showing the massless foundation and part b) the foundation with finite depth. 

Figure 1: The model under consideration with supporting medium as: a) massless two parameter visco-elastic 
foundation; b) finite-depth foundation with partial shear resistance under plane strain condition. 

It is further assumed that at zero time the beam is at rest and all deflections are measured 
from static position of the involved parts, excluding from further analysis beam and founda-
tion weight. As the problem has applications in railways, the moving force acting on the point 
mass may not be coincident with the mass weight. The beam will be treated according to the 
Euler-Bernoulli theory. Foundation model, as described in [1-3], corresponds to a foundation 
strip of a finite width b  and a finite depth H  under plane strain condition and with neglected 
horizontal displacements, however, the shear resistance is included in its simplified form by 
the part of the shear stress coming from vertical displacements. This means that in finite ele-
ment models, the foundation can be modelled by plane strain continuum without horizontal 
displacements. 

3 GOVERNING EQUATIONS AND THE SOLUTION METHOD 

The solution method follows the previous publications by this author. The governing equa-
tion for determination of the beam deflection field w(x,t) reads: 

, , , ,, , , , , ,xxxx xx tt b tEIw x t Nw x t mw x t c w x t p x t F x t (1) 

where EI, m, and N stand for the bending stiffness and mass per unit length of the beam, and a 
normal force acting on the beam normal axis. cb is the coefficient of viscous damping, p(x,t) is 
the foundation pressure and F(x,t) is the loading term. x is spatial coordinate and t is the time. 
Derivatives are designated by the respective variable in subscript position, preceded by a 
comma. The foundation pressure in case of two parameter foundation is given by 

,, , ,p xxp x t kw x t k w x t (2) 

where k and kp are Winkler’s and Pasternak’s moduli of the foundation. In case of foundation 
of finite depth, dynamic equilibrium in the vertical direction of the foundation has to be 
solved to determine the foundation pressure. In such a case  

, , ,2 , , , , , ,z zz z xx z ttu x z t u x z t u x z t (3) 

where uz(x,z,t) is the vertical displacement field in the foundation and z is the vertical down-
ward oriented spatial coordinate. Further: 

0 ,1 f tc , 0 ,1 f tc (4) 
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where cf is the coefficient of viscous damping of the foundation and λ0, μ0 are basic values of 
Lame’s constants. After determination of the displacement field, using also the boundary con-
dition that states zero displacement at the bottom of the foundation depth and the interface 
condition establishing that the beam deflection is equal to the soil deflection on the top, foun-
dation pressure is calculated from basic equation of elasticity. 

The loading term is in both cases reads: 

1 1 1 1 1 01, 1

2 2 2 2 2 02, 2

, sin

sin

c a f f tt

c a f f tt

F x t P P t M w t x x

P P t M w t x x
(5) 

where, according to Figure 1, M1 and M2 are the rear and front mases, respectively, and 

1 1 1 1 1sinc a f fP P P t , 2 2 2 2 2sinc a f fP P P t (6) 

P1c, P2c designate the constant forces; P1a, P2a are the amplitudes of the harmonic components, 
ωf1, ωf2 are forced frequencies and φf1, φf2 are phases of the harmonic terms. δ is the Dirac del-
ta function, marking location of the load at positions x1 and x2. As rigid contact is assumed, 
then 

01 1, ,w t w x t w vt t , 02 2 , ,w t w x t w d vt t  (7)

For proper problem statement, initial conditions must also be stated. It is assumed for the 
beam that 

0
, 0

t
w x t , , 0

, 0t t
w x t    x (8) 

and also, for the foundation that at zero time there are no initial displacements or velocities in 
the full domain. Boundary conditions are defined as 

, 0w x t , , ,xw x t    ,t x (9) 

It will be important to validate the final solution with solution on finite beams. In such a case, 
the boundary conditions must be altered. The advantage of the foundation model with finite 
depth specified above is that it can be conveniently represented on finite beams by separation 
in vibration modes, as shown in [1]. This is particularly advantageous, because in moving in-
ertial object problems, where the supporting structure is composed of a beam on a foundation, 
there is an intimate connection between finite and infinite beams. Therefore, results obtained 
on finite beams are very good approximation of the infinite scenario, as already demonstrated 
in [4-7]. For finite beams it is necessary to start actuation of the load further from the initial 
support, to eliminate its influence. This also means that the most convenient supports can be 
used. These are undoubtably simple supports due to analytical version of the vibration modes 
described by numerically stable sine function without involvement of hyperbolic ones. Then 
the boundary conditions are 

0
, 0

x
w x t , , 0

, 0xx x
w x t , , 0

x L
w x t , , , 0xx x L

w x t    t (10) 

where L is the beam length. 
Basic steps to be followed to obtain for solution on finite beams are presented in [1, 7]. In 

[7] construction of time dependent matrices is given. In [1] is it explained and proven how to 
determine vibration modes and how to define the orthogonality condition for the case of 
foundation with finite depth. The loading term is the same as for the massless foundation. 
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Disadvantage of the solution on finite beams is that quite a high number of modes must be 
used for good approximation of the results, which is particularly aggravated in the case of fi-
nite-depth foundation. Due to the moving inertial terms, equations in modal space are coupled, 
which makes the numerical solution of the modal coordinate computationally demanding. 
Nevertheless, it is possible to reorganize the terms in governing time-dependent matrices in a 
way that the computational effort is significantly reduced. The advantage of solution on finite 
beams is that it inherently includes all parts of the solution from the very beginning, therefore 
vibration patterns are not reduced directly to the steady-state solution as would result from the 
double Fourier transform. This way it forms convenient form for validation of infinite beams, 
where vibration patterns are considered also from the very start.  

Solution on finite beams is conveniently rescaled to dimensionless parameters, which have 
same base for both types of foundations due to the possibility of introduction of an equivalent 
Winkler constant for the finite-depth foundation 

0 02 b
k

H
, 4
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2st
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2

4 1
cr

kEI kv
m m

(11) 

Further in Eq. (11): χ is the inverse of the characteristic length, wst is the maximum static dis-
placement exhibited by the beam under constant still force P when the beam is supported by 
Winkler foundation characterized by modulus k. vcr is the critical velocity related to the same 
case, but with the force moving by constant velocity. These values can be used to define di-
mensionless velocity α, time τ, spatial coordinate ξ and displacement, respectively 
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It is useful to remark that α=1 does not necessarily mean critical velocity of the problem, 
because even for massless foundation, the true critical velocity of the problem depends on the 
effect of the normal force and Pasternak’s modulus, and in the case of foundation with finite 
depth, the critical velocity depends also on the mass ratio R 

bHR
m

(13) 

where ρ is the soil density.  
Basic steps for solution on infinite beams follow [1,4-6]. It is convenient to introduce the 

moving coordinate, and then in Eq. (12), instead of fixed coordinate x, r=x-vt is used. Final 
solution is presented as a sum of the steady-state solution, the unsteady harmonic solution and 
the transient vibration. As in previous works, the transient part can be mostly disregarded and 
affects the solution in initial times to force the full solution to match the initial conditions.  

Main equation that determines the induced frequencies necessary for the unsteady part is 

1 2 1 2

2 2 42 0, 2 0, 4 , , 0M M M Mq K q q K q q K d q K d q (14) 

where q is the unknown complex induced frequency and d d  is the dimensionless dis-
tance between the masses. Further in Eq. (14): 
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(15) 

Polynomial expression from Eq. (15) is given by 
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4 2 2 2, 4 4 8 8i 4N S bD p q p p q pq q p (16) 

for massless foundation. For foundation with finite depth the formulation is the same, only the 
effect of Pasternak modulus is removed, and the last number 4 is replaced by 

4 / tan /d f f dC C (17) 

Formulations for other parameters can be consulted in previous author’s works.  

4 EXAMPLES 

In this section, vibrations induced by two masses of equal value acted on by constant forc-
es of equal value and without harmonic component are analysed. At first, a case with massless 
foundation is shown. As an example, the case with input data given in [4], where it is desig-
nated as Case 1, is used. In Figure 2 deflections of the contact point are plotted with respect to 
the dimensionless time. It is assumed that the masses are distanced by 2d . 
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Figure 2: Deflections of the contact point of the rear mass with respect to dimensionless time for massless foun-
dation (orange: one moving mass, grey: solution for doubled force and mass, red: approximate solution obtained 

by superposition, blue: correct solution). 

The results in Figure 2 clearly show that, in case of proximate masses, superposition can-
not be used. It is seen that the red line, which corresponds to the results superposition,  is 
quite deviated from the blue one. Moreover, it exhibits the same frequency as one single mass. 
Full solution represented by the blue line is getting closer to the grey one obtained for the 
doubled mass and force with decreasing distance between the masses. It is important to re-
mark that for the sake of comparison same static displacement as of one single force is used to 
scale the grey line results, because it was also used for the other results.  

Next case is related to foundation with finite depth, mass ratio R=2 is selected. Results pre-
sented were obtained on finite beams. For the sake of simplicity, the number of foundation 
modes was reduced to one. For the correct solution more modes should be used, nevertheless, 
the general tendencies are the same. At first, foundation with no shear resistance is examined. 
This means that the foundation acts as a set of closely located columns with no mutual inter-
action. This is similar to Winkler’s foundation, but here, mass inertia of the foundation is ac-
tivated in the vertical direction. In Figures 3-5 deflection of the contact point is plotted for 
both masses, orange curve is for the front mass and the blue one for the rear mass. Effect of 
distance between mases is analyzed. In the first case, shown in Figure 3, the distance is very 
low. Both deflections are very similar and with almost steady amplitude. In Figure 4, deflec-
tions look like there were out of phase and thus the amplitude is also almost steady. Neverthe-
less, when the distance between the masses is between these two values, like in Figure 5, it is 
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seen that the dynamic interaction is affecting the amplitudes; firstly the rear mass is dominant, 
then the front mass is dominant and then they switch their roles again. Such dynamic interac-
tion is very strong and can be deduced from the values of the induced frequencies. 
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Figure 3: Deflections of the contact points of two masses distanced by 2d  with respect to the dimensionless 
length (orange: front mass, blue: rear mass). 

-0.5
0

0.5
1

1.5
2

2.5
0 20 40 60 80 100 120

D
im

en
si

on
l. 

di
sp

l.

Dimensionless length

Figure 4: Deflections of the contact points of two masses distanced by 15d  with respect to the dimension-
less length (orange: front mass, blue: rear mass). 
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Figure 5: Deflections of the contact points of two masses distanced by 5d  with respect to the dimensionless 
length (orange: front mass, blue: rear mass). 

Finally, the influence of the shear resistance of the foundation on the dynamic interaction 
described above is analyzed. By increasing the shear resistance, it is seen that the dynamic 
interaction is reduced and the effect on the amplitudes is not so pronounced. This is shown in 
Figure 5 where three cases are plotted at the same time. They are for ϑs=0; 0.2 and 0.4, where 
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ϑs is defined as the ratio of the velocity of propagation of the shear waves in the foundation 
over the critical velocity. The larger ϑs the more moderate influence on the amplitudes. 
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Figure 6: Deflections of the contact points of two masses distanced by 10d  with respect to the dimension-
less length (red: front mass, blue: rear mass); different cases are for 0;0.2;0.4s . 

Together with the analysis of induced frequencies, the onset on instability and its relation 
the critical velocity was examined. As expected, the instability can take place only in the sub-
critical range, nevertheless, the critical velocity must be considered in the form as proven in 
[1-3]. 

5 CONCLUSIONS 

In this paper it is shown how proximity of moving masses affects the beam deflection 
shape and what differences can be observed in vibration patterns when solution on massless 
two-parameter visco-elastic foundation and the one on finite-depth foundation with partial 
shear resistance are compared. Besides the confirmation of strong non-linearity of the prob-
lem itself which is demonstrated by impossibility of results superposition of proximate masses, 
it is shown that in the case of foundation with finite depth, additional frequency is controlling 
the vibration amplitudes. This effect can be reduced by increasing the shear resistance of the 
foundation.  

Quite obvious conclusion was confirmed, namely, when masses are sufficiently apart, the 
results superposition is generally acceptable, but when masses are very close, it would be bet-
ter to replace them by one load with doubled mass and force. The correct solution involving 
directly both masses is necessary only when masses are at an intermediate distance. In addi-
tion, it was shown that the instability region is not affected and in an undamped case, the on-
set of instability occurs exactly at the critical velocity, as for one moving mass. 

The paper demonstrates that by using semi-analytical solutions, several analyses on the 
quality of the vibrations induced by the moving loads can be performed quickly and accurate-
ly without testing numerical convergence of discretized models. This way, it is possible to 
obtain straightforwardly accurate results in dimensionless forms, and thus encompassing in 
few graphs results related to all possible parameter combinations.  
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Abstract. The paper presents a comparative analysis of the wheelset/track vertical interac-
tion considering two track damping models, the hysteretic model and viscous model, respec-
tively. To this end, a simple track model consisting in two independent infinite Euler-
Bernoulli beams, each of them resting on a foundation with two elastic layers and an inserted
inertial layer is used. The wheelset model has asymmetrical structure such as a driving 
wheelset. The axle is modelled using a free-free Euler-Bernoulli beam, and the wheels and
driven wheel are considered rigid bodies. Regarding the parameters of the track model, given 
the values of the elastic foundation with hysteretic damping, the values of the parameters for 
the viscous damping model are calculated by applying the least square method in terms of 
rail receptance at acting point. The stiffnesses and damping constants of the viscous damping 
model minimize the sum of squared residuals, where the residual is the difference between the 
receptance modulus of the hysteretic model, and the receptance modulus of the viscous model 
at a certain angular frequency. Receptance modulus calculated with the viscous damping 
model matches the receptance derived from the hysteretic model excepting a limited frequen-
cy range around the antiresonance frequency of the rail. For simplicity, wheelset/track inter-
action is modelled applying the moving irregularity model. Interaction between wheelset and 
track is analyzed based on the numerical results. It is shown that the contact force predicted
with the viscous damping model elastic overestimates the results delivered by the hysteretic 
damping model around the bounce-roll natural frequencies of the wheelset/track system. On
the other hand, the results produced by the two models are in satisfactory agreement at lower 
and higher frequency.     
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1 INTRODUCTION

The study of the wheel-rail interaction based on theoretical models is important in order to
find solutions to many practical problems such as: rolling noise, rail corrugation and wheel 
out-of-roundness, ballast settlement etc. 

Two kind of track models are used in numerical simulations depending on the track struc-
ture and frequency range: infinite beam on continuous elastic foundation [1] and infinite beam 
on discrete foundation, respectively [2]. In this context, the damping model of the track plays 
a role, since it has a strong impact on the magnitude of the wheel/rail contact force. From this 
perspective, the hysteretic and viscous damping models are the most common used due to 
their simplicity for the rail pad and ballast [3, 4]. 

Viscous damping model is a linear one and can be applied in both frequency and time-
domain. However, the accuracy of the numerical simulations is affected by the fact that the 
dynamic stiffness increases with the frequency. Hysteretic damping model provides a better 
agreement with the test results – the dynamic stiffness doesn’t depend on frequency, but it can 
be applied in the frequency-domain only [5]; it doesn’t satisfy the causality requirement [6].

Despite the shortcomings mentioned above, the two damping models will still be used in 
the wheel/rail problem and the question is what kind of results we should expect when using 
one or the other. To answer this question, a theoretical investigation regarding the influence of 
the track damping model - hysteretic versus viscous - upon the magnitude of the interaction 
between a wheelset and track in the presence of the irregularities of the rolling surfaces is pre-
sented in this paper.

For simplicity, simple models for track and wheelset have been adopted: two infinite con-
tinuous beams on independent elastic foundation for track model and free-free beam with at-
tached rigid bodies for wheelset model.

Values of the parameters of the viscous damping model are derived from those of the hys-
teretic damping model parameters applying the least square method regarding the difference 
between the rail receptance modulus at acting point calculated with the hysteretic damping 
model and the rail receptance modulus at acting point derived from the viscous damping 
model.

To evaluate the magnitude of the wheelset/tract interaction, the power spectral density 
(PSD) of the irregularities of the rolling surfaces are calculated starting from rail roughness 
limit spectrum [7].

Finally, the wheelset/track interaction is analyzed in terms of the PSD of the wheel/rail 
contact forces and wheel/rail displacements.

2 WHEELSET/TRACK MODEL 

Fig. 1 shows the model of the interaction between a wheelset and track when the rolling 
surfaces exhibit small irregularities - roughness.

The wheelset is considered as an asymmetrical structure, corresponding to a driving wheel-
set, and consisting of two wheels and a driven gear rigidly fixed on the axle. The axle is mod-
elled using a uniform free-free Euler-Bernoulli beam of 2l length, EIa bending stiffness, where 
E is Young’s modulus and Ia is the moment of inertia of the cross-section, and of ma is the 
mass per length unit. The wheels and driven gear are considered rigid bodies of Mw mass and 
Jw mass moment of inertia for wheels, and Mg mass and Jg mass moment of inertia for the 
driven gear. Distance between wheels is 2e and the distance between a wheel and the corre-
sponding axle end is a. The drive gear is located at the distance b from the left end of the axle.

Equation of motion for the driving wheelset is 
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where wao(ya, t) is the axle displacement in the cross section at the distance ya from the left 
end of the axle at the t time moment and Q1,2(t) are the dynamic components of the wheel/rail 
contact. 

Fig. 1. Wheelset/track model.

Using the modal analysis method, the axle deflection becomes

1
( , ) ( ) ( / 2)θ ( ) ( ) ( )a a ao a ao n a n

n
w y t w t y l t Y y T t (2)

where wao(t) and ao(t) represent the axle motions as rigid body, and Tn(t) and Yn(ya) are the 
time coordinate and the eigenfunction of the nth elastic vibration mode.

In the following, the axle motion is described by the rigid vibration modes and the first two 
elastic vibration modes. In this context, Eq. (1) transforms into the below matrix equation

Mq Kq Qq Kq , (3)

where q = [wao ao T1 T2]T is the column vector of the modal coordinates, M and K are the in-
ertia and stiffness 4×4 matrix and Q is the column vector of the four modal forces.

When the steady-state harmonic behaviour is considered (frequency-domain), Eq. (3) be-
comes
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2ω M K q Q , (4)

where 1 2θ
T

ao aow T Tq is the column vector of the complex amplitude of the modal

coordinates and Q is the column vector of the complex amplitudes of the modal forces.  
Solving Eq. (4), the complex amplitudes of the axle displacements at the two wheels may 

be calculate
2

1,2
1

θ ( )a ao ao n an n
n

w w e Y y T
2

θaoθaoθeθθ (5)

where 1,2ay l ee .
After some calculations, it holds

1 11 1 12 2

2 21 1 22 2

α α

α α ,

a

a

w Q Q

w Q Q
(6)

where αij with i,j = 1,2 is the axle receptance corresponding to the i wheel due to the unit

harmonic force acting at the j wheel, and 1,2Q is the complex amplitude of the wheel/rail har-
monic force.

Fig. 2. Track model: (a) viscous damping; (b) hysteretic damping.

Ignoring the weak coupling between the two rails dynamics via sleepers, and the effect of 
the equidistant supports represented by sleepers, the track model is reduced to two identic in-
finite Euler-Bernoulli beams, each of them supporting on continuous foundation including 
two elastic layers and an intermediate inertial layer. The beams model the rails, and the con-
tinuous foundation introduces the elasticity of the rail pads and the ballast and the inertia of 
the sleepers. Such track model can be applied up to 6-700 Hz [7]. 

Regarding the damping of the track model, two kind of models are taken into considera-
tion, viscous damping model and hysteretic damping model (fig. 2).

Parameters for the track model are the bending stiffness of the rail EI, where E is Young’s 
modulus and I is the moment of inertia of the rail cross-section, the rail mass per unit length 
m, the railpad stiffness and damping constant per unit length kr and cr, the sleeper mass per 
unit length ms, the ballast stiffness and damping constant per unit length kb and cb; the stiff-
nesses and damping constants correspond to the visco-elastic model for the foundation. 
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The track model with viscous damping can be applied in both time and frequency-domain 
and the equations of motion are given below.

Equations of motion for the time-domain:
4 2
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4 2
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                  (7)

where wi(x,t) is the i rail displacement and zi(x,t) is the i sleeper displacement. 
Equations of motion in the frequency-domain

4
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                (8)

where the notations with bar are complex amplitudes, and i2 = –1.
When the hysteretic damping model is considered, the parameters for the two elastic layers 

are: kr and kb – the stiffness for the rail pad and ballast, r – the loss factor of the rail pad and 
b – the loss factor for the ballast.

Equations of motion of the track model with hysteretic damping can be written in the fre-
quency-domain only 
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               (9)

The rails displacements at the acting points (x=0) are

1,2 1,2α ,rw Q (10)

where αr is the rail receptance calculated for the section of the unit harmonic force. 
Wheel/rail contact forces can be calculated applying linearized Hertz’s contact theory

1,2 1,2 1,2 1,2( ),H aQ k w w r (11)

or, for the frequency-domain,

1,2 1,2 1,2 1,2( ),H aQ k w w r (12)

where r1,2 are the rolling surfaces irregularities and kH stands for the Hertzian contact stiffness.
Inserting Eqs. (6) and (10) in Eq. (8), it holds

11 1 12 2 1

21 1 22 2 2

(α α α ) α

α (α α α ) ,
r H

r H

Q Q r

Q Q r
(13)
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where α 1/H Hk is the receptance of the wheel/rail contact.
Problem solution is as follows:
- contact forces
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- wheelset displacement at wheels level
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- rails displacement at acting points
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In the following section, the same roughness is considered on the two wheel/rail pairs.

3 NUMERICAL APPLICATION

In this section, the parameters corresponding to the wheelset of the electric 060 EA 
locomotive in service on CFR (Romanian Railway) are considered. The values of these 
parameters are as follows: ma= 244,4 kg/m, E = 210 GPa, Ia = 7.7136 10-5 m4, 2l = 2.11 m, 
a = 0,305 m, b = 0.52 m, e = 0.75 m, Mw = 500 kg, Jw = 48.8 kgm2, Mg = 550 kg (including
the part of the gear housing resting on the axle), Jg = 17.7 kgm2.

To point out the impact of the track damping model upon the assessment of the 
wheelset/track interaction, the hysteretic damping model is considered as reference and two 
kind of rail pad are considered: stiff rail pad with the stiffness of 350 MN/m and soft rail pad 
with the stiffness of 60 MN/m (both per half sleeper). Loss factor of the rail pad is r = 0.25. 
The other parameters of the track model are: rail mass per length unit of 60 kg/m, the inertia 
moment of the rail cross-section of 3.055 10-5 m4, half sleeper mass of 132 kg, ballast 
stiffness corresponding to a half sleeper 50 MN/m, ballast loss factor of 1.00 and the sleeper 
bay of 0.55 m. Values per length unit for the rail pad and ballast stiffness are obtained by 
dividing the stiffness per half sleeper to the sleeper bay. Similar, the sleeper mass per length 
unit is calculated. The wheel/rail contact stiffness is kH = 1.5 GN/m.

Figure 3 shows the receptance of the wheelset calculated at the two wheels when the 
harmonic unit force acts on left/right wheel. The receptance at the left wheel ( 11α ) is lower
than the right wheel receptance ( 22α ) due to the inertial influence of the driven gear and
housing gear which are mounted next to the left wheel. The natural frequencies of the 
wheelset bending modes taken into consideration in the model are at 86.5 and 187.3 Hz. The 
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left wheel receptance has antiresonance frequencies at 83.8 and 186.8 Hz, and the right wheel 
receptance, at 84.8 and 181.3 Hz. The cross-receptance of the wheelset ( 12 21α α ) reflects
the coupling between the vibration modes of the wheelset.

Fig. 3. Receptance of the wheelset calculated at each wheel.

The values of the parameters for the viscous damping model are calculated by applying the 
least square method in terms of rail receptance at acting point. The stiffnesses and constants 
damping of the viscous damping model minimize the sum of squared residuals, where the 
residual is the difference between the receptance modulus of the hysteretic model, and the
receptance modulus of the viscous model at a certain angular frequency,

min max

2

ω ω ω
( , , , ) α (ω ) α (ω )

i

rv rv bv bv rh i rv iS k c k c ,                  (17)

where the index h or v denotes the hysteretic damping model or the viscous damping model, 
and min and max are the limits of the angular frequency range.

Fig. 4. Rail receptance for soft rail pad: a) receptance modulus; b) receptance phase.
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Optimal parameters values can be found by setting the gradient to zero or by mapping the 
S function using the numerical calculation. Applying former approach, the results are 
displayed in Figs 4 and 5 for soft and stiff rail pad. 

In Fig. 4, the optimal parameters values per half sleeper for the viscous model are: krv =
70.33 MN/m, crv = 7.596 kNs/m or r = 0,0788, kbv = 68.77 MN/m, cbv = 82.15 kNs/m or b =
0.4327, where the damping ratio for rail pad, r, and for the ballast, b, are defined as

ζ , ζ .
2 2

rv bv
r b

rv bv s

c c
k m k m

 

The rail receptance exhibits two peaks corresponding to the natural frequencies of the 
track, one at 86.2 Hz, and the other one at 244.7 Hz, and a deep at 145.9 Hz – the anti-
resonant frequency due to the dynamic absorber effect produced by sleeper. The results 
derived from the viscous damping model well matches the results from hysteretic damping 
model, excepting the range around the anti-resonant frequency, where the maximum error can 
reach about 10 %.

Fig. 5. Rail receptance for stiff rail pad: a) receptance modulus; b) receptance phase.

In the stiff rail pad case, the optimal parameters values per half sleeper for the viscous 
model are: kbv = 374.28 MN/m, crv = 20.415 kNs/m or r = 0,0788, kbv = 76.500 MN/m and cbv

= 76.500 kNs/m or b = 0.4327. Track natural frequencies take the frequency of 87.6 Hz and 
581.7 Hz, respectively. The anti-resonant frequency is 278.1 Hz. The viscous damping model 
ensures results very close to those of the hysteretic damping model, especially around the 
natural frequencies of the track and at higher frequencies. However, there is a narrow 
frequency interval around the anti-resonance frequency where the errors are bigger.
Receptance phase from the viscous damping model shows significant difference at lower 
frequencies in relation to that obtained from the hysteretic damping model. 

The roughness of the rolling surfaces can be represented as the power spectral density 
function depending on the wave number. Starting from the rail roughness limit spectrum (fig. 
6), power spectral density function can be derived considering the fourth-power dependence
like in ref. [9] and adding a linear term in numerator 

( )
n

A B
S , j-1 < < j,                                           (18)
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where  is the wave number, A [radn-1/mn-3] and B [radn-2/mn-4] – constants, j-1 and j are 
the limit frequencies delimiting a 1/3 octave interval and n is an exponent (n = 4). 

Fig. 6. Roughness limit spectrum [8].

Fig. 7. Spectral density spectrum of the roughness.

Fig. 7 shows the power spectral density of the roughness of the rolling surfaces derived 
from the limit spectrum of the roughness, which has been extended from the wavelength of 
0.63 m to the wavelength of 2 m in order to cover the lower frequencies.   

When the wheelset travels along the track with the speed V, the power spectral density of 
the rolling surfaces roughness becomes dependent function, where = VΩ is the angular 
frequency,

(ω / ) ω /
(ω)

(ω / )n
S V A B V

G
V V V

. (19)

The wheel/rail displacement power spectral density (PSD) can be calculated applying 
the following equation
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1, 2 1,2 1, 2 1,2

2
, ,(ω) (ω) (ω)

a a a aw w w wG H G , (20)

where 
1, 2 1,2, (ω)

a aw wH is the frequency response function of the wheel/rail displacement.

Similar, PSD of the contact force can be obtained

1,2 1,2

2
(ω) (ω) (ω)Q QG H G , (21)

where 
1,2

(ω)QH is the frequency response function of the wheel/rail contact force.

Fig. 8. PSD of the wheel/rail displacement at 30 m/s– soft rail pad.

Fig. 9. PSD of the wheel/rail contact force at 30 m/s– soft rail pad.

Figs 8 and 9 shows the PSD of the wheel/rail displacements and contact force for both 
track damping models considering that the wheelset is moving along a track with soft rail pad 
at 30 m/s. Wheelset/track dynamics exhibits two resonance frequencies in the interval of 35-
50 Hz (depending on the damping model) due to the bounce and roll motions of the wheelset
on the track. However, instead of two peaks corresponding to the two resonance frequencies, 
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the PSD calculated with the hysteretic damping model shows one peak for the left wheel (at 
lower frequency) and other one for the right wheel (at higher frequency) due to the damping.
When the viscous damping model is used, the left wheel has one peak, and the right wheel 
shows two peaks. It can be observed that the left side of the wheelset/track system vibrates
more intense at low frequency due to the higher inertia. In general, the results obtained with 
the two damping models are close, but a significant difference can be identified in the range 
of resonance frequencies due to wheelset bounce-roll on the track.

Fig. 10. PSD of the wheel/rail displacement at 30 m/s– stiff rail pad.

Fig. 11. PSD of the wheel/rail contact force at 30 m/s– stiff rail pad.

Similar comments can be drawn from the Figs 10 and 11 which show the results for the 
case of the track with stiff rail pad. 

4 CONCLUSIONS 

Theoretical investigation of the interaction between a wheelset and track is interesting 
from many practical reasons.
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From the track modelling perspective, the most used damping models are the hysteretic 
and viscous models.

It was shown that the values of the parameters of the track model with viscous damping 
can be determined applying the least squares method to obtain the best approximation of 
the rail receptance given by the track model with hysteretic damping.

The results regarding the wheelset/track interaction in the presence of rolling surface ir-
regularities calculated with the track model with viscous damping approximate well the 
results provided by the track model with hysteretic damping especially at lower and 
higher frequencies than the resonant frequencies due to the bounce-roll motion of the 
wheelset on track.

However, the viscous damping model overestimates the magnitude of the rail/wheel in-
teraction in relation to the results obtained with the help of the hysteretic damping model 
in the range of resonant frequencies due to the bounce-roll motion of the wheelset on the 
track.
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Abstract. Perceptible vibration effects in adjacent buildings due to passing trains on a near-
by track are usually expected in distances lower than one-hundred meters. Railway vibrations 
in distances of more than two-hundred meters are generally not considered to be a relevant 
emission source which could affect the living conditions in planned buildings of urban devel-
opment projects.

This paper focuses on a real-estate project in a German city to develop a new residential
district with an almost identical structural design. Surprisingly, after completion of the first 
buildings in distances even further away than two-hundred meters to the next railway track, 
residents on higher floors complained about shaking ceiling lamps and substantially shocks in 
their apartments.

As a first approach, long-term monitoring revealed building vibrations with higher vibra-
tion velocity peaks, which can also be categorized perceptible for humans. The vibrational 
source could be identified quickly by frequently passing freight trains on the faraway track. A 
further aspect of the monitored data showed that the discomforting situation was caused by 
horizontal building movements in a low-frequency domain, especially on higher floors. To 
solve this vibrational problem, the dynamic behavior of the already constructed buildings, as 
well as the characteristic of the wave-propagation on the terrain, were measured.

Freight train induced horizontal vibrations correspond to the horizontal eigenmodes of the 
constructed buildings and amplifies the vibration level within the structure significant. In the 
early stage of the project, optimization of the construction has been required to detune the 
dynamic properties of planned buildings from the train vibrations. The paper represents the 
vibrational situation described above, the detailed numerical studies to find the critical points 
of the building design as well as the optimization process of the building structure.

Furthermore, this example should also give a short guideline on how the unintended effect 
of an increased vibrational impact lateral of a railway track can be avoided in future urban
development projects.
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1 INTRODUCTION

Perceptible vibration effects in adjacent buildings due to passing trains on a nearby track 
are usually expected in distances lower than one hundred meters. Railway vibrations in dis-
tances of more than two hundred meters are generally not considered to be a relevant emission 
source which could affect the living conditions in planned buildings of urban development 
projects.

This paper focuses on a real-estate project in a German city to develop a new residential 
district with almost identical building design. Surprisingly, after the construction of the first 
buildings in distances of more than two hundred meters to the next railway track, residents on 
higher floors complained about shaking ceiling lamps and substantially shocks in their apart-
ments.

Studies and detailed investigations were launched to improve the vibrational situation for 
further planned buildings and give a short guideline of how the unintended effect of an in-
creased vibrational impact can be reduced for future urban development projects.

2 URBAN DEVELOPMENT PROJECT

The project area is subdivided into several sections and located on sandy soil in a larger 
distance from the next railway line (see Figure. 1). The building design mainly consists of
multistory buildings with five to six floors. The construction process started on the opposite 
side of the track and evolved spatially towards the track over several years.

Figure 1: Building design and layout of the district area. The distance between the railway track and district area 
accounts for more than 200 meters.

A potential impact due to traffic vibrations on planed buildings is usually estimated in a
preliminary stage of an urban development project. In the case of floor vibrations and second-
ary airborne sound, the attenuation of shock waves over distances of one hundred meters is 
commonly sufficient to avoid disruptive vibrations inside of living spaces.

However, residents on the upper floor in Building 2 in even more than two hundred meters
to the next railway track complain about perceptible shocks in their apartments especially 
during the night times.
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3 VIBRATION MONITORING

Long-Term monitoring in Building 2 revealed higher vibration velocity peaks which can 
also be categorized as perceptible (see Figure. 2). The vibrational source could be quickly
identified by frequently passing freight trains on the faraway track.

A further aspect of the monitored data revealed that the discomforting situation is caused 
by horizontal building movements in a low-frequency range at around 4 Hz, especially on 
higher floors. Floor vibrations in vertical direction were not monitored during the correspond-
ing events.

A more detailed monitoring-study in the apartments revealed up to 60 passing freight-
trains in the night and 100 during the daytime. The relevant frequency-weighted velocity val-
ues for night and day do not exceed the requirements of the underlying vibrational standards
[1].

However, more detailed investigations of the vibrational phenomena were launched to im-
prove the living situation for future residents on higher floors of further planned buildings in 
the district area.

Figure 2: a) Vibration monitoring in an upper floor apartment of Building 2. b) - c) Monitored data in the time 
and frequency domain reveal horizontal building oscillations in the y-direction with vibration velocities of 

vmax = 0,63 mm/s and vrms = 0,46 mm/s at 4 Hz.

4 FREIGTH TRAIN VIBRATIONS AND WAVE PROPAGATION

Ground vibrations of freight trains in the immediate range of the railway track and the
wave-propagation on the terrain were measured. The averaged vibration spectra of freight
trains are depicted in Figure 3 as 1/3 octave band values.

A combination of the driven train velocity, the weight and bogie spacing of freight-wagons 
as well as irregularities of the track superstructure lead to shock wave vibrations in a low-
frequency regime laterally to the track. Additionally, sandy soils represent an ideal propaga-
tion medium for Rayleigh waves having longer wavelengths within a range of 20 to 40 meters.
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Figure 3: a) – b) Ground vibrations (averaged 1/3 octave values) of freight trains on track 1 (left) and track 2 
(right) in the immediate range (16 m) of the railway track.

The reduction exponents of wave propagation on the terrain are depicted in Figure 4. For 
the purpose of interpretation, these exponents are summarized into three categories. The fre-
quency domains relate to vibrational effects of building dynamics, floor vibrations and sec-
ondary airborne sound

On the basis of this rough interpolation, it is evident that the district area is exposed by 
low-frequency Rayleigh waves. Vibration components in the horizontal and vertical direction 
are present below the ground level [2]. Instead, higher frequency ranges reveal larger attenua-
tions and corresponding vibrational effects in distant apartments are not estimated.

Figure 4: a) Reduction exponents n(f) for the wave propagation in sandy soil. b) Rough interpolation of the vi-
brational impact on the district area regarding building dynamics (red), vertical floor vibrations and secondary 

airborne sound.

5 DYNAMIC RESPONSE OF THE BUILDING STRUCTURE

In the next step, the dynamic response of the building structure on the horizontal wave ex-
citation is examined. Vibration sensors were placed on various floors from the basement to 
the top level. The principal setup and basic concept for detection and interpretation of hori-
zontal oscillations are described in Figure 5. Two different buildings were selected for closer 
examination (see Figure 1).

Building 1 is subdivided into six floors above the basement. The exterior wall construction
consists entirely of reinforced concrete and a wall thickness of 0.2 meters. Building 2 has one 
floor less and the exterior wall is executed in the masonry of calcareous sandstone.
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Figure 5: a) – b) Principal set up to detect horizontal transfer functions TFi  which represents the dynamic 
response of the building structure on external excitations. c) A simple dynamic model to emulate the dynamic

behavior of bearing structures.

The transfer functions TFi from the basement to of each floor are plotted in Figure 6 a) and
b). In addition, Figure 6 c) shows the transfer behavior derived from the dynamic model. The 
parameters for stiffness k and mass m of the coupled system have been tuned to reach an ei-
genfrequency of around 4 Hz. A numerical method was used to calculate the temporal devel-
opment of the system [3].

The magnification factors for lateral vibrations of the building structures are depicted in 
Figure 7. In addition, the model-like behavior for different attenuation ratios ξ of around 1,3%, 
2,5% and 5% of the mass oscillations are plotted.

In contrast to the dynamic response of Building 1 in Figure 7 a), the model-like behavior 
does not fit well with the transfer magnification of Building 2 in Figure 7 c). Building 1 exhib-
its a better-natured transfer behavior due to its constructive design. Structural damping in be-
tween 2,5% and 5% match with the expected attenuation for structures of reinforced concrete 
[4]. Larger amplification within the structure of Building 2 in y-direction leads to rocking 
movements and a higher vibration level on the upper floors.

Figure 6: a) – b) Transfer functions TFi of Building 1 and Building 2 in y-direction. c) Numerical results of 
the dynamic model with an attenuation ratio of about 2,5% for mass oscillations mi. (model parameter: mi = 1 to,

ki = 1100 kN/m, di = 21.75 kNs/m).
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Figure 7: a), c) 1/3 octave magnification factors of Building 1 and Building 2. Besides, numerically gained re-
sults from the dynamic model and for different attenuation ratios are depicted. b), d) represent the horizontal 

deflection of the building schematically.

In summary, disruptive vibrations on upper floors in Building 2 are caused by an interac-
tion between freight-train vibrations at the track, wave propagation in sandy soils as well as 
the horizontal oscillation amplification within the building structure which is partially made 
of calcareous sandstone. A stiffer design should increase structural stability and lead to a 
model-like response.

On the basis of this knowledge gained, a more detailed FEM study was targeted to improve 
the dynamic performance of the structural design and to find an optimized constructive design
for the district area the dynamic performance of the structural design and to find an optimized 
constructive design for the district area.

6 OPTIMIZED BUILDING DESIGN

Future area development involves the construction of further multi-story buildings. Fun-
damental measures to improve the vibrational situation for the whole area could be imple-
mented at the railway track as well as on the propagation path between track and buildings. 

An upgrade of the train track and strengthening of the railway superstructure could reduce 
vibrations at the track. A subterraneous curtain on the path works as a propagation barrier, but
these options appeared to be unrealistic due to long approval processes, technical reasons, and 
economic inefficiency.

Modal analysis in the low-frequency range in Figure 8 reveals basic movement patterns of
the building structure in a horizontal direction. The eigenfrequency of Rocking modes match-
es the experimental results and corresponding resonance magnifications should be minimized.
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Figure 8: Modal analysis of the building structure having regard to the sandy foundation. a) - b) Rocking modes 
match with the experimental results and cause horizontal movement patterns. c) – d) In addition, torsion and 

vertical modes are present in the low-frequency range.

A detailed FEM study instead was launched which is based upon the prior approach. The 
structural building design and foundation soil were modeled in FEM and a detailed analysis of 
the building dynamics depending on its parameter was conducted. 

Figure 9 depicts the transfer behavior of a construction made of calcareous sandstone
(blue). Besides a shift towards higher eigenfrequencies, a stiffer wall construction of a thick-
ness of 0.2 meters (red) made of reinforced concrete leads to a transfer reduction of 33%.
These numerical gained results match the experimental results in Figure 7. Furthermore, an
increased exterior wall thickness of 0.3 (yellow) meter only reduces the amplification by 40%. 

As a result, a stiffer wall construction of thickness 0.2 meter represents a cost-effective so-
lution to reach a reduced vibration level within planned apartments on higher floors. 

Figure 9: Transfer functions for three different constructive building designs derived from FEM. The transfer 
behavior for an exterior wall made of calcareous sandstone (blue), reinforced concrete wall of thickness 0.2 me-

ters (red) and 0.3 meters (yellow).
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7 SUMMARY

Shock-waves from the faraway railway track lead to horizontal oscillations of the building 
structure. Buildings are exposed by low-frequency Rayleigh waves which match with the 
Rocking modes of the constructional design. The design leads to higher amplification of the 
vibration level within the structure.

The dynamic response of two different constructional designs exhibits that the structural 
stability of the exterior wall construction is decisive for the amount of amplification within 
the structure. The optimized structure was determined within a FEM model. A reinforced 
concrete wall can reach a cost-effective reduction of the vibration level in contrast to a mason-
ry construction of calcareous sandstone.

In general, this case-study indicates, that the constructional design of planned buildings
should be investigated more precisely if dynamical risk factors like soft ground, higher build-
ing constructions, and a low-frequency shock-wave exposition lateral of a railway track occur.
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Abstract.
Floating Slab Track (FST) are proven to provide the best mitigation for railway vibration. 
The inertia of the floating slab balances the excitation of the train pass. Floating Slab on dis-
crete bearing usually provides a system frequency lower than 10 Hz. Although the system fre-
quency is low, FST shows at higher modes, especially in the typical ground-borne noise 
frequency band of about 63 Hz smaller performances as normally expected. Higher modes of 
the slab itself amplify train vibration because these modes will not be damped adequately by 
the support bearings or springs. The solution is an on these specific disturbing frequencies
tuned TMD mounted on top of the slab, which balances this problem expertly. The case study 
at the Metro line 4 shows the application of this combined mitigation measure.

1 INTRODUCTION

In China, the metro network has been rapidly expanded over the past 15 years. A wide variety 
of noise and vibration measures were also applied in order to protect nearby residential 
houses. In particular, mass-spring-systems (MSS) were completed in many urban areas in 
China. An MSS supported by steel springs is a standard mitigation measure in China now. In
some areas of the line, however, these systems did not show the isolation effect in practice 
that could theoretically be expected. This may be due to mistakes during the design phase or
construction phase.

2 VIBRATION ATTENUATION BY FLOATING SLAB TRACK

There is no doubt that the best performances in terms of vibration attenuation can be achieved 
by floating slab track systems if they are well designed by experienced engineers. These 
mass-spring-systems (MSS) consist of floating slabs with the rails mounted on top. The slabs 
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are usually constructed of reinforced concrete. Together with the dead load of rails, sleepers 
and fastenings (and the ballast, if any), they form dynamically active masses that are isolated 
from the sub-structure by elastic mounts which may be of rubber, elastomeric material or 
steel. The performance of an MSS depends on a number of factors. Besides the vertical tuning 
frequency, the bending natural frequencies of the slabs are of significant importance. In addi-
tion, the system damping, as well as the stiffness of the sub-structure, has a clear influence. 
Finally, the success of an MSS can also depend on the dynamics of the tunnel itself. In certain 
cases there is little advantage to be obtained by using a medium-frequency (say above 15 Hz) 
floating-slab track construction in railway tunnels. Since the tuning frequency depends on the 
static spring deflection, it is obvious that the spring stiffness is the most important issue. Fig. 
2 shows the transmissibility factor VF over the tuning factor . The tuning factor is defined as 
the ratio of the excitation frequency f divided by the natural frequency f0. It clearly shows that 
the attenuation of vibration transmission takes place only if the factor is beyond the value of 

2 . There is no reduction of dynamic forces possible when the natural frequency (= tuning
frequency) of an MSS is close to or above the relevant excitation frequencies. For an un-
damped single degree of freedom system (SDOF), the dynamical amplification V being the 
ratio between dynamic and static force equals:

With
η = f/fo
D = Damping

Figure 1: transmissibility curve depending on the damping

Typical vibration frequencies induced by trains are found in a range of 10 - 80 Hz. The fre-
quency spectra usually reveal a concentration of higher peaks in the 60 Hz area, e.g. due to 
wheel-rail interaction. However, quite often there are high vibration levels between 10 and 30 
Hz as well.
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Figure 2: Force density levels for Commuter Train and LRT

In the case of a standard track bed, these frequencies might cause severe vibration problems in 
nearby buildings showing resonance frequencies just in that range. 

A' low-tuned ' mass-spring-system on steel springs can be relied on to provide a tuning fre-
quencies 4 to 10 Hz. Since the tuning frequency of a floating slab track is so important, it has 
to be explained how it is defined. As a first approach, the extension of the slab can be ne-
glected and all spring stiffnesses of a direction can be united as one common spring. This re-
sults in a single-mass-system with 6 degrees of freedom. With respect to the direction of the 
dominant train excitations, the vertical translation natural frequency is the most relevant one, 
here referred to as the 'tuning frequency'. A linear spring elasticity provided, the tuning fre-
quency f0 of the non-damped system can easily be calculated by the following simplified 
equation: 

Hzf
cm

5
0 with   

zk
F

Although the actual correlations are much more complex, the tuning frequency can be used to 
evaluate the efficiency of a floating trackbed system at a first view.
Sometimes the non-suspended part of the rolling stock is added to the mass leading to a lower 
tuning frequency. This part is usually chosen as 10% to 15% of the axle loads contributing to 
the sprung system.
A more realistic result is achievable by modeling the slab according to the Finite- Element-
Method (FEM). In this case, the flexural modes of the slab are taken into consideration. This 
is of special importance when the 1.-order bending natural frequency of a slab is in the same 
range as the tuning frequency resulting in coupled modes. The tuning frequency will be 
shifted, and a diminished tuning factor might result in a reduction of the isolation efficiency 
of the system.

Vertical Loading 

Dynamic Factor Phi = 1.3 (multiplying the static load and considering the dynamic of a 
rolling stock) 

13500 6750 13500 6750 13500

2100 16t A X LE S (157 kN )

2690



Thomas Jaquet, Wang Bo 

Horizontal Loading Curve 

Nosing 30 - 100 kN 

Braking 25% of vertical loading 

Table 1: Usual train loading for the FST design

3 DESCRIPTION OF THE METRO LINE

The metro line 4 in a Chinese city with a total length of about 42 km was inaugurated in 2017. 
This line goes from North to South and connects residential areas downtown. The line is con-
structed as a bored tunnel with a China typical inner diameter of 5.4 m. The tunnel depth is in 
the range of -20 m (T/R). The subsoil condition is mostly soft clay. Due to the close vicinity
between Metro line and dwelling areas and also the very soft soil condition the need for miti-
gation measures can be normally expected. At the residential area, the predicted vibration 
level was 72 dB > 62 dB (accepted value for residential buildings).

Figure 3: Alignment of Metro Line 4 and affected residential buildings

Table 2: Accepted limits according to JGJ/T170-2009, Aw= 65 dB (aref=1e-6 m/s)

Due to the predicted vibration level, an FST on steel spring with a system frequency of f=10
Hz was required. Spring supported Floating Slab Tracks are the common mitigation measure 
in China to attenuate Noise & Vibration from Metro lines. 

r
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Figure 4: Cross Section of the installed Floating Slab Track

Although an FST on springs was installed the residentials complain about noticeable rumbling 
noise during the train pass-by. A comprehensive measurement campaign was carried out to
identify the reason for the rumbling noise. The measured spectrum at the tunnel wall and
within the residential building clearly shows a main peak in the spectra at the 63 Hz 1/3 oc-
tave band. The installed FST on springs was not able to mitigate significantly the vibration
from the wheel/rail interaction. 

Figure 5: Vibration spectrum inside the affected building on the second floor

Measurements at the tunnel wall confirmed the results of the buildings. Due to the rail wheel
interaction, a major peak at 63 Hz on the slab and at the tunnel wall is visible. 
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Figure 6: Measured vibration at the tunnel

4 POTENTIAL MITIGATION MEASURES 

4.1 Damping of the FST

In order to mitigate the vibration level at 63 Hz, several options were investigated. Damping 
is an essential factor for all mitigation systems. At railways systems, the standard mitigation 
materials provide hysteretic and viscous dampers. 
The introduction of more viscous damping into the spring cans would increase the damping 
but would also result in a higher system frequency due to the stiffening effect of the viscous 
liquid. Real viscous dampers provide only at low frequencies < 10 Hz enough damping, there-
fore higher structural modes usually are not damped by viscous dampers. 

Figure 7: Typical damping behavior of a viscous damper (real measurement)

A theoretical analysis of the expected vibration level at the tunnel wall for an FST with ideal 
viscous damping and the consideration of the real damping can be seen in figure 8.
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Figure 8: Calculated vibration level at the tunnel wall depending on the applied damping model

4.2 Lower FST system frequency

A lower support frequency can increase the mitigation effect. FST on springs allows due to 
the permanent access from above to change the springs easily. Softer ones can replace the cur-
rent springs. Due to the given dimensions, spring stiffness can be varied in the range of +-
20%, which means approx. 10% lower system frequency. It has to be checked whether softer 
springs would also in compliance with the permissible deflection of the FST (e.g. effect on 
rail stress) and the static design pf the slab itself (e.g. installed reinforcement). 

4.3 Application of a Tuned Mass Damper

A standard method of introducing damping or balancing forces is the application of so-called
Tuned Mass Damper (TMD). Excitation forces are compensated by mass forces so that parts 
of the structure (main construction) remain almost at rest in a certain frequency range. In vi-
bration damping, an additional oscillator consisting of mass and stiffness (undamped ab-
sorber) or of mass, stiffness, and damping (damped absorber) is attached to the main structure 
to be calmed.

Figure 9: Structure with a Tuned Mass Damper
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The undamped absorber is usually used for stationary harmonic oscillation problems, where 
the absorber natural frequency T is tuned to the excitation frequency. Theoretically, the vi-
bration amplitudes of the main system can be reduced to zero if no damping is present.  

For stationary broadband excitation, which is essential in the range of a natural system fre-
quency, the use of an optimally damped absorber is useful. The natural frequency and the 
damping ratio Dopt of the optimally damped absorber can be designed according to [Pe-
tersen] with the mass ratio as follows 

According to Den Hartog 

 

Figure 10: Effect of the TMD mass on the primary system

The above figure shows the effect of an optimally damped absorber with different mass ratios. 
In order to achieve enough vibration reduction, mass ratios of 0.05 to 0.15 are recommended.
The analysis of a 63 Hz TMD leads to the following results:

The insertion gain can be improved at 63 Hz (from 10 Hz to 65 Hz) with the disad-
vantage of lower mitigation between 70 and 100 Hz.
A reduction of -6 dB can be achieved in the 63 Hz 1/3 octave band
A weakly damped TMD has a stronger narrowband effect.
The double-weight absorber performs twice as strong and more broadband.
Minimum damping of 15% is recommended to ensure reliable TMD amplitudes and
transmitted forces
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Figure 11: Calculated Insertion Gain for an FST/TMD combination

5 PREFERRED SOLUTION (COMBINED FST / TMD APPLICATION)

Due to the advantages of the TMD compared to the other options, it was decided to continue 
with the design of the TMD. The following requirements have to be considered to ensure the 
absolutely safe operation of the track line.

A low profile of the TMD, it must be designed in between the rails
No coverage of drainage checking holes
No obstruction of rescue vehicles

These requirements result in a compact TMD design. The TMD consist mainly of steel plates 
supported by rubber strips. The system frequency can be adjusted by the specific bedding mod-
ulus of the strips and the related strip size. Metal brackets prevent the steel plates from lifting 
off. A total of 100 m per direction was equipped with these TMD.

Host frequencies 10 Hz (vertical FST system frequency) / 63 
Hz (rail / wheel interaction) 

Total length of equipped FST per direction 100 m 
Number of TMD 88 
Installation time per TMD 2 h 
TMD Mass 970 kg 
Mass ratio 0,15 
1. TMD frequency (Theory, Measured) 8.74 Hz / 12.5 Hz 
1. TMD Damping (Optimum/ Measured) 18.9 % / 15% 
2. TMD frequency (Theory, Measured) 48 Hz / 50 Hz 

Table 3 Overview of the design parameter
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Figure 12: Design of TMD on top of the floating slab track

Figure 13: Installed TMD on the FST

6 ON-SITE RESULTS

Vibration measurements have been performed to check the performance of the installed TMD. 
In particular, the vibration level at the rail, on the slab, at the TMD, and at the tunnel wall was 
measured before and after the installation of the TMD. Simultaneously also measurement in 
residential buildings nearby has been carried out. It was figured out that the effect of the TMD
on the tunnel wall vibration shows only low mitigation but measurements within the building 
show the expected reduction. The TMD itself shows peaks at its eigenmodes which reveals
the operation of the TMD itself during train pass-by.
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Figure 14: Vibration Level at the tunnel site with and without TMD

Figure 15: Measured vibration level inside the building with and without TMD

A noticeable reduction mainly at the 63 Hz (1/3 octave band frequency) was measured and 
confirmed the balancing effect of the TMD on the vibration level. The mitigation effect is 
even a little bit higher and might result due to the additional inertia of the TMD mounted on
the FST. 

7 CONCLUSION

Floating Slab Track (FST) are proven to provide the best mitigation for railway vibration. The 
inertia of the floating slab balances the excitation of the train pass. Floating Slab on discrete 
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bearing usually provides a system frequency lower than 10 Hz. Although the system fre-
quency is low, FST shows at higher modes, especially in the typical ground-borne noise fre-
quency band of about 63 Hz smaller performances as normally expected. A TMD mounted on 
top of the slab and tuned on these specific disturbing frequencies can balances this problem 
expertly. The Case Study at the Metro Line 4 in a Chinese city shows clear vibration mitiga-
tion in nearby residential housings due to the installed TMD over 100 m track length. 

The theoretical analysis shows a reduction of – 6dB at the 63 Hz 1/3 octave band. On-
site measurements show in the nearby residential housel a slightly higher mitigation
effect compared to the theory. The reason might be due to a higher inertia effect of the
TMD.
The design has to consider the requirement/clearance of the track
Minimum damping of 15% is recommended to ensure reliable TMD amplitudes and
transmitted forces
A TMD mass ratio of 15% is recommended
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Abstract. When modelling the railway induced vibration in a building, three main aspects of 
the problem have to be considered: the vibration generation at the moving vehicle-track inter-
action points, the vibration propagation in the underlying infinite soil, and the vibration recep-
tion inside the building. This study proposes a computational modelling approach for 
predicting the full vibration propagation path from the train vehicles up to the building struc-
ture. The method includes a moving train model that is directly coupled to a stationary building 
structure, with interaction between them through the underlying soil using a single step solution 
procedure. A semi-analytical model is utilized to model the soil to which rigid objects and
structures modelled by finite elements (FE) are coupled. The system is excited by a multi-body 
vehicle model passing over an irregular track. The proposed modelling approach uses the fre-
quency-domain solution with some parts, such as the railway track, formulated in the moving 
frame of reference (FOR) and other parts, such as building structures, formulated in a fixed 
FOR. The coupling terms between the two FORs are found by utilizing an analytical formula-
tion of receptance between the two FORs. It is shown that due to the coupling between the fixed 
and moving FORs, the previously uncoupled discrete frequencies become coupled through the 
other FOR as a result of the Doppler effect and wave scattering. Two solution procedures of 
the full system are proposed: partial coupling, where some secondary effects from reflected 
waves propagating through soil are disregarded, and full coupling, where the vehicle, track, 
soil and structure are modelled as a fully coupled system. Both proposed solution procedures 
offer a single-step approach for solving the whole system in the frequency-spatial domain. The 
application of the model is demonstrated and validated in two example cases: one analyzing a
simple building structure near a railway track, using the partial coupling solution procedure, 
and another analyzing the behaviour of a vehicle model passing over a rigid block embedded 
inside the soil, using the full coupling solution procedure.
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1 INTRODUCTION
One of the important environmental impacts of existing and future railway lines occurs due 

to the ground-borne vibration induced by the trains. When a train runs on the track, its wheels 
induce vibration in the track structure. This vibration then propagates through the ground into 
nearby buildings where it is perceived either directly, due to motion of floors and walls, or 
indirectly as re-radiated noise. This causes disturbance to occupants, potential loss of building 
functionality (e.g. interference with sensitive equipment), loss of real estate value and, in worst 
case, leading to structural damage.

The impact of railway-induced vibrations has been investigated since the beginning of the 
previous century and much work has been done to understand and simulate the dynamic inter-
actions between the train, track, tunnel (for underground railways) and ground resulting in mod-
els which can predict ground-borne vibration around the railway system. The exact propagation 
mechanism of environmental vibration is an extremely complex phenomenon, and thus proper 
evaluation of its effects is difficult. Several different numerical models have been developed 
for predicting vibration from surface and underground railways in the last few decades. They 
are mainly based on numerical or semi-analytical methods. Each approach has its own merits. 
Semi-analytical models are simpler, requiring less input parameters, but they are not able to 
represent the full details of a given situation. Conversely, numerical models can represent more 
detailed geometry but require a larger number of input parameters and greater computational 
effort. The results are then specific to this particular situation and cannot be generalized easily.
There are also important limitations in the use of either type of model, due to the modelling 
simplifications and parameter uncertainty. A comprehensive overview of the state of the art on 
railway-induced ground vibration models and the underlying excitation mechanisms can be 
found in [1]. 

When modelling the environmental vibration in a building induced by railway traffic, three 
main parts of the problem need to be considered: the vehicle-track system which is the vibration 
source, the underlying soil through which the vibration propagates, and the building structure 
which is the vibration receiver. Ideally, all the parts would be combined into a single model, 
including all coupling terms. However, due to complex analytical formulation needed and the 
limitations of computational models, this is rarely performed. Most often, parts of the model 
are coupled together; for example, a coupled vehicle-track-soil model is calculated, and the 
obtained results propagate to the building structure [2 - 9]. This way, the secondary coupling 
terms are excluded from the system, such as the effect of the building structure to the response 
of the track and the vehicle. This is acceptable, as these coupling terms do not influence the 
system significantly [10]. For example, Fiala et al. [2] used a two-step approach to obtain the 
response of a building structure by splitting the problem into a vehicle-track-soil source model 
and a structure-soil receiver model. With a similar approach, François et al. [3] studied road-
traffic-induced vibration. The work also proposed a methodology to exclude the soil-structure 
interaction problem for cases of soft structures resting on stiff soils. A so-called sub-modelling 
technique was proposed by Hussein et al. [6], where the response of the soil surface from a 
tunnel structure was modelled using the ‘pipe-in-pipe’ model [11] to find the response of a 2D 
frame. An almost identical system assembly method was also used by Lopes et al. [5]; however, 
the soil surface response from a tunnel structure was modelled using a 2.5D FEM-PML (per-
fectly matched layers) model and a 3D building structure was analyzed. In [9], Kuo et al. use a
similar numerical approach and the model developed in [10] to investigate the effect of dynamic 
soil characteristics, surface foundation type, and building geometry on the building’s response 
to railway induced vibrations and compare with the FRA empirical adjustment factors [12]. 
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The aim of this work is to model the full vibration propagation path from the vehicle up to 
the building structure. The proposed method includes a moving vehicle model that is directly 
coupled to a stationary building structure, with interaction between them through the infinite 
underlying soil, without needing a multiple step solution. At the same time, the method offers 
a relatively quick and flexible solution procedure. A fully 3D system is modelled, with struc-
tures modelled using FE, allowing a wide variety of configurations. To limit the computational 
times needed, the semi-analytical soil formulation is utilized, with a surface railway track, using 
the model originally proposed by Sheng et al. in [13, 14] and later extended in [15]. A multi-
body vehicle model passing over an irregular track excites the system. The work introduces an 
approach of solving the coupled vehicle-track-soil-building system using a single step solution 
procedure. Two system assembly and solution methods are presented: partial coupling and full 
coupling. With the partial coupling procedure disregarding some effects caused by the reflected 
waves for a more computationally efficient solution, and the full coupling procedure including 
all the coupling terms. Additionally, the methodology for modelling rigid objects and FE struc-
tures interacting with the soil is described with its implementation into the proposed solution 
approaches. To show the capabilities of the proposed modelling approach two example cases 
are analyzed: (i) for a simple building structure near a railway track, using the partial coupling 
solution procedure, and (ii) the behaviour of a vehicle model passing over a rigid block embed-
ded inside the soil, using the full coupling solution procedure. 

2 SEMI-ANALYTICAL SOIL MODEL
A semi-analytical soil model is used in the present work. The model utilizes a well-known 

approach based on an analytical solution to the Green’s function in the frequency-wavenumber 
domain. For the linear hysteric half-space 0, the displacement field in time–space domain 
can be obtained using a convolution integral: 

( , , , ) = ( , , , , ) ( , , , ) d d d d (1) 

where the Green’s function relates the displacement component at the point ( , , ) and 
time to the loads applied in direction at all positions and times up to and including the 
time . The soil is assumed invariant and infinite in both horizontal directions, while the mate-
rial properties vary over depth due to stratification. 

The Green’s function is challenging to find analytically in time-space domain for a layered 
half-space. Thus, a triple Fourier transformation can be performed, transforming the two hori-
zontal coordinates into the wavenumbers  and , and time into the circular frequency . By 
introducing a discretization into a number of depths , = 1,2,3, … , , Eq. (1) simplifies 
into  ( , , , ) = ( , , , , ) , ( , , ) (2) 

where  and are components of the displacement vector and the Green’s function tensor, 
respectively, in the frequency-wavenumber domain. After the discretization over depth, ,
signifies the traction applied on a horizontal interface placed at the depth . In the following, 
upper case symbols indicate Fourier transforms with respect to time, whereas overbar indicates 
Fourier transforms with respect to the horizontal spatial coordinates.

There are two major approaches used to assemble multiple soil layers and express analyti-
cally the Green’s functions appearing in Eq. (2): the flexibility approach and the stiffness 
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approach. The flexibility approach is based on the original work proposed by Thomson [16]
and Haskell [17]. The stiffness approach was introduced by Kausel and Roësset [18] and ex-
tends the original transfer matrix, as derived in [16, 17] by reordering it into a stiffness expres-
sion equivalent to those used in the FEM, assuming that the interface between two layers is 
interpreted as a connecting node. Multiple layers can be assembled by overlapping the stiffness 
matrices at the connecting interfaces. 

In this work, both methods have been utilized: the flexibility approach with numerical sta-
bilization for the fixed FOR soil model and the stiffness approach for the moving FOR model. 
The reason that the flexibility approach is used for the fixed FOR and the soil-structure inter-
action is because it enables the application of structure-to-soil interaction forces without in-
creasing the size of the involved matrices (that is always six by six) for foundations that are 
embedded in the ground (i.e. piled foundations). For the moving FOR problem, only the Green’s 
functions for a surface load (i.e. the track) are needed and thus the stiffness approach is used 
which is free of numerical instabilities at higher frequencies, that are more prominent due to 
the moving of the load. Any instabilities occurring in the flexibility approach are dealt using 
stabilization techniques that are based on the orthonormalization method [19] and by splitting 
very thick layers (if any) into multiple smaller layers with the same material properties.

After the displacements in the frequency-wavenumber domain are obtained, a double inverse 
Fourier transformation is performed into frequency-space domain

 ( , , , ) =  14 ( , , , ) e ( ) d d . (3) 

This equation is used when both the load and the response in a fixed FOR is considered. The 
load is applied at a circular frequency and coordinate , with subscript ‘f’ indicating a fixed 
FOR. Here, the inverse Fourier transformation can be carried out in semi-discrete form by 
adopting polar coordinates, since the integration with respect to the azimuthal angle can be done 
in closed form, leading to Bessel functions in the components of the Green’s function. 

When the whole system is considered in a moving FOR, the Green’s function and, at the 
same time, the response in the frequency-wavenumber domain lose the polar symmetry around 
the origin of the wavenumber domain, compared to a purely fixed FOR. Hence, a fully discrete 
inverse Fourier transformation from wavenumber domain into spatial domain is necessary. As-
suming that a load is moving in the positive x-direction, the frequency used to compute the 
Green’s function becomes wavenumber dependent. In that case, the inverse double Fourier 
transformation into frequency–space domain is defined as

 ( , , , ) =  14 , , , e  d d (4) 

where is the velocity at which the moving FOR travels through the fixed FOR. Subscript ‘m’ 
indicates values in the moving FOR.  

Since the methodology presented in this work uses both moving and fixed FOR, a mixed 
FOR is used, where the displacement response observed in a fixed FOR from a load applied at 
a stationary point in the moving FOR and vice versa are needed in order to obtain the coupling 
terms between the two FORs.  

Following a similar analysis with [13], the displacements   at for fixed FOR from a 
harmonic moving load of circular frequency can be expressed as

 ( , , , , ) = 1 e 12  , , , e d ,   = (5) 
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where  is the receiving frequency at the fixed FOR.  
Alternatively, using an equivalent analysis for a stationary harmonic load of circular fre-

quency  received in a moving FOR at =  the displacements  can be ex-
pressed as:

 ( , , , , ) = 1 e 12  , , , e d , = . (6) 

Comparing Eqs. (5) and (6) it is evident that the expressions are equivalent. That is, the dis-
placements originating from a moving source and observed in a fixed FOR are equivalent to 
the displacements caused by a stationary source and observed in a moving frame: 

 ( , , , , ) =  ( , , , , ) (7) 
given that the horizontal coordinates  and have the same numerical value. In practice, this 
means that only Eq. (5) or Eq. (6) needs to be evaluated. Then the integral part of the equation 
is reused for the other FOR combination, with changed x-coordinate. 

3 STRUCTURES INTERACTING WITH SOIL IN A SINGLE FRAME OF
REFERENCE

To couple the semi-analytical soil model to a FE model of one or more structures, a dynamic 
stiffness matrix of the soil is established. Firstly, the desired geometry of the soil-structure in-
terface is discretized into a number of ‘soil–structure interaction’ (SSI) nodes. The response is 
requested at a range of ‘observation’ nodes. The dynamic stiffness matrix is established using 
the SSI nodes, which is then coupled to structures and used to obtain the system displacements.

To establish the dynamic stiffness matrix of the soil, a global flexibility matrix relating all 
the degrees of freedom is needed. For a three-dimensional case, each SSI node has three degrees 
of freedom. Therefore, the receptance matrix ( ), also called the flexibility matrix, is a
square matrix with three times more rows and columns than the number of nodes in the system. 
To create the receptance matrix, a unit harmonic load , is applied to a single degree of free-
dom, , and the resulting displacements are observed at all SSI degrees of freedom, including 
the loaded one. The procedure is repeated for every degree of freedom in the system. This way, 
the receptance relating all degrees of freedom to the loaded degree of freedom is established. 
The receptance between degrees of freedom and  is found as 

, ( ) = ( , , , , ) , ( , , ) ei ( )+ ( )  d d (8) 

where , ( , , ) is the double spatial Fourier transform of a distributed harmonic load , ( , , ) of unit magnitude acting within the frequency domain at the depth in degree 
of freedom . The same procedure can be performed in both fixed and moving FORs. The
obtained results are placed in a single column of the receptance matrix and the process is re-
peated for every degree of freedom. Assuming there is a total of SSI degrees of freedom in 
the system, the assembled receptance matrix becomes:

( ) = , ( ) , ( ) , ( ), ( ) , ( ) , ( )
, ( ) , ( ) , ( ) . (9) 
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The receptance matrix can be established for the moving and fixed FORs. However, only in 
the fixed FOR, the matrix is symmetric, assuming that the applied load , ( , , ) is the 
same for all degrees of freedom. If no external structures are connected to the semi-analytical 
soil model, it is possible to apply the loads and obtain the system displacements directly as( ) = ( ) ( ) (10) 
where is the vector of load magnitudes. It is implied here that the load acting in degree of 
freedom has a spatial distribution defined by , and a magnitude defined by element of 

.

3.1 FE models interacting with the soil
To couple the soil model with an FE model of one or more structures, the dynamic stiffness 

matrix of the soil ( ) is needed. It can be obtained by inverting the receptance matrix. In-
cluding the dynamic stiffness matrix of the FE model the dynamic stiffness in the single 
frame of reference (SFOR) can be assembled as:( ) = ( ) + ( ) ( )( ) ( ) (11) 

where superscript ‘s’ denotes the degrees of freedom through which the FE model interacts 
with the soil, while superscript ‘n’ denotes the degrees of freedom that are internal to the FE 
model. Combinations of superscripts ‘sn’ and ‘ns’ denote the coupling terms. Due to symmetry 
of the FE system matrices, ( ) = [ ( )] . In addition, the matrix ( ) is usually 
sparsely populated. 

The displacements of the system can then be obtained by solving the system of equations: ( ) ( ) = ( ). (12) 
To obtain the displacements of the observation degrees of freedom, a flexibility matrix re-

lating the SSI and observation degrees of freedom is needed. Assuming that the numbering of 
observation degrees of freedom is stored in a set = { , , … , } with the number of degrees 
of freedom being , the flexibility matrix will have rows and columns. The flexibility ma-
trix for observation degrees of freedom is assembled as: 

( ) = , ( ) , ( ) , ( ), ( ) , ( ) , ( )
, ( ) , ( ) , ( ) . (13) 

To find the displacements of the observation nodes, the observation flexibility matrix is 
multiplied by the soil displacements at the SSI degrees of freedom , which are extracted from 
the whole system displacement vector : ( ) = ( ) [ ( )]  ( ) = ( ) ( ) ( ). (14) 

3.2 Rigid structures interacting with the soil
The semi-analytical soil model allows also modelling of completely rigid objects interacting 

with the soil. This is useful when modelling structures that are much stiffer than the surrounding 
material, for example building foundations. To create a three-dimensional rigid object, the ob-
ject shape is discretized into a number of SSI nodes. The global flexibility matrix is created in 
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the same way as in the previous subsection and inverted to obtain the dynamic stiffness matrix. 
However, condensation of the stiffness matrix must be performed in order to reduce the system 
such that the response can be determined in terms of the rigid body modes rather than the orig-
inal degrees of freedom of the SSI nodes. This is achieved by assuming that SSI nodes belong-
ing to the same rigid object are fixed relatively to each other and move together with the degrees 
of freedom of a reference master node that defines the motion of the rigid object. In principle, 
the master node can be placed at any position. However, it is most conveniently placed in the 
point at which coupling to an FE model should be done. That is, for example, in the centre of 
the topside of a footing. In the most common three-dimensional case, separate SSI nodes have 
three degrees of freedom each, i.e. three lateral displacements, while each rigid object has six 
degrees of freedom: three for lateral displacements and three additional rotational degrees of 
freedom of the reference node. For a single rigid object composed of a number of SSI nodes, 
the transformation matrix , is created. Multiple rigid objects can also be a part of the same 
system. The global transformation matrix for a system with rigid objects can be assembled 
as:

= , ,
, . (15) 

The system can also contain non-associated ‘free’ SSI nodes, which are not part of any rigid 
object. In that case, the local transformation matrix for such nodes will be the identity matrix 
with the same number of rows and columns as the number of degrees of freedom associated 
with the free node. 

To obtain the condensed stiffness matrix of the soil, , the dynamic stiffness matrix of the soil ( ) is modified: ( ) = [ ]  ( ) . (16) 
The matrix can then be coupled to FE structures in the same way as described previously. 

Due to condensation of some SSI nodes, Eq. (14) is also modified by introducing the transfor-
mation matrix ( ) = ( )[ ( )]   ( ) = ( ) ( )  ( ). (17) 

3.3 Vehicle, railway track and wheel-rail interaction
The system is excited by one or more vehicles travelling across a railway track. The vehicles 

can be modelled using various multibody systems, with varying complexity, depending in the 
application case. Vehicles are only modelled in two dimensions and only the vertical wheel-rail 
interaction forces are considered. The dynamic stiffness matrix of the vehicle , ( ) is cre-
ated in a moving FOR by combining the vehicle stiffness, damping and mass matrices. If mul-
tiple vehicles are needed, it is assumed that there is no direct interaction between vehicles and 
the dynamic stiffness matrix becomes:

( ) = , ( ) , ( )
, ( ) . (18) 
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Here it is assumed that there is a total number of vehicles in the system. Further, there is 
no coupling between separate vehicles through the vehicle stiffness matrix, i.e. each car of a 
train acts like a separate vehicle.

A layered track structure containing the rails, rail-pads, sleepers and ballast is used. It is 
coupled to the underlying soil in the frequency-wavenumber domain as described in [15]. By 
using the stiffness matrix for the rails ( ) and the diagonal stiffness matrix for the 
wheel-rail contact interaction the coupled vehicle–track system response from a unit amplitude 
unevenness is given as:( ) ( )( ) ( ) + ( ) + ( )( )( ) =    ( ) ( ) (19) 

where ( ) = exp  is the vector containing the unit unevenness for all wheel posi-
tions in the moving FOR. In Eq. (19), the vehicle degrees of freedom are split into two parts: 
those relating to the wheels, denoted with the superscript ‘w’, and those that are not coupled to 
the track, denoted with superscript ‘u’. It is assumed that each vehicle wheel has the same 
linearized Hertzian spring stiffness when calculating the acting forces. Solving Eq. (19) for 
the unknown displacement vector produces the system behaviour. Note that in this case, the 
effects of external structures coupled to the railway track through the soil are not accounted for.

The stiffness matrix for the rails in Eq. (19) can be found by inverting the flexibility matrix ( ) relating the rail displacements between all vehicle wheel sets positions is constructed. 
This is achieved in a similar manner as described in the previous section, assuming a single 
degree of freedom of a rail in a moving FOR for every wheel. The matrix is later used to estab-
lish the stiffness matrix of a coupled-domain stiffness matrix.

4 ASSEMBLY AND SOLUTION OF GLOBAL SYSTEM
Parts of the model described in the previous sections are combined into a single global sys-

tem. The resulting system combines parts formulated in a moving FOR, such as the vehicle and 
the track, and parts formulated in the fixed FOR, such as the structures interacting with the soil. 
To couple the two FORs together, the relation described in Section 2 is used. For this purpose, 
the receptance matrix , providing the interaction between the degrees of freedom of the rails 
and the degrees of freedom of the soil, is established. The matrix couples the moving and 
fixed FORs, and it is therefore dependent on two frequencies:  and . The tilde indicates 
that the quantity is defined in the mixed FOR. 

4.1 Partly coupled global system 
The flexibility matrix, assembled in the fixed FOR and connecting all the degrees of freedom 

interacting with the soil, is added to the system. Using the created matrices, the full flexibility 
matrix for the so-called ‘global’ (indicated by subscript ‘g’) system can be constructed( , ) = ( ) ( , )( , ) ( ) . (20) 

If no rigid bodies are present in the soil model, the global flexibility matrix may be inverted 
to obtain the stiffness matrix of the global system ( , ). When the system contains rigid 
objects, which are formulated as described in Section 3.2, the global stiffness matrix can be 
constructed using the global transformation matrix 
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= (21) 

where is the identity matrix with dimensions equal to the number of rail degrees of freedom. 
It is assumed that there are no rigid bodies modelled in the moving FOR. In theory, it is possible 
to model rigid bodies in both the moving and the fixed FORs, given that the reference nodes 
for these bodies are not shared between the two FORs.  

After the stiffness matrix of the system has been obtained, the vehicle and the FE structures 
can be also added to the global system. The governing equation for partial coupling in the mixed 
FOR becomes: ( , ) ( , ) =  ( , ) (22) 
where

( , ) =
( ) ( )( ) ( ) + ( , ) + ( , )( , ) ( , ) + ( ) ( )( ) ( ) (23) 

and 

( , ) =
( , )( , )( , )( , )( , )

, ( , ) =    ( )( ) . (24) 

The superscripts relate to the degrees of freedom of: ‘w’-wheels, ‘r’-rails, ‘s’-soil in the fixed 
FOR, ‘n’-parts of FE structures not coupled to the soil and ‘u’-vehicles uncoupled from the 
track (e.g. the vehicle body). Vectors ,  and store the displacements for the vehicle, 
global railway track–soil system and the FE structure, respectively. 

After the system has been solved, the displacement for the observation degrees of freedom 
in the fixed FOR can be obtained. When the displacements for both the global and the observa-
tion degrees of freedom have been obtained, the effects from discrete excitation frequencies 

 can be added together to obtain the total response in the fixed FOR: ( ) = 12 , , ( , ) (25) 

where ( , ) is the rail unevenness obtained from a power spectral density (PSD) according 
to the wavenumber , , and is the wavenumber step size. 

The time-domain response for the degrees of freedom associated with the fixed FOR can be 
obtained by performing an inverse discrete Fourier transformation of the displace-
ments ( ): ( ) = 12 , e  ,   (26) 

where is the number of discrete frequencies in the fixed FOR. Note that and need not be 
equal. However, the step sizes  and must be small enough, and the number of frequen-
cies  and large enough, to ensure proper discretization of peaks in the loads and resonances 
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of the system while, at the same time, avoiding violation of the periodicity inherent in the fre-
quency-domain solution.

4.2 Fully coupled global system
Using the matrices already created for the previously described solution procedure, it is also 

possible to assemble a fully coupled global system. Such a system will account for the fre-
quency spreading of the reflected waves due to the Doppler effect and might be useful for cer-
tain cases where the full coupling between the vehicle (the source) and the structures (the 
receivers) cannot be discarded. In such a system, the previously uncoupled frequencies in a 
single FOR are now coupled through the other FOR and the matrix will be fully populated. 
The system can be solved by applying loads in either FOR or both FORs at the same time. 
However, the computation of the fully coupled system is an extremely computationally de-
manding process, which involves double inversion of very large matrices. Thus, it should only 
be used when the secondary coupling effects are an important factor. 

5 VALIDATION AND APPLICATIONS
The methodology described in this paper is validated by comparisons with other state-of-

the-art computational approaches. By considering a system with no structures or rigid objects 
interacting with the soil, the described system assembly and solution procedures provide iden-
tical results to the approach provided by Sheng et al. in [13, 14]. This is expected, as the pro-
posed method here utilizes the same vehicle-track-soil interaction model, and, with no other 
structures interacting with the soil, the coupling terms cancel out. Modelling of rigid objects 
interacting with the soil was validated by comparison with BE and FEM-PML models. It was 
determined that the semi-analytical model provides a very good match, especially with the 
FEM-PML model, where even the secondary coupling terms show very good agreement. To 
demonstrate the capabilities of the proposed fully-coupled modelling approach, an example 
case was set up where the modelled structure is close to the railway track. 

5.1 Coupling between moving and fixed frames of reference
In order to validate the coupling terms between the two FORs and especially the symmetry 

between when a load is applied in the moving FOR and the displacements observed in a fixed 
FOR and vice versa, two test cases were set up. The proposed mixed-FOR model was simplified
by removing the railway track, the vehicle and the FE/rigid structures interacting with the soil. 
This way, the effects of a single load with a single excitation frequency acting directly on the 
soil surface can be observed. The ground was modelled as a homogenous elastic half-space of 
dense sandy-type soil, with 250 MPa Young’s modulus, 0.25 Poisson’s ratio, 2000 kg/m3 mass 
density and 0.05 loss factor. A stationary point in the fixed FOR was placed 3 m from the line 
along which the load was moving. 

A moving vertical load with constant speed and frequency was modelled. The vertical 
displacements were observed within a fixed FOR for a range of frequencies . The system was 
modelled using the simplified mixed-FOR model. For the analysed case, only the coupling 
terms between the moving and the fixed FORs, as described in Section 2, have an effect for the 
obtained results. For comparison, a full model was established, modelled only in the moving 
FOR, using the semi-analytical approach. 

Using the created model, the displacement field of the soil surface in the moving FOR and 
within the time domain was obtained for a single excitation frequency. Then, a time signal for 
displacements of an observation point moving through the displacement field with speed 
was found, considering that for every time step the position of the observation point changed. 
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Fourier transforming the obtained time signal into frequencies , the displacement spectra for 
a stationary observation point was obtained. Two combinations of speed and frequency in the 
moving FOR were investigated: Case 1 with = 20 m/s and = 20 Hz, and Case 2 with =40 m/s and = 10 Hz. The comparison of both approaches are shown in Figure 1 where it 
can be seen that the two approaches agree, confirming the analytical derivation presented in 
Section 2. 

(a) (b)

Figure 1: Displacements in a fixed FOR from a unit load applied in a moving FOR: (a) = 20 m/s and =20 Hz; (b) = 40 m/s and = 10 Hz. 

A similar validation example was created to analyse the coupling between a load in a fixed 
FOR and the resulting displacements in a moving FOR. Here, the mixed FOR model was com-
pared to a full solution formulated only in a fixed FOR. In the same way as for the previous 
validation case, using the full model, the displacement field of the soil surface was found in 
time domain. Then the vertical displacements for a moving observation point were obtained by 
changing the position of the point for every time step. Fourier transforming the time-domain 
response for frequencies , the displacement spectra for a moving observation point were ob-
tained. Two combinations of speed and stationary frequency were again investigated: Case 1 
with = 20 m/s and = 20 Hz; Case 2 with = 40 m/s and = 10 Hz. Results of both ap-
proaches are given in Figure 2. Once again, the results agree well, this time confirming the 
derivation given in Section 2.

(a)  (b)

Figure 2: Displacements in a moving FOR from a unit load applied in a fixed FOR.: (a) = 20 m/s and =20 Hz; (b) = 40 m/s and = 10 Hz. 

Comparing the two validation examples, it is evident that the response spreads out through 
the observer frequencies due to the Doppler effect, independently of which FOR the load was 
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applied in. The range of affected frequencies dependent on the speed of the moving FOR. How-
ever, a load applied in the fixed FOR produces two symmetric peaks around the excitation 
frequency, when observed in a moving FOR, while a load applied in a moving FOR produces 
two peaks in the fixed FOR. Further, comparing the results of Case 1 for both cases, it can be 
observed that the result in Figure 4 at = 20 Hz and the result in Figure 5 at = 20 Hz show 
exactly the same response. This confirms the symmetry between the two FORs implied by 
Eq. (7). The same result is obtained by comparing the responses of Case 2 for both cases. 

5.2 Validation of the modelling approach
To validate the modelling approach presented in this paper, it was compared to a sub-mod-

elling technique, as described in [6]. A similar modelling approach was also used in [5]. In both 
cases the sub-modelling approach was used to model an underground railway tunnel with a 
vehicle travelling through it, in turn exciting a building structure above the soil. However, the 
solution procedure can also be applied to surface railways and the system analysed in this work. 
The method uses the free-field displacements of the soil caused by a passing vehicle, which are 
later modified by introducing the building structure. Ensuring equilibrium and compatibility 
between the degrees of freedom connecting the building and the soil, a solution for the building 
displacements can be found.  

Comparing the methodology proposed in this work with the sub-modelling technique, it be-
comes evident that the basic parts used for both solution procedures are identical. For example, 
the free-field displacements from a moving load used in the two-step approach are identical to 
the flexibility matrix used here. However, the assembly and solution of the full system is some-
what different, with the proposed methodology allowing a wider range of applications, such as 
modelling rigid inclusions or allowing a two-way coupling between the two FORs. Further, the 
sub-modelling technique, as applied in this work, is a two-step solution approach, as the wheel-
rail interaction forces are obtained in the moving FOR before being used to obtain the displace-
ments in the fixed FOR. 

As, both approaches use the same basic parts, it is relatively easy to compare them. For 
comparison, a building structure, with six columns supporting two floors was used. The build-
ing is facing the railway track with its narrow side, which is 8 m wide, and the building is 
supported by two columns at either side. The length of the building is 10 m in the direction 
orthogonal to the track. In addition to the four columns placed at the corners, a column is placed 
in the middle of each of the longer sides. Each storey is 4 m high. The whole building structure 
is constructed from concreate with a Young’s modulus of 30 GPa, a Poisson’s ratio of 0.15, a 
mass density of 2400 kg/m3, and loss factor of 0.03. The columns have square cross-sections, 
with one side equal to 0.3 m, while the floors are 0.25 m thick slabs. Since the sub-modelling 
technique cannot directly model rigid objects, a flexible slab footing lies underneath the whole 
building with the same thickness as the building floors. 3D beam elements were used to model 
the columns, using Euler-Bernoulli beam theory to account for bending. The floors and the 
foundation slab of the building were modelled using Mindlin-Reissner shell elements, account-
ing for bending as well as shear. All FE parts of the model were discretized with mesh size of 
0.5 m, resulting in 4841 degrees of freedom in the system.  

The soil is modelled as a half-space of sand, with the same properties as in Section 5.1. Both 
systems were excited by a single passing vehicle, travelling at 40 m/s, exposed to a unit rail 
unevenness, with a 4 m wavelength corresponding to an excitation frequency of 10 Hz. For 
analysis, only a single excitation frequency is used, as the effects from multiple excitations 
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frequencies are just added together due to the principal of superposition. Thus, a single excita-
tion frequency is enough to evaluate how well both models perform. The test case is illustrated 
in Figure 3. 

Figure 3: Investigated case for validating the modelling approach. The vehicle is travelling from left to right, 
with magenta nodes indicating the wheel positions. The red nodes indicate the observation points, while the

shades of colour indicate the vertical displacements (bright yellow is up, dark blue is down). Track unevenness is 
not scaled. 

Figure 4 shows the displacements of the building structure obtained at the centre of the 
ground floor and the second floor where both approaches provide almost identical results, show-
ing that the proposed method is performing well. At the same time, almost identical results 
indicate that the back-coupling of the building structure to the railway track is insignificant. 
Thus, for at least for the considered case, there is no significant difference whether on or the 
other approach is considered. 

(a)  (b)

Figure 4: Displacements in a moving FOR from a unit load applied in a fixed FOR.: (a) = 20 m/s and =20 Hz; (b) = 40 m/s and = 10 Hz. 

5.3 Fully coupled system
A fully-coupled system solution approach might be necessary in cases where the modelled 

structures are close to the railway track, introducing a significant change of dynamic stiffness 
along the track. In that case, the re-scattered waves can have an effect on the vehicle behaviour 
and the obtained wheel-rail interaction forces. Problems where these effects are important could 
include modelling of tunnels underneath buildings, railway stations and various structures
nearby the tracks. Several such cases have been investigated by Coulier et al. [20], finding that 
while the axial loads are not effected significantly, the vibration insertion gain for source–re-
ceiver transmission can be affected up to 10 dB, when using a fully coupled solution procedure. 
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Another set of problems could include the sudden change of stiffness underneath the track, e.g. 
when a concreate passage is constructed underneath the railway track.

To examine such a case, a test case was set up modelling a single vehicle traveling across a 
railway track, as shown in Figure 5. The speed of the vehicle was 40 m/s. The vehicle and the 
track properties are given in Tables 1 and 2. The soil was modelled as a 5 m layer of soft clay 
sitting over a stiffer half-space of sand. The clay had a Young’s modulus of 80 MPa, a Poisson’s 
ratio of 0.48, a mass density of 2100 kg/m3, and a loss factor of 0.05. The underlying sand had 
the same properties as in Section 5. Underneath the track, at a depth of 1 m, a rigid block was 
embedded within the soil. The block was centred at the position, where the travelling vehicle 
centre line was located at time 0. The block was modelled as a 2D plate, placed in the horizontal 
plane with one side equal to 2 m. It was discretized into 36 discretization nodes, with three 
degrees of freedom per node. The system was excited by the deadweight of the vehicle only 
applied at = 0 Hz, with no excitation from the rail unevenness. The system was assessed by 
the fully-coupled modelling approach. As only the quasi-static effects of the vehicle were mod-
elled, the considered frequency ranges are reduced. The one-sided frequency range of the mov-
ing FOR was 0-30 Hz, and the one-sided frequency range of the fixed FOR is 0-25 Hz. In the 
computation, negative as well as positive frequencies were considered for either FOR, and each 
range was split into 200 discrete frequencies. 

Figure 5: Vehicle passing over a buried rigid block, at an instance where the leading wheel of the vehicle is di-
rectly above the centre of the rigid block. The vehicle is travelling at 40 m/s from left to right. The black line in-
dicates the vehicle traverse line, with the magenta nodes indicating the positions of the vehicle wheel sets. Only 

the two wheel sets of the front bogie are shown. 

Rail mass per unit length 60.0 kg/m
Rail bending stiffness 6.4 10 N/m2

Rail loss factor 0.01
Railpad stiffness 5.0 10 N/m
Railpad loss factor 0.1
Sleeper spacing 1 m
Sleeper mass per unit length 542.0 kg/m
Ballast vertical stiffness 4.64 10 N/m2

Ballast mass per unit length 1740 kg/m
Ballast loss factor 0.04
Track width 3.2 m

Table 1: Railway track properties. 

Figure 6 shows the velocities obtained for the vehicle in the moving FOR as well as the rigid 
block in the fixed FOR. It can be observed that the vehicle passing over a rigid block introduces 
a significant excitation into the system, with the rigid block as well as the vehicle reacting to 
the passage. In this system, the observed excitation of the vehicle is purely due to the weak 
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coupling effects that are disregarded in the two-step procedure. The waves generated by the 
passing vehicle are scattered by the rigid block in the fixed FOR and in turn excite a range of 
frequencies in the moving FOR. These effects would not be accounted for when the weak cou-
pling between the vehicle and structures is not modelled.  

Mass of car body 40000 kg
Mass of bogie 5000 kg
Mass of wheel set 1800 kg
Car body pitch moment of inertia 2.0 10 kg·m2

Bogie pitch moment of inertia 6000 kg·m2

Primary suspension stiffness 2.4 10 N/m
Secondary suspension stiffness 6.0 10 N/m
Primary suspension damping 30 10 N·s/m
Secondary suspension damping 20 10 N·s/m
Distance between bogies’ centers 19.0 m
Distance between bogie’s wheels sets 2.7 m
Herztian constant 5.14 10

Table 2: Vehicle properties. 

(a)  (b)

(c) 

Figure 6: Vertical velocities for parts of the vehicle (in moving FOR) and the rigid block underneath the track (in 
fixed FOR). The vertical dashed black lines indicate time instance when the first and third vehicle wheels are 

directly above the centre of the rigid block. The response is shown for: (a) the first and the third vehicle wheels; 
(b) both vehicle bogies; (c) rigid block underneath the track. 

From the wheel velocities shown in Figure 6(a), it can be seen that both leading wheels of 
separate bogies produce very similar results. However, the excitation due to the first wheel 
passage over the rigid block generates a wave that excites the third vehicle wheel, even before 
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it reaches the rigid block. A similar effect is also observed after the third wheel passes over the 
rigid block, where the generated wave travels forward and excites the first vehicle wheel. A 
very similar behaviour is also observed on the bogies. When comparing these secondary exci-
tations, it can be seen that the reaction of the third wheel due to the first wheel passage is higher 
than the excitation of the first wheel due to third wheel passage. This is due to the Doppler 
effect of the wave travelling through the rail, as the third wheel is travelling towards the wave 
propagating form the first wheel, while the wave generated by the third wheel must ‘catch up’ 
to the first wheel. From the rigid block displacements, it can be observed that the largest veloc-
ities are reached just before the leading wheel of a bogie reaches the centre of block. Interest-
ingly, to obtain the same displacements of the rigid block, a fully-coupled system solution 
approach is unnecessary, as the partly coupled solution provides results that are almost identical. 
For the analysed case, it can beconcluded that the fully coupled solution approach is only nec-
essary if the vehicle behaviour is of interest, for example for assessment of driver and passenger 
comfort, or if the track and wheel wear is to be assessed.

6 CONCLUSIONS 

The paper introduced a new modelling approach for the estimation of environmental vi-
bration resulting from railway traffic. A model of a coupled vehicle-track-soil-building
system was introduced with two approaches proposed for assembly and solution of the
whole system: the partly-coupled approach and the fully-coupled approach. Both solution
approaches use a single step procedure with one approach considering a fully-coupled sys-
tem, while the other approach discards some secondary coupling effects for a more com-
putationally efficient solution procedure.

A semi-analytical model was utilized to model the soil to which rigid objects and structures
modelled by the FE were coupled. The proposed modelling approach uses the frequency-
domain solution with some parts, such as the railway track, formulated in the moving FOR
and other parts, such as building structures, formulated in a fixed FOR. The coupling terms
between the two FORs are found by utilizing an analytical formulation of receptance be-
tween the two FORs. It has been established that due to the coupling between the fixed and
moving FORs, the previously uncoupled discrete frequencies become coupled through the
other FOR as a result of the Doppler effect and wave scattering. Thus, additional consid-
eration is needed when modelling such systems.

The proposed methodology is a robust approach that does not suffer from numerical insta-
bilities, due to the usage of frequency domain solutions. A wide range of cases can be
assessed, including the modelling of rigid objects in or on the ground and flexible struc-
tures modelled by the FEM, interacting with the soil. Using the proposed partly-coupled
solution approach, the computations can be easily parallelized, thus providing a relatively
fast and efficient computational method. Further, the suggested fully-coupled solution pro-
cedure is useful in cases where the weak coupling between the vehicle and structures can-
not be discarded.

The analytically derived coupling terms between the two FORs were validated by compar-
ing with models formulated in a single FOR. Further, the partly coupled solution procedure
of the full system was compared to a solution procedure in which the weak coupling is
completely discarded. The two solution procedures have been found to provide almost
identical results, validating the proposed partly coupled solution procedure while, at the
same time, indicating insignificant back-coupling in the considered case.

2715



Paulius Bucinskas, Evangelos Ntotsios, David J. Thompson and Lars V. Andersen

To demonstrate the capabilities of the numerical model and the potential of the fully-cou-
pled solution procedure, the response of a vehicle passing over a buried rigid block was
investigated. It was been found that the fully coupled solution procedure can predict the 
weak coupling effects between the vehicle and the structure, producing a vehicle response 
distributed through frequencies, when the load is applied only at a single frequency. Thus, 
in the present example, the modes of the vehicle were excited parametrically by the waves 
scattered from the rigid inclusion as a result of the passing deadweight of the vehicle.
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Abstract. With the increases in train speed in recent decades, it is important to define the 
track-ground critical velocity to prevent high track dynamic amplification. This is affected by 
wave propagation in the soil layers and track supporting the moving load. Therefore, this pa-
per investigates the important variables that influence the critical velocity and dynamic am-
plification based on three case studies of track-ground dynamic problems, which are: the 
presence of low stiffness soil layer, track shakedown and soil improvement. Three modelling 
strategies (analytical, hybrid analytical-numerical and 2.5D numerical) are used to analyse 
the different track-soil problems. The findings provide a better understanding of critical ve-
locity and dynamic amplification. These are useful when considering a new track-ground de-
sign or improving the existing railway lines.
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1 INTRODUCTION
In recent decades, global railway transportations put a great effort into providing the ser-

vice with higher train capacity and faster journey time; thus, the increase of operational train 
speed is required. This can bring the problems to engineering practice when the increased 
train speed approaches to the critical velocity of the track-ground system. By definition, the 
critical velocity is the minimum threshold speed of the moving and non-oscillating load that 
wave commences propagation within the supporting track-ground ( [1], [2], [3],[4], [5]).

At critical velocity, high levels of dynamic track-ground amplification occur and lead to 
the accelerated track degradation, including the elevated ground-borne vibration in the free-
field ([6], [7]). These phenomena are undesirable on the railway line because they directly 
concern the safety risk and require the various expensive and advanced solutions to remediate 
[8]. To prevent such negative impacts, it is essential to define the influential variables related 
to track-ground dynamics issues, in particular, critical velocity and dynamic amplification. 
This is because the behaviour and response of track-ground dynamics can become more sig-
nificant when experiencing high-speed moving load [9].

Existing railway standards for high-speed track attempt to consider the track behaviour and 
using a basic function of static response and speed to calculate dynamic response [10]. How-
ever, this concept is insufficient to achieve an accurate assessment of the complexity of wave 
propagation within track and soil because of the variety of track types and ground conditions.

Several models have been developed and proposed in the literature, aimed to investigate 
the dynamic track behaviour due to the moving load. Basically, [11] used analytical methods 
to model the problem by considering the moving load over an elastodynamic medium. With 
this approach, the dispersion characteristics of track and ground can be analysed, and the crit-
ical velocity can also be derived from the dispersion curves ([12],[13]). Better than the pure 
analytical simulation, the problem has been modelled semi-analytically ([14],[15]) where the 
analytical methods are applied for only track structure whereas the 3D soil is simulated using 
the Green’s functions in terms of wavenumber-frequency domain [16]. These simulations are 
useful to achieve a better understanding of the relationship between moving speed and dy-
namic displacement amplification while the computation requirements are relatively low. 
However, when the track structures are more complex, they are still unable to overcome those 
limitations and complexities.

Alternatively, the 2.5D model has been developed which assumed the track as an invariant 
structure in the direction of train passage. With this simulation, the number of degrees of free-
dom are reduced by discretising the track into 2D slices and then capture the response in 3D
using a transform ([6],[17],[18], [19],[20]). This is beneficial because it is capable of analys-
ing a relatively complex track and soil conditions, with much lower run times compared to 3D 
model [21]. For the non-repetitive geometry (for example, transition zones or singular de-
fects), 3D modelling has become an attractive alternative, presenting with a series of brick 
elements for individual track-ground components. Thus, ensuring the more accurate results in 
stress and strain field ([22], [23],[24],[25]).

In this paper, the effect of track-soil problems (a presence of low-stiffness soil layer, track 
shakedown and soil improvement) on dynamic track-soil behaviour, particularly, dynamic 
amplification and critical velocity will be investigated and analysed. Due to the complexity of 
such problems, track and soil geometry can be considered repetitive. Therefore, an analytical, 
semi-analytical and 2.5D numerical model are sufficient to perform the analysis above. The 
remaining sections of this paper are arranged in order as follow. In section 2, three modelling 
approaches are described. The modelling analysis of three track-soil problems will be present-
ed in section 3. 

2719



P. Chumyen, D.P. Connolly, K. Dong, P.A. Costa, P.J. Soares and P.K. Woodward

2 MODELLING STRATEGIES
In this paper, three different approaches have been developed individually to analyse each 

problem. The detail of each modelling strategy is described as follows.
Strategy 1 (Analytical): As outlined in [13], analytical expressions are used to compute the 

dispersion relationship between track and ground. Once the dispersion curves have been plot-
ted, the critical velocity can be identified. For example, the track and soil dispersion curve in 
terms of wavenumber and phase velocity, as shown in Figure 1, derived from the concrete 
slab track model with two-layered soil support. Both sub-figures point out that the critical ve-
locity occurs at the intersection point between track and soil dispersion line. For phase veloci-
ty, it is straightforward to read to critical velocity, whereas the calculation is required for 
wavenumber representation, using the frequency divided by wavenumber.

Figure 1: Dispersion relation (a) Wavenumber (b) Phase Velocity

Strategy 2 (Semi-analytical): The track and soil are modelled separately using different 
methods. An analytical approach is applied to model the track while the ground is modelled 
using the thin-layer element method (TLM). The thin-layer element and Green’s function of 
soil are used to compute the equivalent soil stiffness in the wavenumber-frequency domain, 
and such stiffness is then used within a track model to compute the coupled track-ground re-
sponse, as shown in Figure 2 [26].

Figure 2: Track-ground interface of a semi-analytical model

Strategy 3 (2.5D numerical): The 2D geometry of track and soil structure are defined using 
eight-node quadratic finite elements and solving in the frequency domain Absorbing bounda-
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ries are created to alleviate the reflection at boundaries, as presented in Figure 3, and the 
transform is then used to capture the 3D response ([18],[27]).

Figure 3: Simplified model of 2.5D modelling method

3 MODELLING ANALYSIS

3.1 Modelling parameters
To generate less complicated models and simulations, only slab track is used throughout 

this paper, with the properties as shown in Table 1. For the soil properties, Young’s modulus 
is varied in each section depending upon the purpose of informing discussion, and the Pois-
son’s ratio and density are constant at 0.35 and 2000 kg/m3 respectively. Regarding the anal-
ysis layout, the soil problem with low stiffness magnitude are presented first, followed by the 
track shakedown, and remediation solutions for soil are given in the last section.

Component Properties Value

Rail Bending stiffness (Nm2) 1.29x107

Mass (kg/m) 120
Railpad Stiffness (N/m) 5x108

Damping (Ns/m) 2.5x105

Slab Height of slab (m) 0.35
Young's modulus (MPa) 30,000
Half-track width (m) 1.25
Density (kg/m3) 2500
Table 1: Track material properties

3.2 Low stiffness soil layers
In general, the stiffness of soil stratum increases with depth because of the historical earth 

pressure. An example of dispersion curves for the typical soil layers, which the upper layer 
contains low stiffness soil (30, 75 and 100 MPa) overlying high stiffness soil (150 MPa) are 
illustrated in Figure 4(a). It is seen that the soil phase velocity is relatively low when the small 
magnitude of soil stiffness occurs. In contrast, with the natural processes [28] or localised soil 
improvement [26], the low-stiffness layers can arise below the top surface zones, possibly 
causing an increase in soil phase velocity. To illustrate the effect of this scenario on track and 
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earthwork design, the example of an upper layered soil with 100 MPA stiffness and 6m depth 
overlying an infinite thickness of soil layer with 50 MPA stiffness is generated. The result of 
the relationship between train speed and maximum rail displacement is shown in Figure 4(b).
It is seen that two peaks occur at similar speeds to the shear wave velocities of two different 
soil layers. The first peak can be defined as critical velocity which the elastodynamic wave 
energy commences propagating in low-stiffness layers and the train moving speed is located 
at the second peak with the highest dynamic amplification. Apart from the theoretical impact, 
it also affects the engineering practice because the expensive and advanced solutions are re-
quired for soil improvement.

Figure 4 : A presence of low stiffness soil layer: (a) dispersion curves when low-stiffness overlying high-
stiffness, (b) Maximum rail displacement curve when low-stiffness underlying high-stiffness

3.3 Track shakedown
With the repeated passages of moving train, track deformations can be both elastic and 

plastic. Its response can be classified into three main stages: elastic, elastic shakedown, cyclic 
plasticity and ratcheting depending on moving train loading as presented in Figure 5
([29],[30],[31] ).

Figure 5: Elastic- Perfectly Plastic behaviour during cyclic loading

For the early stage of elastic, this happens when the train loading is low and does not ex-
ceed the elastic yield limit. The permanent track settlement does not appear because the track 
behaviour is fully elastic with no accumulated strain.

The more adverse stage is elastic shakedown. When train loading is high and exceeds the 
elastic yield limit for initial train passages, the track will settle with the short period and then 
return to elastic. The additional train passages at the same loading have no significant impact 
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on the permanent settlement unless the train loading increase. The reason is that the total 
stress field (resulting from the combination between the accumulated remaining stress during 
the initial load cycles, incremental stress from train loading and at-rest stress field) does not 
affect the yield limit.

The last stage is cyclic plasticity and ratcheting, which is the most critical scenario because 
the permanent strains occur during each train passage due to the very high train loading ex-
ceeding the elastic limit. Such strains, then, induce the instability of track permanent defor-
mation, leading to the increased permanent settlement and ultimate failure.

Regarding the stage of track deformations above, it points out that the elastic shakedown 
stage plays an important role in track failure because the failure will occur when train loading 
equal or exceed the elastic shakedown limit. The influential factor for defining this limit are 
the material properties of track & subgrade, loading aspects (for example, speed and geometry)
and level of track dynamic during train passages. To investigate the relationship between the 
elastic shakedown limit and train speed, an example of the homogenous ground with Young’s 
modulus of 71 MPA and varying friction angle, ϕ = 20˚-35 ˚ are created [32]. The results are 
plotted, as presented in Figure 6. It is seen that the elastic shakedown limit tends to decrease 
when the train speed increase for all varying friction angles and the minimum value of shake-
down limit can be found at critical speed of 116 m/s. Therefore, the track failure can occur at 
equal to higher than this speed. However, the analysis above is based on a single moving load, 
and if considering full train geometries, the shakedown limit will likely be reduced.

Figure 6: The relationship between train speed and elastic shakedown limit

3.4 Soil improvement
As mentioned in section 3.2, sandwiched low stiffness layers can cause the multiple dy-

namic amplification factor (DAF) peak generation and significant stiffness contrast. This is 
challenging to find out the reasonable solutions that can increase the soil stiffness while the 
cost is needed to be optimised. Therefore, in this section, two main solutions will be consid-
ered and discussed.

Soil replacement

This is the fundamental practice to improve the soil stiffness by replacing the 
existing softer soil with the stiffer soil throughout the localised layer. The challenging 
tasks are to determine the optimisation between the magnitude of stiffness improve-
ment and replacement depth, with respect to construction cost. 

To illustrate this, the example of an original homogenous half-space soil with 
the stiffness of 45 MPa is created. Then, the soil is locally stiffened by varying five
discrete depths (1 to 5 m) and three stiffer magnitudes (100, 200 and 300 MPa). After 
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simulating the model, the results of all variation cases are plotted, as shown in Figure 7.
It is seen that the improvement depth and stiffness magnitude have a non-linear rela-
tionship with track deflection. When considering the improvement depth of 1 m, only 
300 MPa of stiffness results in lower rail displacement compared with the benchmark 
case with no improvement (see the dashed line in Figure 7). The reasons are that the 
train speed is higher than the critical velocity of the original soil, including the in-
creased stiffness shifts the DAF peak closer to train speed [26].

Apart from at 1 m depth above, it is seen that the lower deflections occur when 
the stiffness magnitude increase. Interestingly, the complex relationships between im-
provement depth and magnitude stiffness are found at a different level of deflections. 
For example, 1 m of 300 MPa improvement presents a similar displacement as 2m of 
100 MPa, as well as 2 m of 300 MPa and 5 m of 100 MPa. Therefore, to maximise per-
formance and minimise cost, different combinations of both variables are essential to 
be considered.

Figure 7: Soil replacement optimisation considering improvement depth and stiffness magnitude

Discrete soil stiffening

In contrast with soil replacement, soil can be stiffened discretely by either plac-
ing stone columns or performing jet grouting. To investigate the performance of both 
methods, two-layered soil models are created with the thickness of 4 m and 102 MPa of 
stiffness for the upper layer while the infinite depth of lower layer is modelled with 468 
MPa. Then, nine stone columns with diameter of 0.8 m and a stiffness of 160 MPa 
were placed at the top layers with 1.6 m of spacing while the jet grouting was per-
formed at five locations at 3.48 m of spacing in top layer with 0.7 m of diameter and 
stiffness of 1 GPa for another model as shown in Figure 8.
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Figure 8 : Discrete soil stiffening model (a) stone column, (b) jet grouting

The results of dynamic amplification for both methods, including the non-
improvement case (considered as benchmark case) are plotted, as shown in Figure 9.
Such curves from two methods have been normalised as regard to the static displace-
ment of the benchmark. When considering dynamic amplification aspect, using stone 
column and jet grouting provides a benefit of 12% and 39% respectively compared to
the benchmark. Besides, both methods also offer an advantage on critical velocity, 7% 
when using stone column and 22% for jet grouting. However, these benefit can be af-
fected if the quantity, dimension and stiffness of stone column and jet grouting are 
changed. Therefore, these three variables above are required to consider when optimis-
ing cost and performance of these two methods.

Figure 9: Normalised rail displacement curve when using a stone column and jet grouting

4 CONCLUSION
This paper aims to analyse the dynamic behaviour due to various track and soil problems

which involve low-stiffness soil layers, track shakedown and soil improvement. Three types 
of modelling strategies which consist of analytical, semi-analytical and 2.5D numerical model
are developed individually to simulate an example for each problem.

The analysis shows that the presence of sandwiched low stiffness layers can result in a 
higher level of complexity of soil wave dispersion, with respect to critical velocity. For track 
shakedown issue, it is found that the elastic shakedown limit is considered as an important 
factor for the likelihood of track failure due to train loading. Besides, the shakedown limit is 
highly sensitive when train speed increase. Soil improvement is also examined with two re-
mediation solutions which are soil replacement and discrete soil stiffening. For soil replace-
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ment, an improvement depth and stiffness magnitude of replacing soil are essential variables 
for optimisation of the cost and performance. The relationship between these two variables 
and track deflection are both non-linear. Lastly, the stone column and jet grouting are consid-
ered as discrete soil stiffening method. Two solutions can increase the critical velocity and 
reduce the dynamic amplification, while jet grouting has a more significant impact on such 
parameters compared to the stone column. 
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Abstract. Assessment of environmental vibration of railway lines can take many forms, often 
depending on the skills and tools of whoever carries it out.    In order to protect stakeholders 
from this arbitrariness and to reduce assessment costs, the Dutch government has commis-
sioned the design and implementation of a screening model for railway vibration.  After a 
study on the state-of-the-art of different methods a methodology has been chosen.  This has 
been carried out and the model is now taken into service. 

In our state of the art study we found that the best approach is to combine a database of vi-
bration forces of different train types for different soil conditions with a numerical model of 
the soil and an analytical model of the building.  This is also given by the type of data that is 
usually available in environmental impact studies.  Key parts are the existence of an extensive 
soil database in the Netherlands as well as a 6-monthly update of the track geometry.  An im-
portant issue we addressed was controlling train-track-soil interaction in such a hybrid model 
given the soft soils that are typical for the Netherlands.  We also gave a thorough treatment of 
all the variations and uncertainties.   

What is achieved now is a model where users input general information like geometry of the 
track and the types, speeds and number of trains into the model. The model itself collects de-
tailed information from various databases, builds an FEM model and runs its calculations 
resulting in expected exposure values and their bandwidth.  Validation will show to what ex-
tend this model can be used. 

This paper focusses on the schematization of the problem and the measurement of vibration 
forces. 
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1 INTRODUCTION 
Current procedure in The Netherlands for environmental vibration impact studies of rail-

way projects is the common three step approach: 1. scoping (setting a distance contour around 
the project and finding relevant buildings); 2. screening (identifying possible exceedance of 
criteria); 3. detailed predictions (targeting identified locations). As the third step can be quite 
costly, a good screening procedure is very important.  As most projects involve existing lines 
(to be upgraded), measurements as a central part of the screening is a possibility and in fact 
the main method right now.  Any model to replace that should at least deliver the same quality, 
in terms of the avoidance of false positives (wrongly identifying buildings) and false nega-
tives (missing the right buildings).  It implies that the model should be especially at his best 
around the criteria levels and that the model should provide information about its reliability, 
for users to make it possible to choose the level of certainty that suits their purpose.  Another 
important requirement is that it does not need more input than is available in a screening 
phase.  A nice to have for a screening model is that it is also of use for detailed predictions, 
for instance by allowing parts of the screening model to be replaced by alternative modelling.  
That way a detailed study can focus on a part without the burden of building a complete alter-
native model. 

A state of the art study [1] learned that such a model, applicable to typical Dutch soils 
(ranging from very soft to sandy), is not readily available nor can be easily derived from exist-
ing similar models.  For instance: an existing Dutch commercial screening model1, complete-
ly based on empirical data, lacks information about its reliability.  The Swiss model VIBRA-2 
is not applicable to soft soils.  Current procedures involving the combination of a train-track-
soil model, a ground-propagation model and a building response model require too much de-
tails. 

The models that are available, according to the state of the art study, fall into three catego-
ries:  

1. Empirical models.  They often offer solutions for the complete problem: source, soil
propagation, building response.  However they lack known reliability and cannot be
transposed from their empirical base to other soils, trains, etc.

2. Detailed models.  They offer only solutions for parts of the problem: either the source,
or a part of the propagation.  Their use requires input that is often not available during
screening.

3. Machine learning models.  As with empirical models loads of measurement data are
statistically treated but instead of deriving closed expressions or look-up tables, net-
works (neural nets, random forests, etc.) are trained on it.  They require a quantity and
quality of empirical data that is not yet available in The Netherlands.

It has become clear that any new screening model would involve a combination of models. 
Empirical models suit the level of detail during screening, detailed models make it possible to 
transpose the empirical models, statistics is needed to learn about the resulting reliability. 

2 SCHEMATIZATION OF OURS 
OURS2 is built up like noise models used for environmental assessment:  

The source part is empirical
The propagation part is detailed

1 VibraDyna, Movares 
2 OURS is an acronym, Ontwikkeling Uniform Rekenmodel Spoortrillingen, which is Dutch for “development of 
a uniform calculation model for railway vibration” 

2730



Arnold Koopman 

The building response is empirical/detailed
Different from noise models is that the propagating medium, the soil, influences both the 
source and the building response.  The detailed soil module therefore also feeds into the 
source module and the building module.   

Similar to noise models, each part of problem is described in the frequency domain.  Mod-
ules generate octave band spectra with mid frequencies 2, 4, 8, 16, 32 and 63 Hz.  The  main 
metrics that the model needs to produce are of a peak nature: Vmax and Vtop.  They are the 
maximum over a week of the maximum of each pass-by.  The model works with an average 
over a week of the root-mean-square of each pass-by.  This supports the use of spectral analy-
sis.  The peak metrics are derived afterwards based on statistical assumptions about the distri-
bution of the vibration amplitude during a pass-by and the distribution of peak levels among 
pass-bys..  That procedure is already in use for common railway vibration measurements in 
the Netherlands [2]. 

2.1 Source  
The kinetic energy of the forward moving train is the actual source of environmental vibra-

tion.  Irregularities, like track unevenness, track stiffness variation, discontinuities, wheel out 
of roundness, etc. transform part of this energy into propagating waves.  Quasi static excita-
tion caused by the moving axle load only lead to propagating waves above a certain critical 
speed but also generate a near field below that speed which for soft soils can be considerable. 
The mechanics of the train, the track and local soil influence how much power is injected into 
the ground and at which frequencies.  OURS does not model all that in detail.  Instead, the 
combined source mechanisms are modelled as one “equivalent” point force on the track, 
equivalent in the sense that it generates the same vibration levels at a given distance, of 25 
meter, from the track.  The assumption is that the source power is proportional to the square 
of the excitation force of the train-track system on the soil.   

Figure 1: Measurement procedure for use of the equivalent force characterization of a railway track.  Using a 
drop weight the transfer mobility from point 1 to point 2 is measured.  Assuming translational symmetry of the 

ground and regarding the embankment as part of the source, that transfer mobility is taken to be valid also for the 
train-track system towards point 1.   

The distance of the evaluation point (distance a in Figure 1) is determined from a sensitivi-
ty study performed by Hoving [3].  In that study, a physically complete, though simplified 
numerical model of the train-track-soil system is set up to determine the minimal distance a 
where the transfer mobility from track to point 1 is not influenced by the train and the track.  
That distance can be considered the border between source and propagation path and the 
evaluation point for an equivalent force method.   
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A drop weight generating a force F on point 1, 25 meter from the track, leads to a velocity 
response v of point 2 at a distance of 25 meter from point 1.  The ratio is the transfer mobility 
over 25 meter, denoted by Y25: 

(1) 

Assuming translation invariation, Yo also describes the transfer mobility from a point di-
rectly under the embankment to point 1.  Measuring the velocity at point 1 during a train pass-
by, a force can be calculated that is characterizes the active train-track-system as a source 
equivalent to a drop weight: 

(2) 

The force levels are determined from in situ measurements.  How this is done precisely is 
described in chapter 3.  It leads to a database of force spectra for a range of train types, with 
different speeds, on certain measurement locations.  This database constitutes the main part of 
the source module of OURS.  However, this is not enough for describing the source. 

Equivalent forces are characteristic for the measurement circumstances under which they 
are determined: of course train speed and track conditions, but also soil conditions.  An algo-
rithm is needed to transpose the measurement data to different conditions.  For train speed, 
that can be a simple case of interpolation between measurement data, given that sufficient 
speed variation is available in the database.  For track conditions, the force can be scaled, giv-
en that condition measurements from monitoring trains are available.  However, for the em-
bankment as well as for soft soils there is a problem that cannot be solved as easily. 

When the receiving system, especially the soil, is relatively soft, the assumption that the 
source power is proportional to the excitation forces breaks down.  The relative mobilities of 
source system and receiving system influence the actual power injection.  This interaction has 
to be taken into account.  In structural acoustics, this is done by introducing a coupling func-
tion that is dependent on de mobilities of the subsystems.  For railways lines this is difficult: 
the two dimensional interface between the subsystems complicate the coupling function and 
complicate the measurement of the needed mobilities.  

For OURS, a more simple approach is chosen to take the influence of the soil on vibration 
generation into account.  For each type of train, the equivalent force is determined on two 
very different soils: a very stiff one and a very soft one.  The soil mobility of each of those 
two locations, already needed to determine forces from measured velocities, become part of 
the source description.  For any location where a prediction is needed, the equivalent fore is 
determined by interpolation between the two measurement sites based on the mobility of the 
prediction site.  The latter mobility is determined by the same module that calculates the 
ground propagation.   

The interpolation parameter that weights the relative contribution of the soft soil measure-
ments and the stiff soil measurements is determined as follows: 

(3) 

In this formula, Z with an arrow up is the transfer impedance (reciprocal of the transfer mobil-
ity) of the stiff soil and Z with the arrow down likewise for the soft soil, i is the index for fre-
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quency bands, Y25 is the calculated transfer mobility of the soil.  Given that soil mobilities can 
differ by an order of magnitude or more, a logarithmic scaling is chosen. 

For a certain situation to be evaluated, the equivalent force of a train can thus be calculated 
from the measured equivalent forces at two sites: 

(4) 
In this formula, V stands for the train speed. The exponent n for the influence of the train 
speed on the equivalent force is also determined at the two measurement sites, each with their 
own appropriate reference speed (being the median speed at that location). 

2.2 Ground propagation 
A rather unique opportunity for soil characterization, needed for any propagation model, is 

the availability in The Netherlands of an extensive and continuously growing database of cone 
penetration tests (CPT’s).  For about 80% of the railway system, at least one CPT is available 
within 600 meter distance.  This trove of input data makes it feasible to employ a detailed 
numerical model.  Chosen is to start with implementing a 2D axial symmetric finite element 
method.  Possibly this will be accompanied in the future by a full 3D FEM implementation, 
for instance for assessing tracks not on grade, mitigation measures, etc.  

After drawing from the CPT database, a 2D FEM is built, meshed and solved in the fre-
quency domain.  This automated process is implemented into OURS and does not require any 
commercial FEM code.  

The ground module generates transfer functions, for use of calculating the decay over dis-
tance as well as point mobilities.   These point mobilities are used for taking soil-structure in-
teraction into account, for the source as well as for the building.  For the source, the calculated 
mobility amplitude is used to interpolate between the measured ground mobilities in the 
source database (see paragraph 2.1).  For the building, the calculated complex mobility is 
combined with a calculated complex building mobility to determine a coupling function (see 
paragraph 2.3).  Also, at the position of the building, the speed of the incoming waves, of 
whatever nature, is determined for use of the building response. 

Choosing a 2D solution over 3D has the benefit of fast calculation but has the drawback 
that the actual 3D geometrical decay is not represented fully in the 2D solution.  This is reme-
died by imposing the missing extra dimension afterwards. 

Choosing to describe the soil with a 2D model in the frequency domain has the drawback 
that the moving load effect cannot be represented correctly.  The near field decay related to 
the pass-by of an axle cannot be determined from a transfer function.  This can be helped by 
treating the moving load effect completely separately in the time domain, adding axle loads to 
the source database and using the FEM representation for static deflection tests.  This is not 
implemented in OURS yet. 

The ground module is described in more detail in another paper of this Proceedings. 

2.3 Building response 
The assessment of environmental vibration mainly involves annoyance.  To a lesser degree, 

for railway vibration, structural damage is also an aspect to be accounted for.  According to 
the Dutch regulation [4] in use for annoyance, vibration possibly leading to annoyance is 
evaluated at the floors of buildings.  Vibration possibly leading to structural damage is evalu-
ated at the foundation of the building, according to a generally excepted guideline [5].  In ei-

2733



Arnold Koopman 

ther case, a building response model is needed and should take account of soil – structure in-
teraction.  To calculate vibration levels on floors, the dynamics of the building structure as 
well as those of the floors need to be described. 

The building response module of OURS is an analytical model in the frequency domain.  It 
takes in information about the nature of the structure and the floors as well as the point mobil-
ity and the wave speed in the ground as a function of frequency.  From that input, it calculates 
transfer functions from a green field soil to the foundation and to the floors.   

A more detailed description is outside the scope of this paper.   

3 MEASUREMENT METHOD FOR SOURCE DESCRIPTION 

3.1 General 
In OURS, a train type is described by at least two locations, each delivering an equivalent 

force and the mobility of the soil on which this force is measured. Force and mobility are oc-
tave spectra.  The mobility is a transfer mobility over 25 meter, determined from a drop 
weight test.  The force is the root-mean-square (rms) of the ground velocity during pass-by, 
on 25 meter distance from the track, divided by the mobility. 

To reduce the influence of varying soil conditions at the measurement location as much as 
possible, the following precautions are made: 

locations on one side of a track are used with an area of about 200 meter by 200 meter
that only contain grass land, without ditches or elevations
9 vibration measurements points are used, each at least 2D, preferably 3D.  The hori-
zontal of a 2D sensor is oriented towards the source (track or drop weight), a horizontal
of the 3D sensor is oriented towards the track.
for placing the measurement equipment, first the top layer, often about 25 cm, is re-
moved

The drop weight test is performed at each of the 9 measurement points, not only to then later 
average mobilities, but also to identify possible deviated local soil conditions, to be taken into 
account during post processing. 

To reduce the influence of variation between trains of the same type, at least 50 pass-by’s 
are required, which are averages later.  In practice, the measurements continue for at least 2 
weeks.   

To determine train type and track number a webcam is used and software is trained on the 
resulting images.  To determine train speed a speed radar is installed. 

3.2 Measurement procedure 
At each measurement location, after careful selection of such a location, the following pro-

cedure is followed. 
1. A mesh of 3x3 of 50 by 50 meter is set out on 25 meter from the nearest rail of a rail-

way track.  See Figure 2.
2. At the 9 mesh points vibration equipment is installed. After removal of the top layer,

first a sufficiently stiff plate (first mode>160 Hz, size 30 cm x 30 cm) is positioned and
on top of that the sensor is placed.  The hole is covered to avoid sensor excitation by
rainfall.

3. Webcam and speed radar are installed close to the track and set to run and save contin-
uously.

4. The area is closed down: no cattle or farming or humans allowed.
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5. Triggered by a pass-by, full time signals of all 9 points are collected and saved with a
pretrigger and posttrigger of 2 seconds.

6. After at least two weeks of measurements, at the last two days a drop weight of at least
300 kg is brought and used to perform the mobility measurements.  The drop weight is
equipped with an accelerometer to determine the excitation force.  The weight is
dropped on a plate of about 1 m2, near each of the 9 measurement points.  At least 6
drops at each point: 3 at maximum impulse and 3 at 30% of maximum impulse.  Each
time the full time signals of all measurement points are collected.  In addition to the 9
fixed vibration sensors, there are 4 1D vibration sensors that accompany the drop
weight and are positioned around it.
At least 8 seconds of signal, including a pretrigger of 1 second, is recorded.

Figure 2: Measurement grid, next to the track.  The lines V, Z and H are on a distance of resp. 25, 50 and 75 me-
ter from the nearest rail 

The equipment needs to fulfill the next requirements: 
Vibration measurement equipment must fulfill the requirements according to the Dutch
guideline SBR B [6] (a.o.: measurement range of 1 to 80 Hz, with a resolution of 0.01 
mm/s).  The four extra sensors placed around the drop weight need to have a resolution 
of 0.001 mm/s. 
For the pass-by measurements, the sample frequency is at least 500 Hz. Synchroniza-
tion between the sensors of 1 second is sufficient.   
For the drop weight measurements, the sample frequency is at least 1000 Hz and all
sensors need to be in sync.   
The drop weight should be able to generate a maximum impulse of at least 1000 Ns.

3.3 Post process procedure 
First the drop weight tests are processed. 
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For each drop, the time signals of the four “traveling” sensors are averaged to one sig-
nal.
For each drop weight test location, the transfer function estimate from the accelerome-
ter on the drop weight to each of the measurement channels is determined.  Preferably
the estimate is based on a pwelch procedure.
If in the field accelerometers instead of velocity sensors are used, the transfer functions
are divided by the angular frequency.
The transfer functions are divided by the mass of the drop weight, resulting in a mobili-
ty.
The transfer functions are spectrally averaged to octave band spectra.
Along with the transfer function estimate, the coherence is determined.  The coherence
can turn out to be insufficient for large parts of the spectrum, for instance because the
drop weight bounces too much or local deformation of the soil underneath the drop
weight plate occurs.  In that case, instead of determining transfer function estimates,
each measurement channel is filtered to octave bands and spectra are generated bases
on the root-mean-square of the full signal.  The mobilities are derived from the ratio of
the spectra, after corrected for drop weight mass.  If in the field accelerometers are
used, the time signals are first integrated.
For each test location, the point mobilities (derived from the 4 traveling sensors) is
compared to the mobility derived from the vertical direction of the field sensor at that
location to investigate the validity of the field sensor.  In case of a considerable deviat-
ing spectrum, that sensor is removed from all measurements, including the pass-by’s.
The 9 point mobilities are also compared mutually to find outliers to be removed from
all measurements.
From the remaining mobilities, all the 25-m “neighbor” mobilities for the vertical di-
rection are selected. The inverse is taken to yield the impedance.  These impedances
are averaged, thus resulting in what is called, in OURS, Zo.  Multiplication of Zo with
a velocity measurement on a 25 meter distance gives an equivalent force.
From the neighbor mobilities the horizontal in the direction of the drop weight is divid-
ed by its vertical.  These are averaged, resulting in what is called, in OURS, Yratio.
That parameter is used to derive a vertical force to horizontal velocity mobility from Zo.

Then the pass-by’s are processed. 
The time signals are put through an octave filter bank.
The signals, including the original unfiltered one, are further treated according to SBR
B: the frequency weighting related to human perception is applied in the time domain,
the signal is convoluted with an exponential filter with a decay time of 1/8 second, re-
sulting in a DC signal.
For each channel from the unfiltered but SBR-B treated signal the moment that the
maximum (called “Veff,max” by SBR-B) occurs is determined. For that moment and 5
seconds (±2.5 seconds) around it, the root mean square of the octave filtered and SBR-
B treated time traces is determined.  This results in what is called, in OURS, a Vrms,5s
per octave band per measurement point per vibration direction per pass-by.
The decay over distance, from 25 to 50 and 75 meters from the track, for the vertical
and the horizontal vibration directions, is determined by curve fitting an exponential
decay on each pass-by and average the results.
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The Vrms,5s spectra are multiplied with correction spectrum that accounts for the
amount that the local track geometry deviates from the Dutch mean as determined by
the most recent visit from a track monitoring train.
Using the distance decay, the Vrms,5s on 50 and 75 meter are translated to a prospect-
ed spectrum at 25 meter.  For multiple tracks, pass-by’s on the tracks further from the
field are translated to the first track, using that same distance decay relation.
Each Vrms,5s is  multiplied with Zo to yield an equivalent force spectrum.
Per type of train, all force spectra of that type are collected to fit the exponential of the
relationship between train velocity and equivalent force.  This exponential becomes
part of the source database.
After applying train speed correction, for each type of train all equivalent force spectra
are averaged, yielding Feq, which becomes part of the source database.

4 MEASUREMENT RESULTS 
In 2018, specialists from the company Cauberg-Huygen have carried out source measure-

ments at 3 locations in the Netherlands: Best, Schalkwijk and Nijkerk.  Best and Nijkerk are 
chosen for their stiff soil (sandy), Schalkwijk for its very soft soil (clay).   

From this experience, some lessons are learned.  One involves the drop weight.  Applying 
an elastic layer under a drop weight is an often used method to skew the excitation spectrum. 
Varying that layer makes it possible to “scan” a considerable frequency range.  Eventually it 
turned out, for this procedure, that just using one very stiff rubber (of unknown Youngs’s 
modulus though) is sufficient.    

Figure 3: Impedance over 25 meter Zo, as determined by drop weight tests on three different locations in The 
Netherlands.  The variation coefficient in each band is about 30%. 

Some results are presented in figures 3, 4 and 5.  First the measured impedances are shown. 
For the purpose of investigation, the impedances are evaluated for third octaves instead of oc-
tave. Around 8 Hz, an important frequency for railway vibration on soft soils, the difference 
between the stiff soils and the soft soil is an order of magnitude.  Around 63 Hz, the soft soil 
has a much higher impedance over 25 meter. 
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Figure 4: Equivalent force of a VIRM passenger train at 135 km/hr as determined on three different locations.  
The variation coefficient in each band is about 30%. 

The equivalent force for a very common and very significant train type, the double deck 
passenger train VIRM, is shown in 4, for each of the three locations.  It illustrates the influ-
ence of the soil on the equivalent force.  Remarkable is that for the main part of the frequency 
range, not the one soft location but one of the two stiff locations stands out: Nijkerk.  From a 
stiffer soil higher forces are expected so the current assumption is that it is actually the other 
stiff location, Best, that is deviating from expectations.  Either way, these results are not fully 
explained yet and are still under investigation. 

Figure 5: Power, injected into propagating waves, by VIRM passenger trains with a speed of 135 km/hr, on three 
different locations.  The variation coefficient in each band is about 50%. 
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Finally, the power injected into propagating waves is determined from the equivalent force 
and resulting response at 25 meters from the track.  It illustrates the influence of the soil on 
injected power and therefor the need to incorporate the soil influence into a source characteri-
zation.  Again, Nijkerk stands out. This can partially be explained by the high forces that are 
generated there.  Schalkwijk shows why 8 Hz is such an important frequency for soft soils: 
most of the power is in that octave band.  It can be explained by the relatively low soil imped-
ance there which leads to a stronger coupling with the train-track system. 

5 CONCLUSIONS 
This paper describes the physical schematization that OURS uses to describe the genera-

tion and propagation of railway vibration.  An important aspect is the influence of the stiff-
ness of the soil on the vibration generation.  This led to a measurement procedure that is 
described in this paper.  That procedure has been carried out at three locations, to fill the 
source database of OURS. 

The measurement results show that the injected power indeed depends on the soil condi-
tions and that the equivalent force as a descriptor of a source is only valid under similar soil 
impedances.   

Two similarly stiff locations generate different injected and different equivalent forces 
though.  This is not understood yet. 

The full implementation of OURS, the installer as well as all the code, which is released 
under an open source license, can be found on Github [7]. 
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Abstract. Nuisance due to railway induced vibrations has been receiving increased attention
in the Netherlands, as a recent study has found that a significant part of the population living in
the vicinity of railway tracks in the Netherlands, experiences excessive vibrations levels. As a
result, the Dutch government has commissioned the design and implementation of a screening
model for the estimation of railway induced vibrations at a network level. Within this screen-
ing model, attention has been paid to the characterisation of the subsoil. This paper focuses
on the methodology developed to perform a semi-stochastic subsoil characterisation, based on
publicly available datasets for the Netherlands. The method uses a countrywide cone pene-
tration test database and the Dutch geomorphological map to define, at a specific location, a
set of possible subsoil schematisations, their likelihood of occurrence, and the corresponding
subsoil parameters. The effect of soil variability on the vibration levels is assessed by com-
puting the transfer function at different distances from the source. The transfer functions are
computed with a newly developed finite element model kernel. The kernel is optimised to specif-
ically compute layered half-spaces. The results show that the subsoil schematisation plays a
significant role on the vibration level, which shows that it is paramount to perform a correct
characterisation of the subsoil when trying to estimate induced vibration.
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1 INTRODUCTION

Railway induced vibrations are found to cause public nuisance to inhabitants living on the

vicinity of railway tracks. In the Netherlands it is estimated that 20% of the inhabitants living

within 300m of a railway track experience severe nuisance due to railway induced vibrations

[27].

In order to better characterise the environmental levels of exposure to railway induced vi-

brations the Dutch government has commissioned a screening model. In 2016 the desire for

a robust calculation model was expressed by the minister of the Ministry of Infrastructure and

the Environment (currently the Ministry of Infrastructure and Water Management). In response

the Dutch National Institute for Public Health and the Environment (RIVM) started a project to

answer the following questions:

1. What is the quality of available calculation methods?

2. Can the available methods be improved?

3. What calculation model could best be developed that is suited for railway induced vibra-

tions in the Netherlands?

In an inventory on the state-of-the-art of railway induced vibration models [8], 17 calculation

models were considered (10 foreign and 7 domestic). The main conclusion of this study was that

none of these models were directly suited to be used in the Netherlands, but a combination of

methods could be applied to create a calculation method that fits the requirements for accuracy

and reproducibility.

The lead to the development of a new screening model : OURS (a detailed description of the

model can be found in [13]). At the heart of the OURS model lies the soil independent source

characterisation as developed in [26]. This enables the generation of a database with source

parameters that only depend of parameters such as train speed, weight and wagon types. Once

a database is filled, then the source terms are convoluted with the transfer admittance through

the soil and the vibration levels can be predicted at the foundation of the buildings.

One of the major components of admittance modelling corresponds to the subsoil modelling.

Even in countries with abundant information about the subsurface, such as the Netherlands, the

data density is in most cases not high enough for reliable deterministic subsoil schematisations.

The challenge is to produce a reliable subsoil schematisation and parametrisation, with the

available information.

The development of OURS screening model had the following requirements:

• The method needs to be applicable in the entire county;

• The method needs to provide unique response (independent of the user);

• The method needs to provide, for a specific location, subsoil layering and subsoil param-

eters (Young modulus, soil density, Poisson ratio and damping ratio).

During the past years, a methodology has been developed for flood defences [10] that uses

subsurface build up scenarios to characterise the subsurface for a certain assessment. This

approach combines data from e.g. boreholes, cone penetration test (CPTs) and geological maps

with expert knowledge about the natural pattern in the build-up of the subsurface. The result
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is a stochastic subsoil schematisation that, at a certain location, provides the possible subsoil

schematisations and its likelihood of occurrence.

Although this methodology has successfully been adopted in flood defences, it cannot be

translated into the current project, as it requires expert knowledge in order to derive the subsoil

schematisations. The proposed methodology for OURS uses the concepts defined in the flood

defences methodology, such as the concept of subsoil scenario [10], but the derivation of the

subsoil scenarios is purely based on public datasets.

The second major component of the development of the admittance modelling consists of

the creation of a finite element analysis (FEA) kernel. The admittance can be modelled using

several methodologies. One of the fastest options is to deploy a semi-analytical description of

a layered halfspace. However, the flexibility of such a model is very low. It can only be used

in very homogeneously distributed layers. A slightly slower, and a more flexible option are

Boundary Element models (BEM). This is a fully numerical method in which only the enclosing

surfaces of the layers are discretized. When introducing many thin layers or irregularities, the

BEM methods becomes slower. The most flexible and unfortunately slowest option corresponds

to Finite Element Method (FEM). In FEM the complete soil domain under consideration has to

be discretised. This generally leads to a large number of unknowns to be solved. However, the

system of equations to be solved is sparse (in contrary to BEM) and when deploying an explicit

scheme to solve the differential equations, only a diagonal matrix has to be inverted.

The major advantage of using FEM is its flexibility. Although it is not foreseen within the

scope of this project, it should be easy to improve the method to also model e.g. countermea-

sures to prevent nuisance. Only FEM is able to easily model these geometric constructs.

This paper the methodology for subsoil modelling and admittance computation in OURS

and it is organised as follows: section 2 describes the principles of subsoil modelling, section 3

presents the development of the FEM kernel for the analysis, and section 4 illustrates the appli-

cation of the methodology in a case study.

2 SUBSOIL MODELLING

2.1 Public datasets for subsoil modelling

The model for the subsoil schematisation and parametrisation developed for OURS has been

developed with the following public datasets:

• The Netherlands Hydrological Instrument (NHI);

• Geomorphological map;

• Cone Penetration Test (CPT).

The following sections show the description of these different datasets, and its interpretation

(when applicable).

2.1.1 NHI dataset

In the Netherlands the NHI [3] provides the targeted water level for the entire country. This

information is used to compute the phreatic level depth, z′, and therefore estimate the verti-

cal effective stresses, σ‘v0, which are of importance to perform the subsoil schematisation and

parametrisation (see Section 2.2.2).
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Figure 1 illustrates the targeted water level for the Netherlands. This value is displayed in

NAP level (Normaal Amsterdams Peil), which corresponds to the reference surface for vertical

positions for the Netherlands. From the Figure 2 it follows that the east and southeast part of the

Netherlands have a higher target water level than the western part. This is related to the higher

elevation of this region.

Figure 1: Yearly targeted ground water level for the Netherlands [3].

2.1.2 Geomorphological map

In the Netherlands the geomorphological map has been developed by the Wageningen En-

vironmental Research (Alterra). This map is freely available through PDOK [21]. The geo-

morphological map provides a detailed overview of the altimetry, origins and formations of the

Dutch subsoil (e.g. moraines, river valleys; old river beds), as well as abnormal geological

depositions and elevation details. Moreover, the geomorphological map provides information

about active geomorphological processes, such as dune formation due to aeolian transport and

sedimentation and erosion along rivers and tidal processes.

Figure 2 illustrates the geomorphological map of the Netherlands. Each colour corresponds

to an independent geomorphological entity. These geomorphological entities can be interpreted

as geological formations that have a similar build-up process. From the figure it follows that the

eastern part of the Netherlands has more complex morphology than the western part. Areas as

Flevoland have little variability, as they are the result of land reclamation activities.

2.1.3 CPT tests

The CPTs tests are generally the main information used to perform the subsoil schematisa-

tion and parametrisation in geotechnical engineering, therefore have been adopted as the main

dataset for the development of the subsoil modelling in OURS.
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Figure 2: Geomorphological map of the Netherlands [21].

In the Netherlands a public database containing CPTs is freely available (BRO: Basisregis-

tratie Ondergrond [2]), and it is maintained by the Dutch government. This database is being

continuously updated with new CPT data, as in the Netherlands it is compulsory to add the

CPTs tests into the BRO database for projects funded by the public works.

Figure 3 shows the CPT dataset available in the BRO (February 2020), alongside with the

Dutch railway network. In total there are 97732 CPTs tests. It follows that the Randstad has a

higher density of CPT tests than the rest of the Netherlands. Nevertheless, the amount of CPT

tests will increase with time, as more data will become available in the BRO, which will lead to

an overall increase in the density of CPT tests across the country.

2.2 CPT interpretation

2.2.1 CPT: subsoil layering definition

The CPT tests were used to perform the subsoil layering definition. This layering was per-

formed in accordance to the methodology presented in Robertson and Cabal [23]. This is the

most established classification system for soils found in literature. This methodology for the

calculation is described in Procedure 1.
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Figure 3: Overview of the CPT distribution in the Netherlands [2]. � represents a CPT and /−
the Dutch railway network.

Procedure 1

1. Read CPT file from BRO

2. Read phreatic level from NHI

3. Compute soil volumetric weight (see Section 2.2.2)

4. Compute total and effective stresses

5. Compute lithology according to [23]

2.2.2 CPT: subsoil parametrisation

For the analysis of wave propagation problems, not only the subsoil layering is of impor-

tance, but also the geomechanical parameters associated with each layer. In the model of OURS

the wave propagation analysis is done by means of FEA, which has the following geomechan-

ical parameters as input: soil density, ρ; Poisson ratio, ν; small strain shear modulus, G0;

and damping ratio, Dr. Table 1 provides the overview of the correlations used to estimate

the geomechanical parameters. Further information about the choice of the correlations, and

parameters can be found in [22].

Different correlations exist to establish the relation between CPT data and soil volumetric

weight, γ. In OURS the correlation proposed by Lengkeek et al. [15] was adopted. This

consists of a specific correlation developed for the Netherlands, based on the interpretation of

300 CPT tests, that accounts for the very soft and highly organic soils, typical of the region.

Very little literature is available on the correlation between CPT testing and Poisson ratio.

However, this parameter does not vary greatly [14]. From the literature [7, 24, 11, 16] it follows
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Property Correlation Note

volumetric weight γ γ = γref − β · log
(

qt,ref
qt

)

log

(
Rf,ref

Rf

) from [15]

soil density ρ ρ = γ
g

-

Poisson ratio ν 0.495 clay / loam

undrained be-

haviour

0.25 silty / sandy clay

0.3 silty sand

0.3 sand

0.375 dense sand

shear wave velocity vs vs =
√

100.55·IC+1.68 ·
(
qt−σv0

Pa

)
from [23]

small strain shear mod-

ulus G0

G0 = ρ/v
2
s -

damping ratio Dr Dr = 2.512 ·
(

σ‘
v0

Pa

)−0.2889

peat [30]

Dr = 0.8005 + 0.0129 · Ip · OCR−0.1069 ·(
σ‘
v0

Pa

)−0.2889

· (1 + 0.2919 ln f)

clay [6]

Dr = 0.55 · C0.1
u ·D−0.1069

50 ·
(

σ‘
v0

Pa

)−0.05

sand [18]

Table 1: Overview of the correlations for CPT interpretation.

that several authors provide a range of admissible values for the Poisson ratio in the different

types of soils.

The value of the shear modulus G depends on the level of shear strain experienced by the

soil. For problems involving wave propagation through the subsoil it is generally assumed

that the material behaves in elastic regime and that the strain levels are very small. The shear

deformations are the result of particle distortion rather than sliding and rolling between particles.

Such deformation is almost linearly elastic. This behaviour can be quite accurately simulated

by means of the small strain shear modulus, G0, which is the shear modulus that is mobilised at

very small strains [9]. Most of the correlations between CPT and small strain shear modulus are

performed through the shear wave velocity, vs. In OURS the adopted correlation for the shear

wave velocity is one proposed by Robertson and Cabal [23], as it is a very well established

correlation, and has the advantage of being an universal correlation for all the different soils

types.

The value of the damping ratio, Dr, similarly to the shear modulus, is related to the shear

strain level. However, while the shear modulus decreases with the increase of the shear strain,

the damping ratio increases with the increase of the shear strain. This is related to the dissipation

of energy due to hysteretic damping [20]. The damping ratio is estimated for very small shear

strains, the reasoning being the same as presented before for the shear modulus. The correlation

used to compute the damping depends on the type of soil material.
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2.3 Scenario schematisation

2.3.1 Methodology for subsoil scenario schematisation

The methodology devised for the subsoil schematisation was based on the methodology that

has been developed for flood defences in the Netherlands [10].

For flood defences, the subsoil is schematised by dividing the subsurface into build-up sce-

narios that characterise the subsurface for a certain assessment (e.g. macrostabilily, piping).

This approach combines data from e.g. boreholes, CPTs and geological maps with expert

knowledge about the natural pattern in the build-up of the subsurface. This is relevant, because

it important the order of deposition of the sediments (e.g. sediments deposited in a dynamic

river-mouth area or at the bottom of the sea). The environment in which the sediments were de-

posited gives information about what build-up to expect, how much variability is possible, over

what distances relevant changes in build-ups can occur and what are the expected geotechnical

properties.

One of the requirements for the development of OURS is that the methodology is inde-

pendent of expert knowledge, so that at any given location the results are always the same,

independently from the user.

In order to achieve this, the methodology proposed in [10] for flood defences has been mod-

ified. The concept of subsoil scenarios with a defined probability of occurrence remains, how-

ever the methodology for its derivation has been modified.

The subsoil scenarios have been computed by combining the information of the geomorpho-

logical map with the CPT tests. At the analysis location (x,y) all the CPT tests are gathered for

all the geomorphological entities that are in the vicinity of the analysis location (600 m). Each

geomorphological entity is a different subsoil scenario (with a probability of occurrence), and

the soil properties for the scenario are derived from all the CPT tests that are contained in the

geomorphological entity.

In order to keep the FEA computations into a reasonable computational time the scenarios

were schematised with a minimum layer thickness of 0.5 m. This means, that layers that are

thinner than 0.5 m are merged together. This method is further elaborated in Procedure 2.
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Procedure 2

1. Define circle with a radius of 600 m, with centre at the railway analysis location

2. Intercept circle with geomorphological map

3. Identify all the geomorphological entities contained in the interception

4. Read and process all CPTs within each geomorphological entity

5. Read and process remaining CPTs contained in the circle that are not part of any

geomorphological entity

6. Schematise in scenarios

(a) Each geomorphological entity is considered one scenario

(b) If there is a region in the circle without a geomorphological entity, this

region is also considered a scenario

(c) The probability of occurrence of each scenario is the ratio between the area

of the geomorphological entity within the circle and the area of the 600 m

radius circle

7. Perform interpolation at the house analysis location. The interpolation is per-

formed to determine the geomechanical properties of each scenario at the anal-

ysis point. The interpolation is performed by means of the inverse distance

method

Figure 4 shows this procedure in a schematic example. In this example three scenarios: ex-

ist Scenario 1, that corresponds to Geomorphological #1 (containing CPT1, CPT2 and CPT3),

Scenario 2, that corresponds to Geomorphological #2 (containing CPT6 and CPT7) and Sce-

nario 3 with corresponds to the remaining part of the circle without a geomorphological entity

(containing CPT 4 and CPT5).

The geomechanical properties of each scenario will be calculated by interpolating the CPTs

contained within each scenario at the calculation point.

Figure 4: Example of the subsoil scenario schematisation.
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The variability in the subsoil parameterisation has been done following the methodology first

proposed by Vanmarcke [28], and further developed for the specifics of the Dutch situation by

Calle [4].

The methodology is derived from a time series analysis, in which a time varying signal is

assumed as one realisation from a stationary stochastic function. Signal characteristics, such as

scale of fluctuation and irregularities, are determined by means of the autocorrelation function.

The method is based on the assumption that that at each location (x,y) along the line infras-

tructure (e.g. dike, road, railway) the spatial variability along the horizontal directions can be

described as the random fluctuation, in relation to the average value along the vertical direction.

In other words, the average value is random at each location in the (x,y) plane and it is assumed

as a stochastic function with average value and standard deviation. These average and standard

deviation are called regional parameters, and correspond to the representative values for the

soil layer within the area of interest (local fluctuations within a layer, z direction, are averaged

out). On the model schematisation of OURS the material parameterisation corresponds to the

regional parameters.

3 FINITE ELEMENT ANALYSIS

There is a multitude of options to determine the admittance spectra of a layered half space.

The fastest option consists of analytical models. However, analytical models are not flexible

enough to eventually simulate mitigation techniques to reduce the vibration levels. On the other

end of the spectrum the numerical methods (especially FEM), offer a slow but very flexible

alternative.

The modelling of mitigation techniques does not lie within the scope of this project. However,

in order to account for the future developments of the model, it is chosen to implement a FEM

methodology to determine the admittances.

Within the scope of this project it is sufficient to implement an axisymmetric FEM procedure.

Axisymmetric FEM models are impractical when modelling mitigation techniques (which are

generally not axisymmetrically oriented around the source of vibrations. However, axisymmet-

ric FEM models do require a similar infrastructure as 3D FEM models do, and thus it can easily

be upgraded to a 3D environment.

Further constraints are imposed to the choice of the transmission model by the geometrical di-

mensions and the maximum frequencies in which the admittances are determined. The admit-

tances are to be determined within a maximum range of 150m to 200m with soils characterised

to a depth of 50m. The maximum required frequency is set at 80Hz to 100Hz. These numbers

determine whether the system matrices of the FEM model can be assembled and kept in RAM,

or be only directly translated into force vectors each time step in an explicit procedure. With

these dimensions the system matrices of the axisymmetric models can easily be determined

once and stored in RAM. This is determinative for the implemented solving procedures.

When eventually switching to 3D FEM models, the solving procedures need to be adapted. In

this light an explicit procedure and an optimal assemblage procedure are developed which can

be used when implementing 3D models.

3.1 Finite Element formulation

Several Finite Elements have been implemented in the code. There is naturally an axisym-

metric element to determine the stiffness, mass and damping of the soil. There are also elements

that determine the stiffness and the damping and the so-called infinite boundaries. For efficiency
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reasons the equations have been incorporated analytically on finite element level. This is made

possible by assuming that all elements constitute a rectangular geometry. The numerical equa-

tions are first fully written out and after summarising all terms, the number of floating point

operations are reduced. The resulting analytical equations are rather lengthy and they are there-

fore not presented in this paper. The resulting number of floating point operations per element

are roughly equal to the implementation of the axisymmetric iso-P elements in commercially

available explicit software packages. The present element is based on incompatible modes

which offers the advantage of a locking free behaviour. The aforementioned iso-P elements

suffer greatly from locking (i.e., added parasitic non-physical stiffness caused by improper in-

terpolation of the displacement strains) and this is generally alleviated by reducing the order

of numerical integration. The downside of low-order numerical integration is the exhibition of

so-called zero energy or hourglass modes. These modes, which consume no energy hence the

name, add a zig-zag form of displacements to the solution and are generally battled by adding

a numerical damping to the solution procedure.

By analytically incorporating the incompatible mode or Enhanced Assumed Strain element [25],

the need of adding artificial damping can be circumvented without consuming additional CPU

time.

3.1.1 Axisymmetric stiffness matrix

The strain and stress component vectors of an axisymmetric elements are defined in Voigt

notation as

ε =

⎧⎪⎪⎨⎪⎪⎩
εrr
εzz
εϕϕ
2εrz

⎫⎪⎪⎬⎪⎪⎭ , σ =

⎧⎪⎪⎨⎪⎪⎩
σrr
σzz
σϕϕ
σrz

⎫⎪⎪⎬⎪⎪⎭ , (1)

where ϕ denotes the hoop direction.

The strain and stress vector are coupled by the constitutive equations. In this case the linear

elastic-isotropic Hooke’s law is chosen

σ =
E

(1 + ν)(1− 2ν)

⎡⎢⎢⎣
1− ν ν ν 0
ν 1− ν ν 0
ν ν 1− ν 0
0 0 0 1−2ν

2

⎤⎥⎥⎦ ε = Dε, (2)

where E is the Young’s modulus, and ν is the Poisson ratio.

The strain components are kinematically linked to the displacements as

εrr =
∂ur
∂r
, εrr =

∂ur
∂r
, εrr =

∂ur
∂r
, and εrr =

∂ur
∂r
. (3)

The displacements u (ξ, η) within the element are interpolated with bilinear interpolation shape

functions HI (ξ, η)

u (ξ, η) =

{
ur (ξ, η)
uz (ξ, η)

}
=

4∑
I=1

HI (ξ, η)uI , (4)

where the index I denotes the node number of the element and

HI (ξ, η) =
1

4
(1 + ξIξ) (1 + ηIη) . (5)
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In order to alleviate the locking effect, the strain components are enhanced with so-called in-

compatible modes [25] as

ε (ξ, η) = B (ξ, η)uI +Mα, (6)

where B is the so-called strain-displacement matrix resulting from the above kinematic expres-

sions. The enhanced strain components are determined as Mα, where

M =

⎡⎢⎢⎢⎢⎣
ξ − ξ̄ 0 0 0 0
0 η − η̄ 0 0 0
0 0 ξ − ξ̄ η − η̄ 0

0 0 0 0 ξη
J (ξ, η)

r (ξ, η)
J (0)

⎤⎥⎥⎥⎥⎦ (7)

The element averaged coordinates are denoted with a bar
(
ξ̄, η̄

)
, and J is the determinant of the

Jacobian matrix

J =

⎡⎢⎣
∂r

∂ξ

∂z

∂ξ
∂r

∂η

∂z

∂η

⎤⎥⎦ (8)

THe additional enhanced strain components should not generate additional internal work. There-

fore ∫
V

σTMα dV = 0 (9)

It can be shown that the above interpolation matrix M fulfils this constraint.

The internal virtual work δW i can be expressed in terms of the stiffness matrix Kα as

δW i =

∫
V

δσ · ε dV = δ

{
u
α

}T [
Ke LT

L Q

]{
u
α

}
= δqTKαq (10)

where

Ke =

∫
V

BTDB dV, L =

∫
V

MTDB dV, Q =

∫
V

MTMB dV (11)

The coefficient vector α is constant within one finite element and discontinuous across the

element border. Therefore these degrees of freedom can be statically condensated on element

level, and the element stiffness matrix K becomes

K = Ke −LTQ−1L (12)

Due to the static condensation the above type of EAS finite elements (Enhanced Assumed

Strain) is numerically very expensive in the assembling process. The advantage of these el-

ements is that they lack any kind of locking. The cheapest of avoiding locking is by introducing

mixed integration schemes, such as SRI (Selective Reduced Integration), which dictates that the

shear terms in the internal virtual work are integrated with a reduced Gauss quadrature scheme.

One of the disadvantages is that the finite element suffers from hourglassing caused by the inca-

pability of capturing the strain energy in these so-called hourglassing deformation modes of the

element. In the present code the EAS formulation does not produce unacceptably large CPU

times, because:

• The matrices are only assembled once, and
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• The assemblage is optimised by constructing K with an analytical expression

• This is possible, since all finite elements are rectangularly shaped

• The finite elements in one column of one layer are described by the same stiffness matrix

3.1.2 Axisymmetric mass matrix

The construction of the mass matrix M is more straightforward than the construction of the

stiffness matrix. The mass matrix should represent the kinetic virtual work δW k as

δW k =

∫
V

ρδu · ü dV = δuTMü (13)

With the interpolation function of Eq. 5 the construction of the mass matrix M is fully defined.

Usually a full integration scheme iwth four integration points n at ξn, ηn = ±
√

1/3 is deployed.

However, when the integration points are located at the nodal positions ξn, ηn = ±1 then a

diagonalized or lumped mass matrix is generated. This matrix could alternatively be constructed

by summing all columns j in each row i of the original (or consistent) mass matrix and by

replacing the respective diagonal component with the result

Mlumped,ij = δij

all∑
j=1

Mconsistent,ij (14)

The application of the lumped mass matrix in a explicit central difference method leads to a

very efficient implementation.

3.1.3 Axisymmetric damping matrix

In dynamic analysis of FEM models, the treatment of damping has to be considered carefully.

The standard case of viscous damping (i.e., velocity proportional damping) leads to frequency

dependent behaviour. A common methodology is to apply Rayleigh damping, by constructing

the damping matrix C from a mass proportional part and a stiffness proportional part

C = αM + βK (15)

The resulting damping ratio ζ then becomes

ζ =
α

2ω
+
βω

2
(16)

which is dependent on the circular frequency ω. Alternatively, the Caughey damping could be

deployed as viscous damping model [1]. However, this leads to a fully occupied damping ma-

trix (a lot of RAM is needed), and it requires the determination of all eigenmodes (a lot of CPU

time is needed at assemblage).

As the input data of the soil properties assumes frequency independent damping, hysteretic

damping seems to be the appropriate choice here. Hysteretic damping is described by assum-

ing a complex Young’s modulus leading to a certain amount of phase difference between the

displacements and the resulting elastic reaction forces

Etot = E (1 + iη) (17)
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For relatively small amount of damping (up to 15 % damping ratio) the hysteretic damping η is

related to the viscous damping ratio ζ as

η = 2ζ (18)

to simulate a comparable amount of energy loss per cycle. The hysteretic damping matrix Chyst

can now easily be constructed as

Chyst = ηK (19)

In the frequency domain analysis, modelling hysteric damping is straightforward. In the time

domain analysis special attention has to be given to describing the complex part of the reaction

forces. The hysteretic damping force F d is computed as

F d = iChystu (20)

The hysteretic damping matrix is thus multiplied with a vector iu which is in phase with the

velocity vector (i.e., in the same multi-dimensional direction), but which has the same length as

the displacement vector. Therefore the hysteretic damping forces can be obtained as [19]

F d = Chyst
‖u‖
‖u̇‖u̇ (21)

3.1.4 Infinity boundary elements

In order to simulate infinite boundaries are characterised by the fact that elastic waves (pri-

mary and secondary) move from the interior to the exterior only. This can be simulated by

absorbing the incoming wave energy. For the primary waves this is best approximated by im-

posing a normal stress σ as [17]

σ = ρ VP u̇n (22)

and for the secondary waves this is best approximated by imposing a shear stress τ as

τ = ρ VSu̇t (23)

Here VP and VS are the wave velocities of the primary and the secondary waves [5]

VP =

√
E (1− ν)

(1 + ν) (1− 2ν) ρ
, VS =

√
E

2 (1 + ν) ρ
(24)

and u̇n and u̇t are the velocity components normal and tangential to the infinite boundary, re-

spectively. The damping force F c is expressed in terms of an infinite damping matrix C∞ as

F c = C∞
n u̇n +C∞

t u̇t = C∞u̇ (25)

where the force vector is constructed as the surface integral of the stresses and therefore

C∞
n =

∫ ∞

A

ρ VP dA, C
∞
t =

∫ ∞

A

ρ VS dA (26)

The integrals are numerically evaluated by Gauss integration over two integration points. The

final result is expressed and implemented as an analytical/parametric equation.

The disadvantage of solely applying dashpots at the infinity boundaries, is that the model can
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potentially become statically underdetermined. Therefore it is suggested that an additional

stiffness needs to be introduced at these boundaries. It is found that the following additional

stresses have minimal contribution to wave reflection [12]

σ =
ρ V 2

P

2R
un, τ =

ρ V 2
S

2R
ur (27)

where R denotes the distance to the source of excitation. The elastic force F k is expressed in

terms of an infinite stiffness matrix K∞ as

F k = K∞
n un +K∞

t ut = K∞u (28)

where the force is constructed as the surface integral of the stresses and therefore

K∞
n =

∫ ∞

A

ρ V 2
P

2R
dA, K∞

t =

∫ ∞

A

ρ V 2
S

2R
dA (29)

3.2 Solving the system of equations

The equation to be solved reads

Mü (t) +C∞u̇ (t) + [K +K∞ + iChyst]u (t) = F ext (t) (30)

where F ext (t) denotes the time dependent externally applied force vector. This equation is

solved either in the frequency domain as a harmonic response analysis, or in explicitly in the

time domain by the central difference method.

At the basis of the harmonic response analysis lies the decomposition of the linear response into

multiple and independent exp-functions of circular frequency ω

u (ω) = û exp iωt, F ext (ω) = F̂ F̂ exp iωt (31)

where û is the vector of amplitudes, F̄ is the normalised excitation vector, F̂ is the force

amplitude and i is the complex unit. With this decomposition the equation to be solved becomes[
−ω2M + iωD∞ +K +K∞ + iC∞] û = F̂ F̄ (32)

Introducing the system matrix A representing the bracket terms on the left-hand side, it follows

û (ω)

F̂ (ω)
= A−1F̄ (33)

The code is developed in Python and the Pardiso solver is used to solve the equation directly.

The Python interface to Pardiso (i.e., pyPardiso) only support real matrices and therefore the

solution vector û, the complex system matrix A and the external force vector are extended as

û∗ =
{

ûreal

ûimag

}
, A∗ =

[
Areal −Aimag

Aimag Areal

]
, F̄ ∗ =

{
F̄real

F̄imag

}
(34)

Solving the system of equations explicitly with the central differences method is based on

the Taylor series approximation of the first and the second derivative

u̇n+ 1
2 =

∂un+ 1
2

∂t
=

un+1 − un

Δt
, ün =

∂2un

∂t2
=

un+1 − 2un + un−1

Δt2
(35)
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where n is an index to a position in time, and Δt is the time increment with which the differential

equation of motion is integrated through time.

With the aforementioned approximation of the hysteretic damping, the system of equations to

be solved becomes

ün = M−1

(
F ext,n − (K +K∞)un −Chyst

‖u‖
‖u̇‖u̇

n− 1
2 −C∞u̇n− 1

2

)
(36)

In linear systems the central difference scheme becomes unconditionally stable when

Δt ≤ 2

ωn,max

(37)

where ωn,max denotes the maximum undamped eigenfrequency of the system. However, due to

the approximation of the hysteretic damping, this conditions has proven not to be strict enough.

In general the above maximum time increment has to be reduced by a factor of 0.6.

3.3 Verification

One of the undertaken verification cases consists of the calculation of the compliance of a

rigid disk with a radius of 1 m on a 20 m thick homogeneous layer of soil with non-reflecting

boundary conditions at r → ∞, see Figure 5.

Figure 5: Illustration of the verification case

The soil is excited dynamically by applying a vertical force on the circular rigid disk. A

damping of 5 % is assumed and the maximum frequency is set to 100 Hz. The infinitely stiff

disk is modelled by coupling the underlying soil nodes in vertical direction to one degree of

freedom.

The compliance experienced by the disk is computed with both the central difference method

as well as the harmonic response analysis. The results are compared with those obtained by the

semi-analytical Wolf model [29]. It is shown (see Figure 6) that the harmonic response analysis

agrees well with the results obtained with the Wolf model. In amplitude the central difference

method agrees well with the Wolf model. The agreement is less when comparing the phase. It

should be noted though that only the amplitude results are relevant for the calculations of the

train induced vibrations.
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Figure 6: Results of the verification case

4 CASE STUDY

In order to illustrate the proposed methodology for subsoil modelling and FEA admittance

calculation, the model developed for OURS has been applied to two locations in the Nether-

lands: Delft and Tilburg.

Figure 7 shows the subsoil scenario schematisation for the two locations. It follows that

the subsoil schematisation in Delft exhibits more variable than the subsoil schematisation in

Tilburg. Although for both locations 4 scenarios exist, the variability in the build-up layer

formation is bigger in Delft. For Tilburg the subsoil consists of two soil types, sand and sand

mixtures, while in Delft it consists of at least six different soil types, ranging from sand to clay

layers.

The location in Tilburg is dominated by two scenarios (scenario 3 and 4) that together form

96 % probability of occurrence. The location in Delft is dominated by three scenarios (scenarios

2, 3 and 4 form 99 % probability of occurrence).

The subsoil parametrisation is illustrated in Figure 8 for both locations. Although all ge-

omechanical parameters have a mean and standard deviation, the figure only shows the mean

value, for the sake of readability. Similarly to the layering schematisation, the location in Delft

exhibits more variation in the geomechanical parameters than the location in Tilburg.

Figure 10 shows the vertical and radial admittance results for both locations at three different

distances from the source: 10, 50 and 100m. The results for all the different scenarios are

represented as well as the results for the weighted mean admittance. As it would be expected,

the admittance is found to reduce with the distance from the source.

The results are also different for the two locations. For Delft it is found that the admittance

is constant for the point located at 10m from the source, but for the points further away from

the source (50 and 100m) the admittance exhibits a linear reduction with the frequency, i.e. the

admittance attenuates linearly with the frequency. This behaviour is less visible in Tilburg. This

is related with the presence of soft soil layers in Delft, that cause an higher attenuation of the

high frequencies.

Figure 10 shows the mean vertical and radial admittance obtained for the two location. It is

clear that the admittance attenuates with the distance, in the entire frequency range.
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(a)

(b)

Figure 7: Subsoil schematisation from OURS: (a) location Delft, (b) location Tilburg.
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(a)

(b)

Figure 8: Subsoil geomechanical parameters (mean values): (a) location Delft, (b) location

Tilburg.
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(a) (b)

(c) (d)

(e) (f)

Figure 9: Vertical and radial admittance for points located at 10m (a, b), 50m (c, d) and 100m

(e, f) from the source. Figures (a, c, e) are at location Delft and figures (b, d, f) are at location

Tilburg.
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(a)

(b)

Figure 10: Vertical and radial admittance: (a) location Delft, and (b) location Tilburg.
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5 CONCLUSIONS

This paper presented the methodology developed in OURS to model the subsoil and compute

the admittance, between source and receiver.

The subsoil modelling is done by combining public datasets to provide a semi-stochastic

subsoil schematisation and parametrisation. The admittance is computed by means of a FEA

kernel that has been develop to optimise calculation speed.

The application of the methodology of OURS has been illustrated in two locations (Delft

and Tilburg).
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Abstract. In most numerical models of railway tracks, the ballast (i.e. the granular
layer in which the sleepers lie) is modeled by a homogeneous medium. This assumption
allows an easier implementation within a Finite Element (FE) code, yet may not be jus-
tified. In fact, considering the results of in-situ measurements, the global response of the
track varies significantly before and after ballast tamping, even at low frequencies (< 100
Hz). After having analyzed these experiments, this paper proposes to include in a track
model a heterogeneous medium for the ballast, fully compatible with the FE framework.
Samples of random fields (previously fitted to Discrete Elements simulations) are taken
for the mechanical properties of the ballast layer. Because the heterogeneous properties
require a refined mesh, a model reduction strategy is then proposed to ensure a reasonable
computation cost: a learning procedure to construct a reduced basis from several hetero-
geneous samples. Finally, time-based computations on the track model are performed. It
is shown that the heterogeneity does not significantly alter the global response of the track
below 30 Hz, yet generates local modifications which are relevant to characterize for the
track settlement analysis.
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1 INTRODUCTION

The majority of railway tracks are nowadays ballasted, i.e. covered by a layer of a
granular material (typically 0.3 m thick) composed of coarse crushed stone of calibrated
size [1]. The main roles of the ballast layer are to transfer the dynamic load caused by the
train to the soil and provide elasticity and vibration damping, while facilitating mainte-
nance and water draining. Like other granular materials, ballast mechanical behaviour is
not fully understood yet and subject of much research [2–4].

Characterizing the dynamic behavior of the ballast is an industrial issue for the con-
ception and the maintenance of railway tracks. The experimental approaches are mainly
a triaxial test on a ballast sample [5] or a full-scale model in laboratory [6, 7]. However,
these experiments have a limited range of study due to the boundary conditions of the
model and are costly to set up. Thus, numerical studies of railway ballast are also fre-
quent. An extensive approach consists in modeling every ballast grain and the interactions
between them (contact, friction, impact...). This method is known as Discrete Element
Method (DEM), and is mainly implemented in NSCD (Non-Smooth Contact Dynamics)
codes [8–10] or in Molecular Dynamics [11]. However, this granular approach requires
huge computational power (a week per computation for [8]), is limited to low frequencies
(< 40 Hz) and to a small sample of ballast, and is not easily coupled with soil Finite
Element (FE) models.

When a larger scale study is required and lower computational cost desired, contin-
uous models of the railway track are prefered. The ballast layer is then considered as
a homogeneous medium, and FE approches are considered [12–19]. These models are
coupled with soil behaviour or even train dynamics. To reduce the computational cost,
model reduction strategies are accessible, with a periodicity assumption along the track
axis [12, 18, 19]. The ballast layer mechanical behavior is often considered linear elastic,
yet a non-linear approach is used by Alves Costa et al. [15].

The objective of this paper is to determine the frequency range of influence of the
heterogeneity of the ballast layer, neglected without proof in classical FE approaches. A
heterogeneous track model has been developed by Abreu Corrêa and al. [20]. The idea
of this model consists in mapping the ballast mechanical properties from a sample of 3D
random fields. The result is a deterministic model where the mechanical properties at
each integration point are different. In [20], the resolution is made by Spectral Element
Method (SEM), which is well-suited for large-scale problems especially in seismic wave
prediction [21]. The model has been compared successfully to an equivalent DEM model
solved by NSCD. However, this approach has not been yet extensively studied in a full-
scale track model, which is one purpose of this paper. Another issue of [20] is the high
computational cost required.

The first section of this paper will motivate the study of heterogeneous ballast by
presenting experimental results. The global responses of the track after ballast tamping,
with and without dynamic stabilization, are compared. In a second section, the model
from [20] is adapted to a piecewise periodic reduced FEM model, first developped by
Arlaud et al. [18]. The influence of the heterogeneity can thus be studied with a much
smaller computation cost. In a third part, hammer impact and pass-by of vehicles are
simulated for the heterogeneous track model and compared to a homogeneous one.
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2 OBSERVATION OF THE EFFECT OF BALLAST HETEROGENEITY

According to standard maintenance operations on French ballasted tracks, the ballast
layer is mechanically packed under sleepers by a tamping machine and then stabilized
by a dynamic stabilizer. To assess the efficiency of these operations, a track survey was
carried out in Évres, Grand Est region, France, on the East-European High Speed Line
(EE-HSL) linking Paris and Strasbourg. Two areas distant of 50m were surveyed before
and after tamping. Only the second zone was stabilized.

A vertical accelerometer is placed at the end of a bi-block sleeper (blue dot on figure
1) and the rail is excited by an instrumented hammer (red star). The hammer and
the accelerometer are synchronized, and the measurements are sampled at a sampling
frequency of 16 kHz.

ballast layersleeper

rail
hammer impact

accelerometer

Figure 1: Scheme of the receptance test on a high-speed line.

20 hammer strokes were recorded and the receptance is post-processed, i.e. the transfer
between the vertical displacement of the sensors uz(t) and the force exerted by the hammer
f(t):

R(ω) = Uz(ω)
F (ω) . (1)

The main interest of this survey is that all frequencies are excited at a similar level by the
hammer. The 20 tests are highly repeatable, thus the mean value of these tests will be
considered. The coherence between the signals of the sensor and the hammer was above
90% only above 20 Hz. As the focus of this study is only medium frequencies, the results
are shown in figure 6 between 20 and 200 Hz.

Before ballast tamping (dotted line in figure 6), the receptances of the two zones have
a similar shape with a very broad peak and a identically decreasing phase until 80 Hz,
but a very different magnitude (around 60 %), even if the zones are as close as 50m.
After ballast tamping, the magnitudes have similar levels, increased 5 times compared
to magnitude before tamping. However, without dynamic stabilization (plain blue curve
in figure 6), an additional peak appears at 80 Hz. These experiments show that the the
ballast layer settlement can then have a high impact on the magnitude level.

These observations are a clear motivation to study the impact of the ballast hetero-
geneity (mean stiffness and variability), within a numerical model.
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Figure 2: Receptance of the track on two zones (Z1 in blue and Z2 in orange) before
(dotted lines) and after ballast tamping (plain lines). On Z1, only ballast tamping is
done, on Z2, ballast tamping and dynamic stabilization.

3 REDUCED TRACK MODEL WITH HETEROGENEOUS BALLAST

3.1 Meshing of the slice model

A geometrically periodic track model is considered, adapted from [18]. A reference
cell Ω0 of width x0 = 60 cm, the distance between two sleepers as shown on figure 3, is
meshed with hexahedral quadratic elements. The mesh size is defined to ensure 6 nodes
per wavelength for the shortest shear wave propagating in the track.

(a) Reference cell. (b) Closeup to periodic track structure.

Figure 3: 3D view of the periodic track model.

To build a heterogeneous model for the ballast layer, the following procedure is used
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1. 3D periodic random fields are generated for the density ρ, the bulk modulus K =
E

3(1−2ν) and shear modulus G = E
2(1+ν) (where E and ν are respectively the Young

modulus and Poisson ratio). The choice of these mechanical parameters ensures real-
valued shear and pressure wave velocities. These fields are not correlated, and follow
a log-normal distribution, ensuring positive values, with parameters taken from table
1. They are efficiently generated with a spectral method proposed by Shinozuka and
Deodatis [22]. For example, the density random field ρ [x] is calculated from

ρ [x] = Eρ (x) + 2
Nrand∑
n=1

ζn

√
Sρ(nΔk)Δk cos (nΔkx + ϕn) , (2)

where Eρ and Sρ are the expectation and autocorrelation of ρ, ζn standard normal
fields, ϕn uniform fields on [−π π] and Δk the step in wavenumber. The correlation
model for each field between the 3 directions of space is chosen gaussian, only
determined by a correlation length λcorr, equal to 7 cm. These values are taken
from [20], and were identified to a DEM simulation.

Property Mean value Standard deviation
Bulk modulus K 139 MPa 417 MPa
Shear modulus G 104 MPa 312 MPa

Density ρ 1700 kg/m3 5100 kg/m3

Table 1: Properties of the heterogeneous beam.

2. Samples of these random fields are generated. A 3D view of a sample of the density
field in a block of size 0.25×0.25×0.6 cm3 is presented in figure 4. The isosurfaces are
represented for 80% and 99% of the maximal density. This representation highlights
harder points (in red) included in a softer medium (transparent). The periodicity of
the field ensures the continuity of the mechanical properties by taking only Δk = 2π

x0
in equation (2).

Figure 4: Sample of 3D random field for density. Isosurfaces for 80% and 99% of maximal
density are plotted respectively in blue and red.

3. The values of the sample generated in a block bigger than the ballast layer are
interpolated linearly at the integration points of the mesh. In order to keep a good
representativeness, the mesh in the ballast layer is refined down to λcorr

3 . This refined
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mesh is connected with the coarser mesh with Multiple Point Constraint (MPC):
the refined surface of the ballast is forced to have the displacement of the surface
below.

The pad between the sleeper and the rail is 9 mm thick, and has a dynamic stiffness
of 180 kN/mm. As a volumic element, it is modeled with an anistropic behavior, with an
equivalent stiffness 100 times higher in the vertical direction and a damping ratio of 20%.

Finally, every other part of the track model has linear elastic behavior shown in table
2. For the reduction phase, an hysteretic damping model is used by taking a complex
modulus E∗ = E (1 + iη). For time simulations, an equivalent viscous model is built. The
natural soil has been chosen with an artificially low density to avoid unwanted soil modes.
A clear perspective is to include PML elements to model properly the radiation of waves
in the soil.

Part E [MPa] ν [-] G [MPa] ρ [kg/m3] η [%]
Under ballast layer 360 0.35 133 1700 7

Shape layer 544 0.35 201 2000 1
Embankment 1290 0.3 496 1990 1
Natural soil 67 0.3 26 1.8 10

Sleeper 3 · 104 0.25 1.2 · 104 2400 0
Rail 2.1 · 105 0.285 8.2 · 104 7800 0

Table 2: Properties of the homogeneous track components (in order: Young modulus,
Poisson ratio, shear modulus, density, damping ratio).

3.2 Building of reduced heterogeneous slice models

The implementation and validation of the reduced methodology used in this paper is
fully detailed in [23]. A summary is presented here for reference.

At the end of the meshing phase, the matrix problem in the reference cell Ω can be
expressed after assembly as(

−ω2 [M ] + [K]
)

{q(ω)} = [b] {f(ω)} , (3)

where [M ] is the mass matrix, [K] the stiffness matrix (taken with complex values E(1+iη)
to include damping behavior), {q} the displacement at the Degrees of Freedom (DOF),
and [b] {f} the external forces applied to the track (contact force of train wheels for
example).

When expressing the problem in the wavenumber domain at a fixed wavenumber κ0 =
x0
λ0

(where λ0 is the wavelength), the periodicity condition between Ω0 and its adjacent
cell can be expressed as

[c(κ0)]
{

Re (Q(κ0, ω))
Im (Q(κ0, ω))

}
= {0} , (4)

where matrix [c] is independent of frequency. Then the constrained problem can be written
as

[Tc]T
[
Z 0
0 Z

]
[Tc]

{
Re (Qc)
Im (Qc)

}
= [Tc]T

[
b 0
0 b

] {
Re (F )
Im (F )

}
, (5)
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where [Tc] is a basis of the kernel of [c], and {Qc} the reduced coordinated such as
{Q} = [Tc] {Qc}. The equation (5) can be solved by a classical modal approximation [24],
after having computed the modes ({φj(κ0)} , ωj(κ0))j of the structure Ω0 for each κ0.

The key proposition of the reduction procedure is to compute the modes only for few
κ (κ = 1

2 , 1
5 and 1

50 cell−1 in this paper), considering that the modes vary slightly as a
function of κ. The main contributing modes for these 3 values of κ are selected with
a Singular Value Decomposition (SVD) procedure. Adding the static contribution, and
after some manipulations to ensure the periodicity of the selected modes, the reduced basis
for the slice (noted [T ]) is constructed. As examples, two chosen modes are presented in
figure 5: a global bending mode (a) for κ = 1

50 cell−1 and f = 17.8 Hz, and a local ballast
shoulder mode (b) for κ = 1

2 cell−1 and f = 168.3 Hz. The name ‘local’ denotes that only
a small portion of the track is moving.

(a) Global track bending mode. (b) Local ballast shoulder mode.

Figure 5: Examples of slice modes selected during the learning phase. Blue corresponds
to minimal value of vertical displacement, yellow to the maximal value.

This procedure is performed for three different samples of the ballast layer and the
final reduced basis is the result of the SVD for all samples. Then, problem (5) can
be expressed and solved in reduced coordinates (208 DOF per slice) instead of physical
coordinates (464,919 DOF), thus reducing the computational cost by a factor of more
than 2000.

3.3 Assembly of the track from slice models

At this step, heterogeneous slice models have been constructed. However, if one of this
slice model is repeated to assemble the track model, the track will remain periodic, which
is not the case in reality, with a full random ballast layer.

To avoid this issue, the second key proposition is to consider for each repetition of the
slice mesh a random combination of the heterogeneous models. First, reduced matrices
[Ma] and [Ka] are assembled by selecting only elements that have homogeneous properties
(i.e. the whole track except the ballast layer). These matrices are independent of the
heterogeneous sample. Similarly, reduced matrices [Mb,j] and [Kb,j] are assembled from
elements with heterogeneous properties, for each sample j. To obtain the reduced matrices
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[Mn] and [Kn] of the n-th slice of the track model, a random combination of coefficient(
αn

j

)
j

such as ∑
j αn

j = 1 is sampled with a uniform law on [0 1]

[Mn] = [Ma] +
∑

j

αn
j [Mb,j] , [Kn] = [Ka] +

∑
j

αn
j [Kb,j] . (6)

With this procedure, each slice of the assembled track model is different, though taken
from the same reduced basis. The numerical gain is even more dramatic between a full
3D track model of 100 slices (more than 40 millions of DOF), and the reduced model
(12,880 DOF), i.e. a reduction of a factor more than 3000.

Moreover, to avoid reflection of waves at the end of the track model, the 3 first and 3
last slices are modified to include a damping gradient. If α is the desired damping (here
α = 0.1), the real-valued part of the stiffness matrix [Kj] of the j-th slice of the 3 edge
slices is substituted by the damping matrix iω jα

3 [Kj] (j = 3 corresponding to the first or
last slice of the track). The mass matrix [Mj] is untouched.

4 NUMERICAL SIMULATION RESULTS

4.1 Simulation of hammer impact on a track

The first study case is a simulation of the impact experiment presented in section 2.
A track of 60 m (i.e. 100 slices) is modeled with the procedure described in section 3.
Following the setup in figure 1, an impact is applied on the exterior rail in the middle
of the model (i.e. 30 m from the edges or in the 50th slice) and the displacement is
measured on the sleeper. The impact is modeled by a Ricker impulse of time 10 ms, with
a weight of 10 kg. The temporal integration is done by a Newmark implicit scheme with
a time step of δt = 1 ms and a simulation time of tf = 0.8 s. The receptance (defined
in equation (1)) is computed and shown in figure 6. The heterogeneous track model is
compared for reference to a homogeneous model, constructed from the same mesh and
reduction procedure with the mean values for ballast properties (see figure 1).
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Figure 6: Computed receptance of the track for a heterogeneous model (plain orange
curve), and for a homogeneous model (dotted blue curve).
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It can be seen that the receptance is very similar at low frequencies (until 25 Hz),
especially the phase. The static level (around 0 Hz) is increased by 30%, i.e. 30% softer,
which can be explained by a local difference in properties of the ballast layer under the
considered sleeper of the heterogeneous model. At higher frequencies (> 25 Hz), the
difference is more noticeable. In particular, the peak at 55 Hz is split into two for the
heterogeneous model, and the anti-resonance at 83 Hz is shifted to higher frequencies.

This first simulation shows that the difference generated by the heterogeneity of the
ballast layer can be non-negligible for higher frequencies than 30 Hz. An immediate
continuation of this work is to analyze the discrepancies between impacts at different
position in the same track model, and between several track models constructed from
different random samples.

4.2 Simulation of bogie pass-by

Another simulation of interest for railway engineering is the pass-by of a vehicle on
the track. As a first approach, the pass-by of a single bogie is considered. The bogie is
modeled by a assembly of Standard Linear Solid (SLS) models (composed of two springs
K1 = K2 = 1.226 · 106 N/m and a damper C1 = 103 Ns/m) and beams (represented in
blue in figure 7) which have the properties of steel (as the rail in table 2). The masses
for the wheels are Mwheel = 595.5 kg, for the axles Maxle = 1024 kg, and for the bogie
Mbogie = 6780 kg. These values are representative of a French high speed train. The
contact on the rail between the vehicle model and the track model is performed with a
functional gap force representation.

K1

C1

K2

(a) SLS (Standard linear solid model).
Mwheel

SLS

Maxle

Mbogie

Mwheel

SLS

Maxle

Mwheel

SLS

Maxle

Mbogie

Mwheel

SLS

MaxleSLS

Mbogie

SLS

Mbogie

(b) Scheme of the bogie model (beams in blue).

Figure 7: Scheme of the vehicle used in the simulation.

In the simulation (at a time step of δt = 0.1 ms), the bogie passes by at v0 = 80
km/h on a 60 m track (i.e. 100 slices) with heterogeneous ballast. The displacement
of the 5 middle sleepers (48th to 52th slices) is measured and plotted in figure 8 for the
heterogeneous and homogeneous track. The 5 curves are superimposed to show dispersion,
with a rescaled time axis

{
t∗
j

}
= {t} + jx0

v0
.

The displacement for the heterogeneous model is lower than for the homogeneous
model, and the spread is bit wider. This means that this zone of the heterogeneous
ballast is globally stiffer than the homogeneous properties. This seems to be contradic-
tory to the result for the impact simulation (see figure 6), where it is softer. However,
the excitation is very different between both simulations: for the impact, all frequencies
are equivalently excited on a small portion of ballast below the concerned sleeper, and
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for the bogie pass-by, the excitation is dominated by low frequencies and a larger por-
tion of ballast (around 5 sleepers) are excited. It is possible that the mean stiffness of
the ballast layer excited by the impact is lower than the mean properties, but the mean
stiffness of the ballast layer excited by the bogie pass-by is higher. This is a first effect of
heterogeneity, which would not be represented by a fully homogeneous track model.
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Figure 8: Displacement on 5 consecutive sleepers for a homogeneous (in blue) and het-
erogeneous track model (in orange), with a rescaled time axis.

The second noticeable effect is the dispersion of the displacement at a pass-by. For
the homogeneous model (blue curve in figure 8), the displacement curves on 5 consecu-
tive sleepers are near identical (0.17% of standard deviation from the mean value). This
observation validates that the bogie simulation is at an established regime. For the hetero-
geneous model (orange curve), the displacement curves have a 16 times higher dispersion
(2.8%), which is visible by the spread of the curves at the minimum values. This second
effect is explained by the local discrepancies of ballast properties, and is also not captured
by a homogeneous track model.

5 CONCLUSION

In this paper, the construction of a heterogeneous track model has been presented.
The ballast layer is modeled by a heterogeneous, continuous medium whose mechanical
properties are taken randomly. A reduced basis for the slice models is constructed from
modes computed at few wavenumbers. The slices are then combined randomly to obtain
a track model where the ballast layer has lost periodicity. Two type of simulations have
been introduced: a hammer impact which excites the track at all frequencies and thus
gives an estimation of the critical frequencies, and a vehicle pass-by which is the design
case for railway engineering. These first simulations highlight the dispersion added by the
heterogeneity, which cannot be obtained from a homogeneous model.

A first clear perspective is to better characterize this dispersion by considering several
randomly generated tracks, simulating impacts at different positions along the track,
and passages at different speeds. A second development is to add absorbing boundaries
(PML) to the soil edges to take into account the radiation in our model. In particular,
the remaining effect of heterogeneity while taking into account the radiative behavior of
the soil should be checked.
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[19] M. Germonpré, G. Degrande, G. Lombaert, A track model for the prediction of
ground-borne vibrations due to parametric excitation, Procedia Engineering 199
(2017) 2663–2668.
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Abstract. This paper presents the experimental and numerical evaluation of the barrier’s effi-
ciency to mitigate vibration induced by railway traffic. A full-scale in situ experimental setup
in France for trains passages on a commercial track is presented. The performance to mitigate
vibration of both open and in-filled trench with different materials for different size of trenches
is investigated. A numerical model is also introduced in order to understand the phenomena
involved and to enable improvements to the design of the barriers to be proposed. A moving
load representing a train pass-by is considered. Under the assumptions of linearity and period-
icity the response induced by a train pass-by can be reconstructed from the response of a single
bogie on a single sleeper.
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1 INTRODUCTION

Railway traffic induces vibrations that can be detrimental to industrial activities and cause

annoyance to people in the neighboring buildings. One method to mitigate these waves is to

use open trenches or soil barriers (filled trenches). Main conclusions of previous studies about

trenches and fill materials of different types highlight that open trenches isolate better than

barriers [4] and that trench depth is the main controlling parameter of efficiency [2]. However,

the depth of open trenches is limited by stability : rainwater filling, risk of collapse. The use of

filling materials improves the stability of the barrier but reduces it efficiency. A main parameter

of the efficiency of the barrier is the impedance ratio between soil and the barrier. In this paper,

we will study different filling materials and different configurations of the barrier.

First, the experimental campaign that is being set up in France to study the efficiency of the

barriers for different parameters of the barriers is presented. Then, a numerical model will be

used to understand the details of the experiments and to enable improvements to the design of

the barriers to be proposed.

2 EXPERIMENTAL SETUP

With the increase in rail traffic the problems related to noise and vibrations have started to

be largely studied. Within the framework of the European research and development project

RIVAS, SNCF has carried out a measurement compaign to assess the influence of solutions to

reduce vibrations generated by rail traffic. Another experimental campaign is being set up to

characterize the efficiency of a barrier on the transmission path to mitigate railway waves. The

frequencies of interest are in the range of 10-250 Hz. The test site selected to test the barrier

is the same that has been used for RIVAS project. It is located in Florange, France. The track

is used for commercial purposes and trains running on this track are TER (Regional Express

Trains) and Intercity trains. About ten trains run on this track every day.

2.1 Description of the measurements

Before any works are carried out, a characterization of track and soil is required. The tested

site has been already partially characterized during experiments realized for the RIVAS project.

As the roughness is the source of vibrations induced at the wheel/rail contact, measurements

of rail roughness were realized. Accelerometers were installed on the track and in the soil at 8

m, 16 m and 32 m from the track as presented Fig. 1. Using hammer impacts on the rail and

receivers in the soil measurements of track receptances and track/soil transfer functions were

realized. The soil/soil transfert functions are estimated from excitations from hammer strikes on

an aluminum plate. Others experiments such as for instance the MASW (Multiple Analysis of

Surface Waves) to deduce shear wave velocity variations in the soil are carried out to determine

soil’s properties.

Two areas are defined: a reference section and a test section in which barriers is dug. Mea-

surements are performed for three configurations: before any works, for open trenches and for

trenches filled with a different materials. The repeatability of the measurements are verified by

comparison of acquisitions results for the same type of trains. Barriers are 20 m long. The first

one will be 5 m deep and 3 m wide and the second one 3 m deep and 5 m wide. About fifty

acquisitions in each configuration are performed.
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a

Figure 1: Position of receivers in the soil

Figure 2: Principle of the test section

2.2 Usefulness of measurements

Before any works are carried out, acquisitions in both areas are compared in order to verify

that the responses of the soil for a passing train are similar. The influence of the trench and the

barrier on the vibration field is evaluated using the insertion losses defined by :

IL(x, ω) = 20 log10

∣∣∣∣∣ ârefZ (x, ω)

âTrench
Z (x, ω)

∣∣∣∣∣ (1)

where ârefZ (x, ω) is the vertical acceleration at the reference section and âTrench
Z (x, ω) is the

vertical acceleration at the test section. The test section has two functions : to be a reference in

the estimation of barrier efficiency and to ensure that the zone was not affected by works in the

test section (Fig. 2).

These experiments allow to compare the efficiency of an open trench with these of a barrier,

but also to the influence of parameters such as depth, width of the trench and the filling material.

3 WAVE PROPAGATION PROBLEM IN THE PRESENCE OF A BARRIER FOR A
MOVING LOAD

In this section, a numerical model is used to understand the phenomena observed during the

experiments and propose improvements to the design of the barrier. First, the numerical model

is introduced. Then, the modeling of the source is presented. A moving load representing

a train pass-by is considered. We show that the response induced by a passing train can be

reconstructed from the response of a single bogie on a single sleeper under the assumptions

of linearity and periodicity (sleepers spaced regularly). Signals corresponding to a dynamic

loading can be easily introduced. Simulations are realized in the time domain.

3.1 Description of the model

Wave propagation problems are solved using the SEM software developed in partnership

by CentraleSupelec, Institut de Physique du Globe de Paris and the Commissariat à l’Énergie
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Atomique et aux énergies alternatives. SEM is a 3D solver based on the spectral element method

(Komatitsch et al. [5] or Cohen [1]). The spectral element method is Finite Element Method

(FEM) that uses Lagrange polynomials of high order. The nodes of the Lagrange polynomials

are those of the Gauss-Lobatto-Legendre (GLL) quadrature.

A simple model of the track has been considered in this study. Indeed, only the soil, the

ballast layer and the sleepers are taken into account (see Fig. 3). In this part, all materials are

Figure 3: 3D model of the track

assumed to be isotropic linear elastic and follow the Hooke’s law. The sleepers are regularly

spaced every 0.6 m.

An explicit time scheme is used to solve the problem of wave propagation, the time step Δt
is calculated in SEM from the courant number C < 1 by :

Δt = C
minΔxnodes
cp,max

(2)

where minΔxnodes is the minimum distance between two nodes and cp,max is the maximum

velocity of materials considered in the model. Then, the time step will be very small for a small

mesh or too high velocities.

3.2 Response to a train pass-by obtained from the response of a single bogie

The train is modeled as a set of 13 bogies with different weights. Vibrations produced by

a train pass-by can be separated into a quasi-static and dynamic excitation. The quasi-static

excitation is related to the static components of the moving axles loads whereas the dynamic

excitation is related to the wheel/rail interaction. For a train passing at a speed lower than

the wave speed in the soil, vibrations induced by the dynamic excitation are higher than those

induce by the quasi-static excitation [8]. For barriers close to the track, the vibration produced

by a quasi-static load must be taken into account. The moving axle load can be decomposed in

the time domain into a static component and a dynamic component [7].

Under the assumptions of linearity and periodicity, the acceleration at a point x due to a

quasi-static load of a passing train is equal to the sum of accelerations produced by the pass-by

of each bogie. It is given by:

aTrain(x, t) =
12∑
k=0

aBk(x, t) =
12∑
k=0

αkaB(x, t+ τk) (3)

where aBk is the acceleration produced by the bogie Bk, τk the time delay of the k-th passing

bogie with respect to the first one, αk is the ratio of the weight of bogie k with respect to bogie
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Figure 4: (Left) Loading time function on a single sleeper (Right) Fourier Transform of the loading.

0, α0 = 1, and aB = aB0. The spectrum of a train pass-by is thus given by :

âTrain(x, ω) =
12∑
k=0

âBk(x, ω) = âB(x, ω)
12∑
k=0

αk exp(iωτk) (4)

where âB is the spectrum of the first bogie. The spectrum due to a quasi-satic excitation for a

full train can then be analytically calculated from the spectrum of a single passing bogie.

The input force representing the quasi-static load of a bogie is determined using the approach

of Hoang et al. [3]. The rail is modeled as an Euler-Bernoulli beam, supported by a periodic

elastic support modeling the rail pads on the sleepers. The total force applied on the beam can

be expressed as a function of the moving load and reaction forces of sleepers (Fig. 4). By

performing a double Fourier transform in time and space of the vertical displacement uz, given

by a dynamic equation, an analytical expression of the 2D-Fourier transform is obtained. The

estimation of the dynamic excitation for an axle due to track unevenness characterized by its

power spectral density is presented in [7]. The contribution of the dynamic excitation has not

been taken into account yet.

For a point force of constant amplitude moving at constant sub-Rayleigh speed along an

ideally flat surface of an elastic half-space there are only quasi-static localized displacements

moving along with the force that are generated and no elastic waves [6]. However Rayleigh

waves are generated if the railway is supported by sleepers. The Fig. 5 presents displace-

ment induced in the soil by a bogie pass-by on 100 sleepers. Three waves can be identified: a

Figure 5: Displacement in the soil obtained for a simulation with 100 sleepers.

wave propagating in the soil at the Rayleigh waves velocity, a wave corresponding to the bogie
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Figure 6: (Left) Displacements (magnified by 5e5) in the soil for a bogie loading on a single sleeper (Right)

Reconstructed and simulated displacements in the soil for a bogie pass-by through the simulated domain.

pass-by and a return wave in the soil. The wave in the soil and the return wave appear in the

simulations because of the limited size of the track. The loading is applied from the first to the

last sleeper and there is no time history of the loading neither before nor after the simulated

time. Then, the load on the first bogie generates one wave in the soil and another one which

corresponds to the bogie pass-by. The signal of interest is obtained after the removal of these

two waves. Oscillations can be seen after the bogie pass-by. They correspond to interference

between the displacement induced by a load on one sleeper and displacements induced by loads

on the following sleepers. So since there is no loading history above the simulated domain the

wave in the soil induced by a load on the last sleeper doesn’t interfere with any other wave and

a return wave appears in our simulation.

The acceleration at point x for a moving bogie at speed v can be reconstructed from the

acceleration measured in sensors distributed along the track with the same periodicity d that

sleeper and excited by a non-moving loading applied on only one sleeper using formula :

aB(x, t) =
∑
k∈Z

a0

(
x− kd, t− kd

v

)
(5)

where a0(x, t) is the acceleration at point x at time t produced by a loading at point x0 at

instant t0. In order to be able to carry out this reconstruction it is necessary to simulate a

bogie loading on one single sleeper for a great number of sleepers. The simulation is realized

for 40 sleepers. Assuming that wave form are conserved and that the only difference between

measurements is in their amplitudes, results are extrapolated beyond the simulated domain. The

Fig. 6 (Left) represents the displacement in the soil for a bogie loading on a single sleeper. The

reconstructed displacements for a moving bogie along the track are presented in the Fig. 6

(Right). The reconstructed displacements (bleu line) are in good agreement with displacements

obtained from the simulation (orange dashed line) of a bogie pass-by.

4 CONCLUSION

A planned experience that aims to evaluate the efficiency of a barrier on the transmitted

waves induced by a railway traffic was presented. Different sizes of trenches and materials will

be tested. Concerning numerical simulations, they will be used to understand the phenomena

that occur on the experiments. The use of a single bogie loading on only one sleeper allowed

to reduce the numerical costs. The response of the passing bogie and the spectrum of the train

pass-by can then be reconstructed from the simulation results of only a standing bogie in one

sleeper.
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Abstract. The scattering by a transversely isotropic sphere in a three-dimensional, homoge-
neous, isotropic and infinite elastic medium is considered. The problem is a scalar one and
is phrased as a scattering problem for an incident SH elastic waves propagating in the direc-
tion parallel to the axis of material symmetry. The elastodynamic equations inside the sphere
are transformed to spherical coordinates and the displacement field is expanded in associated
Legendre functions in the polar coordinate and powers in the radial coordinate. This leads
to recursion relations for the expansion coefficients inside the sphere. Using the boundary
conditions on the surface of the sphere results in a system of equations for all the expansion
coefficients for the fields outside and inside the sphere. As a result, the transition (T) matrix
elements are calculated and given explicitly for low frequencies.
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1 INTRODUCTION

Scattering of a wave by a single obstacle has been of much interest in physics and mathe-

matics. This includes the study of scattering for acoustic waves, electromagnetic waves, and

elastic waves, where the latter are of interest in this article. There is a wide body of literature on

elastodynamic wave scattering in isotropic media. In the treatise on theoretical physics, Morse

and Feshbach include several aspects of continuum mechanics and elastic wave propagation [1].

A comprehensive overview of scattering of acoustic, electromagnetic and elastic waves is pre-

sented in a unified way by de Hoop [2] and Varadan et al. [3]. However, there exist many natural

and synthetic materials, which are not isotropic. This may be fibers in a composite, the grains in

a metal, or, on a larger scale, natural soils and rocks or an anisotropic formation in the ground.

If the materials are anisotropic the classical series expansion methods for circles and spheres

are not applicable any longer and the problem becomes more complicated.

The study of waves in unbounded or semi bounded anisotropic media has mostly been treated

in Cartesian and cylindrical coordinates. It is then straightforward to investigate the propa-

gation of waves in layered media. For bounded anisotropic media, where the present focus

lies, not so much has been done by analytical methods. However, spherically and cylindri-

cally anisotropic obstacles have been considered by some authors [4–8]. For the case when

the obstacle is anisotropic in Cartesian coordinates most interest seems to arise for electromag-

netic problems, not mechanical ones. Thus, Wu and Ren [9] investigate the scattering by an

anisotropic circle in an isotropic medium using cylindrical wave functions in anisotropic elec-

tromagnetic media. Similar wave functions have been used to treat the scattering by a sphere,

and to derive the null field approach (T matrix method) [10–12]. The basic idea in the derivation

of these wave functions is a plane wave expansion that is transformed into polar or spherical

coordinates, which leads to quite complicated expressions involving integrals that have to be

computed numerically. It seems that the method has not been used for mechanical scatter-

ing problems. Zharnikov and Syresin [13] develop a very different approach which leads to a

Riccati equation for the impedance operator, and they determine the modes in an anisotropic

elastic waveguide. Recently, investigations have been performed for scattering of elastic waves

by anisotropic obstacles in the 2D case for an orthotropic circle for incident SH waves [14] and

P-SV waves [15], using the same type of method as in the present article.

In this paper the scattering problem is considered for a single transversely isotropic spherical

obstacle contained in a three-dimensional, homogeneous, isotropic and infinite elastic medium.

This is a problem that finds applications in particle composites and in grain scattering in met-

als (see Boström and Rudá [16]). This canonical problem is here investigated in the simplest

case with an incident plane SH wave propagating in the z direction which is scattered by a

transversely isotropic sphere with the axis of material symmetry perpendicular to the xy plane

(see Figure 1). Therefore, the problem becomes rotationally symmetric and the displacement

and stress fields are independent of the azimuthal angle ϕ. Based on the polarization of the

incident wave the problem reduces to a scalar one, relating only to motion in the azimuthal ϕ
direction. The first step is to state the elastodynamic equations in spherical coordinates which

leads to expressions containing trigonometric functions in the polar θ coordinate. Expanding

the displacement field in associated Legendre functions in θ leads to coupled ordinary differen-

tial equations which can be solved by a power series expansion in the radial r coordinate. An

expansion in the spherical vector wave functions outside the sphere is employed and using the

boundary conditions on the surface of the sphere results in a system of equations for all the ex-

pansion coefficients of the fields outside and inside the sphere. The method is in particular well
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suited for low frequencies and in this case it is possible to give the elements of the transition

matrix in simple analytical form. Some numerical examples are given showing the scattered

wave in the far field.

uin

a

x

y

z

Figure 1: Transversely isotropic sphere with radius a, and incident torsional wave.

2 STATEMENT OF PROBLEM

Consider an anisotropic sphere with radius a surrounded by a homogeneous isotropic elastic

infinite medium with density ρ and Lamé parameters λ and μ. Due to the geometry of the

problem, it is convenient to use spherical coordinates (r, θ, ϕ). Considering a time harmonic

situation and suppressing the time factor e−iωt, it is convenient to introduce the spherical vector

wave functions of the surrounding medium [3]

ψ0
1σml(r, θ, ϕ) =

1√
l(l + 1)

∇×
(
rjl(ksr)Yσml(θ, ϕ)

)
= jl(ksr)A1σml(θ, ϕ), (1)

ψ0
2σml(r, θ, ϕ) =

1√
l(l + 1)

∇×∇×
(
rjl(ksr)Yσml(θ, ϕ)

)
=

(
j′l(ksr) +

jl(ksr)

ksr

)
A2σml(θ, ϕ) +

√
l(l + 1)

jl(ksr)

ksr
A3σml(θ, ϕ),

(2)

ψ0
3σml(r, θ, ϕ) =

(
kp
ks

)3/2
1

kp
∇
(
jl(kpr)Yσml(θ, ϕ)

)
=

(
kp
ks

)3/2(
(j′l(kpr)A3σml(θ, ϕ) +

√
l(l + 1)

jl(kpr)

kpr
A2σml(θ, ϕ)

)
.

(3)

Here the first index 1, 2 and 3 on the wave functions indicates SH, SV and P waves, respectively.

The spherical harmonics Yσml(θ, ϕ) are defined as

Yσml(θ, ϕ) =

√
εm(2l + 1)(l −m)!

4π(l +m)!
Pm
l (cos θ)

{
cosmϕ
sinmϕ

}
, (4)
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where Pm
l (cos θ) is an associated Legendre function of order m = 0, 1, 2, .. and degree l = m,

m+ 1,m+ 2, ..., which has the following definition in terms of the Legendre polynomial

Pm
l (x) = (−1)m(1− x2) 1

2
md

mPl(x)

dxm
. (5)

In eq. (4), σ = e for the upper row which is even with respect to ϕ or σ = o for the lower row

which is odd with respect to ϕ. εm is the Neumann factor, ε0 = 1 and εm = 2 form = 1, 2, 3, ....
The upper index 0 on the wave functions denotes that they are regular containing spherical

Bessel functions jl, while outgoing waves containing spherical Hankel functions of the first

kind h
(1)
l are denoted by an upper index +. The longitudinal and transverse wave numbers are

kp = ω
√
ρ/(λ+ 2μ) and ks = ω

√
ρ/μ, respectively. Finally, the vector spherical harmonics

Aτσml(θ, ϕ), τ = 1, 2 and 3, form a vector basis system for vector-valued functions on the unit

sphere which are mutually orthonormal and are defined as

A1σml(θ, ϕ) =
1√

l(l + 1)
∇× (rYσml(θ, ϕ))

=
1√

l(l + 1)

(
eθ

1

sin θ

∂

∂ϕ
Yσml(θ, ϕ)− eϕ

∂

∂θ
Yσml(θ, ϕ)

)
,

A2σml(θ, ϕ) =
1√

l(l + 1)
r∇Yσml(θ, ϕ)

=
1√

l(l + 1)

(
eθ
∂

∂θ
Yσml(θ, ϕ) + eϕ

1

sin θ

∂

∂ϕ
Yσml(θ, ϕ)

)
,

A3σml(θ, ϕ) = erYσml(θ, ϕ).

(6)

Usually it is necessary to have the traction vector on a surface for applying boundary condi-

tions. The traction vector t(r) on the spherical surface r = a with normal er is needed to solve

the scattering problem, and can be derived directly from the displacement field u by

t(r) = erλ∇ · u+ μ

(
2
∂u

∂r
+ er × (∇× u)

)
, (7)

The first vector wave function (SH waves) and its traction only depend on the first vector

spherical harmonic while the second and third wave functions (P-SV waves) only depend on

the second and third vector spherical harmonics. Therefore, the scattering problem can be

solved for SH waves and P-SV waves separately.

The scattering problem for an incoming wave scattered by the sphere is determined by the

constitutive and governing equations inside the sphere (as described later) and the boundary

conditions on the sphere, which here are taken as continuity of displacement and traction. Solv-

ing the problem, the scattering by the sphere can be represented by the transition (T) matrix

which gives the relation between the expansion coefficients of the scattered waves and incom-

ing waves. The incoming and scattered waves can be expanded in the vector wave functions

uin(r) =
∑
τσml

bτσmlψ
0
τσml(r), (8)

usc(r) =
∑
τσml

gτσmlψ
+
τσml(r), (9)
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where the expansion coefficients of the incoming wave bτσml can be regarded as known and

the expansion coefficients of the scattered wave gτσml are to be determined. The T matrix is

defined as the linear relation between bτσml and gτσml

gτσml =
∑

τ ′σ′m′l′
Tτσml,τ ′σ′m′l′bτ ′σ′m′l′ . (10)

Inside the sphere the material is assumed to be transversely isotropic with density ρ1, such

that the axis of anisotropy is perpendicular to the xy plane. Therefore, the constitutive equations

in Cartesian coordinates are⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

σxx
σyy
σzz
σyz
σzx
σxy

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
=

⎡⎢⎢⎢⎢⎢⎢⎣
C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 2C44 0 0
0 0 0 0 2C44 0
0 0 0 0 0 C11 − C12

⎤⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

εxx
εyy
εzz
εyz
εzx
εxy

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
. (11)

The equations of motion in spherical coordinates inside the sphere are

∂σrr
∂r

+
1

r

∂σrθ
∂θ

+
1

r sin θ

∂σϕr
∂ϕ

+
1

r
(2σrr − σθθ − σϕr + cot θσrθ) = −ρω2ur, (12)

∂σrθ
∂r

+
1

r

∂σθθ
∂θ

+
1

r sin θ

∂σθϕ
∂ϕ

+
1

r
(cot θ (σθθ − σϕϕ) + 3σrθ) = −ρω2uθ, (13)

∂σϕr
∂r

+
1

r

∂σθϕ
∂θ

+
1

r sin θ

∂σϕϕ
∂ϕ

+
1

r
(3σϕr + 2 cot θσθϕ) = −ρω2uϕ, (14)

where the strains εij in spherical coordinates are

εrr =
∂ur
∂r
, εϕϕ =

1

r sin θ

∂uϕ
∂ϕ

+
cot θ

r
uθ +

ur
r
,

εθθ =
1

r

∂uθ
∂θ

+
ur
r
, εθϕ =

1

2r

(
∂uϕ
∂θ

− cot θuϕ +
1

sin θ

∂uθ
∂ϕ

)
,

εϕr =
1

2

(
1

r sin θ

∂ur
∂ϕ

+
∂uϕ
∂r

− uϕ
r

)
, εrθ =

1

2

(
∂uθ
∂r

− uθ
r

+
1

r

∂ur
∂θ

)
.

(15)

By using the transformation of the stresses and strains between Cartesian and spherical co-

ordinates the stress-strain relations in spherical coordinates become

σrr =(α1 + 2α2) εrr + α1εθθ + (α1 − β2 + β3) εϕϕ − 2β1 (εrr cos 2θ − εrθ sin 2θ)
− β3 (εϕϕ cos 2θ) + β2 ((εrr − εθθ) cos 4θ − 2εrθ sin 4θ) ,

(16)

σθθ =(α1 + 2α2) εθθ + α1εrr + (α1 − β2 + β3) εϕϕ + 2β1 (εθθ cos 2θ + εrθ sin 2θ)

+ β3 (εϕϕ cos 2θ) + β2 ((εθθ − εrr) cos 4θ + 2εrθ sin 4θ) ,
(17)
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σϕϕ =(α1 + 2α2 + 2β1 + β2) εϕϕ + (α1 − β2 + β3) (εθθ + εrr)
+ β3 ((εθθ − εrr) cos 2θ + 2εrθ sin 2θ) ,

(18)

σθϕ = α3εθϕ + β4 (εθϕ cos 2θ + εϕr, sin 2θ) , (19)

σϕr = α3εϕr − β4 (εϕr cos 2θ − εθϕ sin 2θ) , (20)

σrθ =2α2εrθ + β1 ((εθθ + εrr) sin 2θ) + β3 (εϕϕ sin 2θ)

+ β2 ((εθθ − εrr) sin 4θ − 2εrθ cos 4θ) ,
(21)

where

α1 =
1

8
(C11 + 6C13 + C33 − 4C44), α2 =

1

8
(C11 − 2C13 + C33 + 4C44),

β1 =
1

4
(C11 − C33), β2 =

1

8
(C11 − 2C13 + C33 − 4C44), β3 =

1

2
(C12 − C13),

α3 =
1

2
(C11 − C12 + 2C44), β4 =

1

2
(C11 − C12 − 2C44).

(22)

Here, α1, α2, β1, β2 and β3 are five linearly independent coefficients that are sufficient to de-

scribe the transversely isotropic medium. However, for simplicity, two more coefficients α3

and β4 are defined for the case of incident SH waves. They can easily be written in terms of the

other coefficients

α3 = 2α2 + β1 − β3, β4 = 2β2 + β1 − β3. (23)

In the isotropic limit βi = 0, i = 1, 2, 3, 4, α1 = λ1 and α3 = 2α2 = 2μ1, with μ1 and λ1 being

the Lamé parameters of the sphere, and eqs. (16) to (21) reduce to the isotropic case.

3 SCATTERING OF INCIDENT TORSIONAL WAVES

The simplest form of the defined scattering problem occurs for a plane SH wave (or torsional

wave) propagating parallel to axis of material symmetry in the z direction. Due to the uncou-

pling of the SH waves, the displacement field outside the sphere can be written in terms of

the first spherical vector wave function (eq. (1)). Such a rotationally symmetric incident wave

together with the symmetrical geometry of the media simplify the problem to an axisymmetric

situation. Consequently, the displacement and stress fields are ϕ independent and the vector

wave function only consists of m = 0 terms (which only have an even part σ = e). For such

an incident plane wave the displacement field outside the sphere, which can be divided into

incident and scattered waves, only consists of displacement in the azimuthal direction and is

from eqs. (8) and (9)

uinϕ (r, θ) =
∞∑
l=1

b1lψ
0
1e0l(r, θ) · eϕ =

∞∑
l=1

b1lwljl(ksr)P
1
l (cos θ), (24)
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uscϕ (r, θ) =
∞∑
l=1

g1lψ
+
1e0l(r, θ) · eϕ =

∞∑
l=1

g1lwlh
(1)
l (ksr)P

1
l (cos θ), (25)

where wl =
√

(2l + 1)/(4πl(l + 1)).
The radial traction outside the sphere is equal to zero for the r and θ directions and it only

has a ϕ component which is derived from eq. (7) for the incident and scattered waves

σinϕr =
∞∑
l=1

b1lμrwl
d

dr

(
jl(ksr)

r

)
P 1
l (cos θ),

σscϕr =
∞∑
l=1

g1lμrwl
d

dr

(
h
(1)
l (ksr)

r

)
P 1
l (cos θ).

(26)

In order to find the linear relation between g1l and b1l, the continuity conditions on the sur-

face of the sphere must be applied, and eqs. (12) to (14) must be satisfied inside the sphere.

Since there is only traction and displacement components in the ϕ direction and they are ϕ in-

dependent as well, substituting eqs. (19) and (20) into eq. (14) and using the strain relation in

spherical coordinates (eq. (15)) lead to the following partial differential equation to be satisfied

inside the sphere

∂2uϕ
∂r2

+
2

r

∂uϕ
∂r

+
1

r2
∇2

p1uϕ + β cos 2θ

[
− ∂2uϕ
∂r2

+
2

r2
uϕ +

1

r2
∇2

p1uϕ

]
+ β sin 2θ

[
cot θ

(
1

r

∂uϕ
∂r

− 2

r2
uϕ

)
+
∂

∂θ

(
2

r

∂uϕ
∂r

− 1

r2
uϕ

)]
+ k2uϕ = 0,

(27)

where β = β4/α3 is a measure of the degree of anisotropy, with β = 0 in the isotropic case,

k = ω
√
2ρ1/α3 is the wave number in the anisotropic sphere determined with the mean stiffness

of the sphere α3/2, and

∇2
pm =

∂2

∂θ2
+ cot θ

∂

∂θ
− m2

sin2 θ
. (28)

The differential equation for the Legendre functions of order m can be written in terms of this

operator

∇2
pmP

m
l (cos θ) + l(l + 1)Pm

l (cos θ) = 0. (29)

Due to the appearance of ∇2
p1, it is useful to expand the displacement field inside the sphere in

terms of the associated Legendre functions of order 1

uϕ(r, θ) =
∞∑
l=1

fl(r)P
1
l (cos θ). (30)

Substituting eq. (30) into eq. (27) and using multiple angel formulae for trigonometric func-

tions and the differential equation for the associated Legendre function of order 1 (eq. (29)) lead
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to the following relation

∞∑
l=1

[
P 1
l (cos θ)

[
(1 + β)f ′′l (r) +

2

r
f ′l (r)− (l(l + 1) + β (2− l(l + 1)))

1

r2
fl(r)

]
+ P 1

l (cos θ) cos
2 θ

[
2β

(
−f ′′l (r) +

1

r
f ′l (r)− l(l + 1)

1

r2
fl(r)

)]
+
dP 1

l (cos θ)

d cos θ
sin2 θ cos θ

[
2β

(
−2

r
f ′l (r) +

1

r2
fl(r)

)]
+ k2fl(r)P

1
l (cos θ)

]
= 0,

(31)

where a prime denotes differentiation with respect to r. Equation (31) contains terms including

multiplication of the associated Legendre functions and trigonometric functions. However, it

is convenient to write them in terms of orthogonal functions. For this purpose, the following

recursion relations can be used

(l −m+ 1)Pm
l+1(x) = (2l + 1)xPm

l (x)− (l +m)Pm
l−1(x),

(−1)m(1− x2)dP
m
l (x)

dx
= lxPm

l (x)− (l +m)Pm
l−1(x).

(32)

It can be concluded that

cos2 θP 1
l (cos θ) = c1lP

1
l (cos θ) + c2lP

1
l+2(cos θ) + c3lP

1
l−2(cos θ),

dP 1
l (cos θ)

d cos θ
sin2 θ cos θ = s1lP

1
l (cos θ) + s2lP

1
l+2(cos θ) + s3lP

1
l−2(cos θ),

(33)

where

c3l =
l(l + 1)

(2l + 1)(2l − 1)
, c2l =

l(l + 1)

(2l + 1)(2l + 3)
, c1l =

l − 1

l
c3l +

l + 2

l + 1
c2l,

s3l = (l + 1)c3l, s2l = −lc2l, s1l =
l − 1

l
s3l +

l + 2

l + 1
s2l.

(34)

Consequently eq. (31) turns into

∞∑
l=1

[
P 1
l (cos θ)R1,l(r) + P

1
l+2(cos θ)R2,l(r) + P

1
l−2(cos θ)R3,l(r)

]
= 0, (35)

which is an expansion only in terms of the associated Legendre functions. It is noted that there

is coupling between different degrees of the associated Legendre functions. Here

R1,l(r) = (1 + β − 2βc1l)f
′′
l (r) + 2(1 + βc1l − 2βs1l)

1

r
f ′l (r),

+
(
r2k2 − l(l + 1)− β

(
2− l(l + 1)

)
− 2βc1ll(l + 1) + 2βs1l

) 1

r2
fl(r),

R2,l(r) = −2βc2lf
′′
l (r) + 2β(c2l − 2s2l)

1

r
f ′l (r) + 2β

(
− l(l + 1)c2l + s2l

) 1
r2
fl(r),

R3,l(r) = −2βc3lf
′′
l (r) + 2β(c3l − 2s3l)

1

r
f ′l (r) + 2β

(
− l(l + 1)c3l + s3l

) 1
r2
fl(r).

(36)

Using the orthogonality of the Legendre functions, the following relation must be satisfied

inside the sphere for all values of l = 1, 2, 3, ... with the condition f0(r) = f−1(r) = 0,

R1,l(r) +R2,l−2(r) +R3,l+2(r) = 0. (37)
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This is a system of coupled ordinary differential equations for the functions fl(r). To solve this

system of equations, fl(r) are expanded in power series in r. In order to achieve a solution that

is analytical at the origin, the functions fl(r) must behave as rl when r approaches the origin

and must also contain only even or odd powers of r. Thus, the following series expansion can

be made

fl(r) =
∑

j=l,l+2,...

qj,lr
j. (38)

Inserting eq. (38) into eq. (37), results in∑
j=l,l+2,...

[(
qj,lM1j,l + qj,l+2M2j,l + qj,l−2M3j,l + qj+2,lk

2

)
rj−2

]
= 0, (39)

where

M1j,l =
(j + j2 − l(1 + l)) (−3 + 4l + 4l2 + 3β)

−3 + 4l + 4l2
,

M2j,l =− 2 (6 + 5l + l2) (3 + j2 + 4l + l2 + 2j(2 + l)) β

(3 + 2l)(5 + 2l)
,

M3j,l =− 2 (j2 − 2j(−1 + l) + (−2 + l)l) (2− 3l + l2) β

3− 8l + 4l2
.

(40)

Finally, the linear independence of the powers of r leads to the following equation for all

l = 1, 2, .., and j = l, l + 2, .., with the condition qj,l = 0 for all j > l

qj,lM1j,l + qj,l+2M2j,l + qj,l−2M3j,l + qj+2,lk
2 = 0. (41)

This system of equations can be used to determine all qj,l for j = l + 2, l + 4, .. in terms of ql,l.
Thus the solution inside the sphere is complete and only contains the unknown coefficients ql,l.

Furthermore, for solving the scattering problem, the continuity conditions at the boundary of

the sphere must be considered. Substituting the expanded displacement field into the constitu-

tive relation (eq. (20)), the following stress inside the sphere is evaluated

2

α3

σϕr =
∞∑
l=1

(1 + β)

(
f ′l (r)−

fl(r)

r

)
P 1
l (cos θ)− 2β cos2 θP 1

l (cos θ)f
′
l (r)

− 2β
dP 1

l (cos θ)

d cos θ
sin2 θ cos θ

(
fl(r)

r

)
,

(42)

which again contains terms including multiplication of trigonometric and Legendre functions.

However, in order to apply the continuity condition it is convenient to derive the stress inside

the sphere in terms of the associated Legendre functions of order 1, the same as the one outside

the sphere. Therefore using the same recursion relations as eq. (33) the stress inside the sphere

can be rewritten

2

α3

σϕr =
∞∑
l=1

[
(1 + β)

(
f ′l (r)−

fl(r)

r

)
− 2β

(
c1lf

′
l (r) + s1l

fl(r)

r

)]
P 1
l (cos θ)

+

[
− 2β

(
c3lf

′
l + s3l

fl(r)

r

)]
P 1
l−2(cos θ)

+

[
− 2β

(
c2lf

′
l (r) + s2l

fl(r)

r

)]
P 1
l+2(cos θ).

(43)
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Considering the expansion of f(r) in terms of powers as in eq. (38), the stress becomes

2

α3

σϕr =
∞∑
l=1

∑
j=l,l+2,...

[
qj,lN1j,l + qj,l+2N2j,l + qj,l−2N3j,l

]
rj−1P 1

l (cos θ), (44)

where

N1j,l =
3 + 9β − 2l(2 + 3β)− 2l2(2 + 3β) + j (−3 + 4l + 4l2 + 3β)

−3 + 4l + 4l2
,

N2j,l = −2(3 + j + l) (6 + 5l + l2) β

(3 + 2l)(5 + 2l)
,

N3j,l = −2(2 + j − l) (2− 3l + l2) β

3− 8l + 4l2
.

(45)

Due to the orthogonality of the associated Legendre functions, the boundary condition for

the displacement on the surface of the sphere r = a for l = 1, 2, ..., gives from eqs. (24), (25),

(30) and (38) ∑
j=l,l+2,...

qj,la
j = b1lwljl(ksa) + g1lwlh

(1)
l (ksa). (46)

The stress boundary condition likewise gives from eqs. (26) and (44)∑
j=l,l+2,...

[
qj,lN1j,l + qj,l+2N2j,l + qj,l−2N3j,l

]
aj−1 =γrb1lwl

d

dr

(
jl(ksr)

r

)∣∣∣∣
r=a

+ γrg1lwl
d

dr

(
h
(1)
l (ksr)

r

)∣∣∣∣
r=a

,

(47)

where γ = 2μ/α3 is the ratio of the stiffness outside the sphere and the mean stiffness inside

the sphere. These equations together with eq. (41) are sufficient to find all the unknowns g1l and

qj,l expressed in terms of the incident wave coefficients b1l. Therefore, the solution outside the

sphere in the isotropic medium can be derived using eqs. (24) and (25)

uϕ(r, θ) =
∞∑
l=1

(
b1ljl(ksr) + g1lh

(1)
l (ksr)

)
wlP

1
l (cos θ). (48)

Here the coefficients g1l of the scattered field are to be determined by using the derived system

of equations, where the expansion coefficients of the incoming field are known. For incident

plane SH wave, the b1l are

b1l = i
l
√

2π(2l + 1). (49)

4 THE RAYLEIGH LIMIT

A scattering problem can be simplified by considering extreme values of the geometrical or

physical parameters that enter the scattering process. For instance, when the size of the sphere

is much smaller than the wavelength of the incident wave, or in other words, when the sphere

disturbs only a small fraction of the full incident plane wave, only lower degrees of the scattered

wave are significant. This is known as low-frequency scattering, also known as the Rayleigh
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limit. For such a problem, the interior displacement field can be expanded to a specific (low)

order jmax and the regularity condition requires that lmax ≤ jmax. Here, jmax = lmax = 4 is

considered. The problem can be decoupled into l = 1, 3 and l = 2, 4. For the l = 1, 3 part the

following equations are derived from the continuity conditions given in eqs. (46) and (47)

q1,1a+ q3,1a
3 = b11w1j1(ksa) + g11w1h

(1)
1 (ksa), (50)

q3,3a
3 = b13w3j3(ksa) + g13w3h

(1)
3 (ksa), (51)

2

5
(5 + 3β)q3,1a

2 − 24

5
βq3,3a

2 =b11γaw1
d

dr

(
j1(ksr)

r

)∣∣∣∣
r=a

+ g11γaw1
d

dr

(
h
(1)
1 (ksr)

r

)∣∣∣∣
r=a

,

(52)

− 8

15
βq3,1a

2 + (2− 6

5
β)q3,3a

2 =b13γaw1
d

dr

(
j3(ksr)

r

)∣∣∣∣
r=a

+ g13γaw3
d

dr

(
h
(1)
3 (ksr)

r

)∣∣∣∣
r=a

,

(53)

which contains the five unknowns g11, g13, q1,1, q3,1 and q3,3. The additional equation needed

comes from eq. (41) which is zero identically for l = 1, j = 1 and l = 3, j = 3, and is as

follows for l = 1, j = 3

k2q1,1 + 2(5 + 3β)βq3,1 − 24βq3,3 = 0. (54)

For solving the system of equations, it is convenient to use the series expansion of the spher-

ical Bessel and Hankel functions, where at low frequencies two terms at most are sufficient.

Solving the system of equations the T matrix is derived based on eq. (10) for elements relating

to SH waves (τ = 1) and form = 0, σ = e and different values of l. These matrix elements are

simply denoted Tll′ and has the following value for T11

T11 = − ik
3
sa

5(−k2 + γk2s)
45γ

= − ik
5
sa

5

45
(1− ρ1

ρ
). (55)

As l = 1 corresponds to a rigid body rotation at low frequencies, this element only depends

on the density of the sphere, not on the stiffness properties of the sphere. Consequently, this

element is identical to the one for an isotropic sphere with the same density.

The l = 2, 4 part gives

q2,2a
2 + q4,2a

4 = b12w2j2(ksa) + g12w2h
(1)
2 (ksa), (56)

q4,4a
4 = b14w4j4(ksa) + g14w4h

(1)
4 (ksa), (57)
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(1− β)q2,2a−
1

7
(−21 + 5β)q4,2a

3 − 40

7
βq4,4a

3 =b12γaw2
d

dr

(
j2(ksr)

r

)∣∣∣∣
r=a

+ g12γaw2
d

dr

(
h
(1)
2 (ksr)

r

)∣∣∣∣
r=a

,

(58)

−24

35
βq4,2a

3 + (3− 9

7
β)q4,4a

3 =b14γaw4
d

dr

(
j4(ksr)

r

)∣∣∣∣
r=a

+ g14γaw4
d

dr

(
h
(1)
4 (ksr)

r

)∣∣∣∣
r=a

,

(59)

which contains five unknowns g12, g14, q2,2, q4,2 and q4,4. The additional equation from eq. (41)

for l = 2, j = 4 is

k2q2,2 + 2(7 + β)βq4,2 − 40βq4,4 = 0. (60)

The result of solving the system of equations for the first T matrix element T22 (using the

asymptotic form of the spherical Bessel and Hankel functions) is

T22 = − ik
5
sa

5(β + γ − 1)

45(β − 4γ − 1)
. (61)

In the isotropic limit β = 0 and γ = μ/μ1, this is in agreement with the corresponding isotropic

T matrix element.

To determine other elements of the T matrix Tll′ , it is necessary to truncate the expansion of

the displacement field inside the sphere at lmax in which lmax > l + 2 and lmax > l
′ + 2, since

there is coupling between the l, l − 2 and l + 2 degrees of the associated Legendre functions

inside the sphere. For instance to evaluate T13, T31 and T33, lmax ≥ 5 must be considered.

Expanding the displacement field inside the sphere to jmax = lmax = 5, the following result for

the T matrix elements is obtained

T11 =− ik5sa
5

45
(1− ρ1

ρ
)

+
ik3sa

7

23625

(
125k4s −

175k2k2s
γ

+
k4 (−70β2 + 87βγ + 5(7 + 3γ)(2 + 5γ))

γ2L1

)
,

T13 =T31 =
i4
√
2k2k5sa

7

1125
√
7

β

L1

, T33 = − i2k
7
sa

7

7875

5 (−1 + β2) + (5 + 3β)γ

L1

,

T22 =− ik5sa
5(β + γ − 1)

45L2

+
ik5sa

7

189

3k2γ + k2s (β
2 − 5γ2 − β(2 + γ) + γ + 1)

L2
2

,

(62)

where

L1 = 2
(
−1 + β2

)
− (5 + 3β)γ, L2 = β − 4γ − 1, (63)

This is all T matrix elements that are of order (ksa)
5 and (ksa)

7, higher order elements are all

smaller, going at least as (ksa)
9.
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5 Numerical Results

The numerical implementation is straightforward, the only parameter to check is the trunca-

tion jmax and lmax. The validity of the computations can be checked in three ways. The first is

to look at the special case of isotropy and this is exactly fulfilled as the method reduces to the

standard separation-of-variables solution for this case. The other two is to check the T matrix

for symmetry and ”hermicity” [17], which are both only valid for lossless media, i.e. real stiff-

nesses. Symmetry is due to reciprocity and is exactly fulfilled in the Rayleigh limit and more or

less exactly fulfilled numerically. ”Hermicity” is due to energy conservation and this gives the

following relation for the T matrix (in matrix notation)

T †T = −ReT (64)

where the dagger denotes the Hermitian conjugate (taking both the transpose and the complex

conjugate). This is a very good nonlinear check (but of course it is only necessary, not suffi-

cient). This check is not possible to apply in the Rayleigh limit as the leading order terms are

all imaginary and the leading order real terms are much smaller and are thus not calculated. For

higher frequencies it is possible to perform this check numerically and this has been done with

a very satisfactory result. For ksa = 5, for instance, this relation is satisfied to 4 digits when the

truncation jmax = 20, lmax = 10 is used and to 7 digits for jmax = 24, lmax = 12.

One physical quantity that is often calculated is the far field amplitude which is defined

according to

usc = F (θ)
eiksr

ksr
, (65)

where the asymptotic behaviour of the spherical Hankel function for the scattered field is used

and the far field amplitude is

F (θ) =
∑
l=1

il+1g1lwlP
1
l (cos θ). (66)

For numerical illustration, the absolute value of the far field amplitude for cases with the ma-

terial of the sphere denser and stiffer than the surrounding is calculated. Therefore, ρ1/ρ = 2
and γ = 0.2 is assigned for all cases. The degree of anisotropy is given by the parameter

ζ = (C11− C12)/(2C44), which is the quotient between the two shear stiffnesses inside the

sphere. The frequency is specified by the parameter ksa. The computations are performed both

numerically and in the Rayleigh limit to order (ksa)
5 and (ksa)

7.

First the validity of the Rayleigh limit is examined for an anisotropic sphere with stiffness

quotient ζ = 0.2. Figure 2 shows the normalized far field amplitude of the sphere in the θ =
3π/4 direction as a function of frequency. As the T matrix goes as (ksa)

5 for low frequencies

the normalization is F (3π/4)/(ksa)
5. The Rayleigh limit with only (ksa)

5 is shown dashed and

with including (ksa)
7 is shown dash-dotted, and the numerical result with jmax = 24, lmax = 12

is shown dotted. These are also compared with the far field amplitude of the isotropic sphere

when ζ = 1 (full-drawn). A good agreement between the Rayleigh limit and the numerical

result is observed for low frequencies (approximately ksa < 0.3 by considering (ksa)
5 terms

and ksa < 0.8 by including (ksa)
7 terms). Also, the effect of anisotropy is considerable even

for low frequencies.

To illustrate the effect of anisotropy, Figure 3 shows a polar plot (for 0 ≤ θ ≤ π) of the

absolute value of the far field amplitude of the anisotropic sphere for ksa = 2 and different
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F
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π
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(k
s
a
)5

ksa

Figure 2: The normalized far field amplitude as a function of frequency ksa in the θ = 3π/4 direction for the

density ratio ρ1/ρ = 2 and stiffness ratio γ = 0.2. Curves are given for a transversely isotropic sphere with

stiffness quotient ζ = 0.2, both with numerical computations (dotted) and in the Rayleigh limit (two curves, one

with only (ksa)
5 terms (dashed) and one with including also (ksa)

7 terms (dash-dotted)). Also the result for an

isotropic sphere (ζ = 1, full-drawn) is included.

values of the stiffness quotient: ζ = 10 (full-drawn), 2 (dashed), 0.5 (dotted), 0.1 (dash-dotted).

This is also compared with the isotropic case (i.e. ζ = 1) on the left side of the figure. Figure 4

illustrates the same situation for the higher frequency ksa = 5, which shows somewhat stronger

effects due to the anisotropy.

Figure 3: The far field amplitude for the frequency ksa = 2, density ratio ρ1/ρ = 2 and stiffness ratio γ = 0.2
for the isotropic sphere (ζ = 1) on the left side and transversely isotropic sphere with stiffness quotient ζ = 10
(full-drawn), 2 (dashed), 0.5 (dotted), 0.1 (dash–dotted), on the right side.

6 CONCLUSIONS

The scattering problem for a transversely isotropic sphere inside an isotropic medium for an

incident SH wave in the z direction is considered. Transformation of the constitutive equations

from Cartesian to spherical coordinates results in complicated expressions for the equations of

motion and stresses inside the sphere. Expanding the displacement field in associated Legendre

functions of order 1 in θ and power series expansions in r, leads to recursion relations for the

expansion coefficients that couple different polar degrees (in contrast to an isotropic sphere

where there is no such coupling). Applying the boundary conditions on the sphere the T matrix

elements can be obtained. Explicit expressions are obtained for the T matrix elements for low
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Figure 4: The far field amplitude for the frequency ksa = 5, density ratio ρ1/ρ = 2 and stiffness ratio γ = 0.2
for the isotropic sphere (ζ = 1) on the left side and transversely isotropic sphere with stiffness quotient ζ = 10
(full-drawn), 2 (dashed), 0.5 (dotted), 0.1 (dash–dotted), on the right side.

frequencies.

The present calculations for the SH waves in low frequencies are of limited interest as these T
matrix elements are not of leading order (the P-SV waves are expected to behave as (ka)3 as they

do in the isotropic case). However, the present article also includes the necessary expressions

for the stresses expressed in spherical coordinates for the general case. The present approach is

applicable to this general case as well and such work is in progress.

The calculated T matrix elements can be used for various purposes. One important applica-

tion is in the estimation of damping and phase velocities in polycrystalline materials, typically

metals. The grains in such materials are far from spherical, but at low frequencies (when the

grains are much smaller than the wavelength) the grain shape is not very important as the scat-

tering is mainly a volume effect. For damping calculations in 2D this approach has been shown

to give excellent agreement with FEM computations (Boström and Rudá [16]).
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(UPC).

c/ Colom, 11, 08222 Terrassa (Barcelona), Spain.
e-mail: {hassan.liravi,dhananjay.ghangale,jordi.romeu}@upc.edu

2 Serra Húnter Fellow, Universitat Politècnica de Catalunya (UPC).
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Abstract. In this paper, a new prediction methodology to deal with longitudinally invariant
soil-structure interaction problems in elastodynamics is presented. The method uses the finite-
element method to model the structure, the boundary-element method to model the local soil sur-
rounding the structure and the method of fundamental solutions to model the wave propagation
through the soil. All those methods are formulated in the two-and-a-half-dimensional domain.
The methodology is firstly verified in the framework of a homogeneous half-space system by
comparing the results of the current method with those computed by the semi-analytical solution
of this problem. Secondly, the methodology is verified against a two-and-a-half-dimensional fi-
nite element-boundary element approach, for two calculation examples: a tunnel embedded in
a homogeneous half-space and a tunnel embedded in a layered half-space. This comparison
also shows that this novel methodology reduces the computational costs of such simulations
without compromising the accuracy of the results. The increase on the computational efficiency
is due to the use of the method of fundamental solutions to account for the wave propagation in
the medium, and it is even higher when the number of evaluations points increases.
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1 INTRODUCTION

In the framework of soil-structure interaction problems, some structures can be considered as

longitudinally invariant systems that can be assessed by two-and-half-dimensional approaches.

Structures like at-grade railway tracks [4], tunnels [1], roads [2] or bridges [3] are some ex-

amples of soil-structure problems where the structure can be modelled as longitudinally invari-

ant system. A review of the literature indicates that there are several works that contributed

to the study of this kind of soil-structure interaction problems. Among them, coupled 2.5D

finite element-boundary element methodology (2.5D FEM-BEM) is a well-known numerical

approach for the assessment of the soil-structure interaction problems. François et al. [2] pre-

sented a 2.5D FEM-BEM model in frequency domain. They proposed this method to study

the wave propagation in soil induced by railway or road traffic using this method. Galvı́n et

al. [4] used the same method to analyse two different applications: a ballasted track over a

layered half-space and a tunnel embedded in a layered half-space. Lopes et al. [5] proposed

an alternative method where a 2.5D FEM with 2.5D perfect matched layers (PML) is used to

assess the ground-borne vibration response of a building. Later, the re-radiated noise inside

the building was investigated using a 2.5D MFS in acoustics weakly coupled with the building

vibration field obtained with the method presented in [5] [6]. More recently, Ghangale and his

colleagues [7] presented a method for the prediction of the energy flow radiated by underground

railway infrastructures based on a 2.5D FEM-BEM method to model the tunnel and the locally

surrounding ground and on the semi-analytical solutions of a cylindrical cavity to model the

wave propagation on the soil.

The MFS is a collocation method which approximates the solution within an elastic medium

employing a combination of fundamental solutions of the medium governing equations. It is

specially interesting for dealing with wave propagation problems in unbounded or partially

unbounded domains. Its application is based on a distribution of collocation points, which

evaluates the boundary conditions at discrete positions, and on a distribution of source points

(or virtual forces, in elastodynamic problems), which are obtained by complying the boundary

conditions at the collocation points. The collocation points are located on the boundary and the

source points outside the domain. Godinho et al. [11] presented two-dimensional FEM-MFS

modelling approach for these types of problems. An extension of this to longitudinally invariant

systems was presented by Amado-Mendes and his colleagues [1], where a methodology that

models the structure using 2.5D FEM and the surrounding soil with 2.5D MFS is proposed.

For many years, it has been a concern of the researchers to find the optimal distance between

collocation and source points, particularly in complicated shapes. An incorrect selection of this

distance may lead to large errors of the numerical method [9]. Besides, it should be noted that

the amount of source points affects the numerical convergence and stability of the results [10].

In this study, a 2.5D FEM-BEM-MFS method in frequency domain is presented. The 2.5D

FEM-BEM is used to obtain the displacement field on the boundary and the 2.5D MFS is used

as a post-processing tool to obtain the displacement and traction fields on the soil from the

displacement field on the soil-structure interaction boundary. The main novelty of the current

method is, thus, the way MFS is applied, which leads to two global benefits. On the one hand,

the application of this methodology results to an increase of the computational efficiency of the

method respect to traditional 2.5D FEM-BEM approaches and this is mostly significant when

many evaluator points are to be analysed. On the other hand, a significant difference between

the work of Amado-Mendes et al. [1] and the current method is related about how the dynamic

stiffness matrix of the soil at the soil-structure interaction boundary is obtained.
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2 Description of the methodology

In this study, the calculations are performed in two general steps. Firstly, the displacements

on the boundary are computed through a 2.5D FEM-BEM method. In this 2.5D FEM-BEM

approach, the FEM is used to model the structure and the BEM is used to model the locally

surrounding soil. The formulation of the 2.5D FEM-BEM used here is based on [2]. The

response of the soil-structure system can be calculated by

[
K0 − ikxK1 + kx

2K2 + K̄s − ω2M
]
Ū = F̄ , (1)

where K0, K1, K2 and M are the stiffness and mass matrices related to the 2.5D FEM

domain, K̄s is the dynamic stiffness matrix of the soil obtained by 2.5D BEM model, kx is the

longitudinal wavenumber and ω is the angular frequency. Moreover, Ū and F̄ are the vectors of

displacements and applied external forces along the mesh of the structure, respectively. Thus,

the displacements Ūb on the boundary can be extracted from Ū .

Secondly, the displacement and traction fields in the soil are calculated using a 2.5D MFS

for elastodynamics. For this aim, the displacements on the boundary (Ūb) are considered as the

boundary conditions of the MFS. Then, the virtual source strengths can be computed as

S̄v = H̄−1
cs Ūc, (2)

where S̄v is the vector of virtual source strengths, H̄cs represents the matrix of displacement

Green’s functions on the collocation points due to the virtual sources and Ūc represents the

displacements at the collocation points. If the collocation points are considered to be directly

the nodes of boundary mesh, Ūc = Ūb. If the configuration is different, the displacement in the

collocation points Ūc should be obtained by interpolation along the boundary from Ūb. In this

study, the Green’s function are computed by the ElastoDynamics Toolbox for MATLAB [8].

Given the source strengths, the displacement and traction fields can be calculated as

Ūf = H̄fsS̄v, T̄f = H̄τ
fsS̄v, (3)

where H̄fs and H̄τ
fs represent the source-evaluators Green’s functions for displacements and

tractions, respectively, and Ūf and T̄f stand for the displacement and traction of the evaluation

points, inside the domain.

In order to improve the computational efficiency of the method, a mapping technique is used.

In this technique, the Green’s displacement and Green’s traction fields are calculated for the

unique values of the sources depth and relative distances of the source-receiver points. Then,

these Green’s functions are mapped into the original configuration of sources and evaluation

points by performing the required coordinate rotations [7].

3 Verification of the method for a homogeneous half-space problem

The proposed method is firstly verified for a solid cylinder with a radius of 3 m embedded

in a homogeneous half-space, a system illustrated in Fig. 1. In order to compare with the semi-

analytical solutions of a homogeneous half-space for verification purposes, the solid cylinder is

assumed to be defined by the exact same mechanical parameters than the soil. The mechanical

parameters of the soil are defined in Table 1. The vertical displacements obtained with the new
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method are plotted against the results obtained by the semi-analytical solution of the problem

and by the 2.5D FEM-BEM approach for a wavenumber of 0.1 rad/m. Results of this veri-

fication are shown in terms of displacement Green’s functions in the wavenumber-frequency

domain, presented in dB based on reference of 10−12 m/(N/m).

Type E [MPa] ρ [kg/m3] ν Damping

Cylinder 108 1800 1/3 0.05

Soil 108 1800 1/3 0.05

Table 1: Mechanical parameters of the solid cylinder and the soil.

5 m 5 m

9 m

By

z

A

Figure 1: Geometry of the system studied, based on a solid cylinder in a homogeneous half-space. A and B

represent the field points on the soil where the results will be obtained. The input vertical force applied at the

center of the cylinder is represented by a big arrow.

According to the results presented in Fig. 2, very good agreement of the results is observed

between the three methods compared. The results of the current method and those obtained

by 2.5D FEM-BEM method are almost exactly matched. However, a slight difference can be

observed between the results of the proposed method and semi-analytical solution, particularly

at frequencies higher than 60 Hz, due to the mesh size.
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Figure 2: Vertical displacement Green’s functions at evaluation points A (a) and B (b). Methods: 2.5D FEM-BEM

(solid red line), 2.5D FEM-BEM-MFS (dashed black line) and semi-analytical solution (dashed gray line).

4 Verification of the method for the case of a tunnel embedded in a half-space

In this section, the methodology is verified against a 2.5D FEM-BEM approach, for two cal-

culation examples: a tunnel embedded in a homogeneous half-space and a tunnel embedded in

a layered half-space. In these examples, the comparison is done in terms of the displacement

Green’s function due to a vertical force applied in the bottom of the tunnel and for the wavenum-

ber of 0.1 rad/m. The mechanical parameters of the soil and tunnel are presented in Table 2 and

Table 3 for the homogeneous and layered half-space cases, respectively. In the example of a

tunnel embedded in a layered half-space, the soil is divided into three layers.

Type E [MPa] ρ [kg/m3] ν Damping

Tunnel 31000 2500 0.2 0.001

Medium 108 1800 1/3 0.05

Table 2: Mechanical parameters of the tunnel and the soil for the homogeneous half-space case.

Type E [MPa] ρ [kg/m3] ν Thickness [m] Damping

Tunnel 31000 2500 0.2 − 0.001

Soil layer 1 50 1900 0.3 4 0.05

Soil layer 2 180 1980 0.3 9 0.05

Soil layer 3 400 2050 0.3 ∞ 0.05

Table 3: Mechanical parameters of the tunnel and the soil for the layered half-space case.

4.1 A tunnel embedded in a homogeneous half-space

The application of the methodology for a tunnel embedded in a homogeneous half-space is

studied. As shown in Fig. 3, a tunnel embedded in a homogeneous half-space at a depth of 9 m
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from the ground surface is assumed. The external radius and the lining thickness of the tunnel

are 3 m and 0.3 m, respectively. A single vertical point load is considered to be acting on the

bottom surface of the tunnel. Two evaluation points, one on the near field (A), one in the far field

(B) are assumed in the soil. The vertical displacements obtained by the proposed methodology

are compared with those obtained by the 2.5D FEM-BEM approach. This comparison is shown

in Fig. 4, where the left graph represents the vertical displacements in the point A and right

figure denotes the vertical displacements at point B.

5 m 5 m

9 m

By

z

A

Figure 3: Geometry of the second system studied, based on a tunnel embedded in a homogeneous half-space. A

and B represent the field points on the soil where the results will be obtained. The input vertical force is represented

by a big arrow.

As presented in Fig. 4, the vertical displacements obtained by the 2.5D FEM-BEM-MFS are

in a very good agreement with respect to those obtained with the 2.5D FEM-BEM approach.
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Figure 4: Vertical displacement Green’s functions for the system in Fig. 3. Methods: 2.5D FEM-BEM (solid red

line) and 2.5D FEM-BEM-MFS (dashed black line).
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4.2 A tunnel embedded in a layered half-space

In order to investigate the performance of the method for a tunnel embedded in a layered

half-space, another example is presented in this section. As can be observed in Fig. 5, a tunnel

structure is located in the second layer and two field points are assumed in the soil (A and B).

The geometry of the tunnel is the same as previous example.

9 m

5 m 5 m

Layer 2

Layer 3

Layer 1

A

y

z

B

Figure 5: Geometry of the third system studied, based on a tunnel embedded in a layered half-space. A and B

represent the field points on the soil where the results will be obtained. The input vertical force is represented by a

big arrow.

The results confirms that the proposed methodology can be used for the case of layered

half-space. Based on Fig. 6, the results of the current methodology are again consistent with

the results of the 2.5D FEM-BEM approach. However, a slight difference can be observed at

frequencies higher than 60 Hz for the point A.
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Figure 6: Vertical displacement Green’s functions for the system in Fig. 5 at evaluation points A (a) and B (b).

Methods: 2.5D FEM-BEM (solid red line) and 2.5D FEM-BEM-MFS (dashed black line).
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5 CONCLUSIONS

In this study, a methodology is presented to deal with longitudinally invariant soil-structure

interaction problems in elastodynamics. The methodology is firstly verified for the case of a

solid cylinder embedded in a homogeneous half-space, having the structure and the soil the same

mechanical parameters. Then, the performance of the model is investigated by presenting two

calculation examples; a tunnel embedded in a homogeneous half-space and a tunnel embedded

in a layered half-space. The results obtained for the three cases studied confirm that the accuracy

of the new 2.5D FEM-BEM-MFS method is in agreement with those obtained by 2.5D FEM-

BEM, especially in the far field results. Furthermore, the inclusion of the MFS as a post-

processing tool has found to be very simple to be implemented. However, it is also found, as was

expected, that the accuracy of the 2.5D FEM-BEM-MFS strongly depends on the accuracy of

the boundary conditions obtained by 2.5D FEM-BEM method. Moreover, the displacement and

traction Green’s functions in the field points can be obtained in x, y and z directions. However,

in this paper, only the vertical displacements are presented.

The accuracy of the results can be improved considerably by controlling the robustness of

the method. To do so, a check point can be assumed in the domain and the distance between

virtual sources and collocation points can be optimised by minimising the relative error between

the current method and 2.5D FEM-BEM approach at this control point.
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Abstract. This paper proposes a new semi-analytical approach for the computation of the dy-
namic response of a pile embedded in a half-space when it is subjected to a vertical harmonic
load applied at the pile head or to loading from an incident wave field. The proposed approach
considers the soil as an elastic half-space medium. In order to capture all essential dynamic be-
haviour of the pile-soil interaction avoiding large computational efforts, the system is modelled
using the substructuring method in which the displacements and forces in a set of uniformly
distributed points along the pile shaft are compatibilized with another set of coupling points in
the soil also uniformly distributed along the virtual interaction area between the pile and the
soil. The paper aims to study the accuracy and computational efficiency of this approach in
comparison with two other methodologies: a numerical approach based on axisymmetric finite
elements and perfect-matched layers, and against the approximate analytical approach based
on linear elasticity developed by Novak. These comparisons reveal that the dynamic response
for driving-point, far-field or incident wave-field problems can be predicted with acceptable
accuracy and computational efficiency when the number of interaction points in the system
increases.
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1 INTRODUCTION

Ground-borne vibration is an important cause of annoyance to nearby buildings inhabitants,

malfunction on precision devices in surrounding facilities or even structural damage. These

negative effects occurs when the ground-borne vibration incident wave-field excites the build-

ing structure through its foundations, being piled foundations one of the most common types.

There are different models used to study the dynamic response of a single pile embedded in a

half-space, which can be classified into three broad groups [6]. First group is based on the dy-

namic Winkler foundation approach, attributed as earliest building foundations dynamic mod-

els. In that method, the soil medium is modelled by infinitesimally, thin, independent, horizon-

tal layers, meaning that waves can be only propagated in horizontal direction. This approach is

adopted in the Novak’s benchmark research [10], where the dynamic response of single piles

is found throughout an Euler-Bernoulli beam and axial rod models of the pile for the lateral

and vertical responses, respectively, which include the soil reaction directly in their differential

equations of motion. The second type of methods are based on modelling the soil as an elastic

medium. They are proposed to account for wave propagation in the soil in all directions. A

relevant model of this method was presented by Kaynia and Kausel [3], where a general formu-

lation for the prediction of the dynamic response of single piles and pile groups embedded in a

layered half-space is presented. In this method the soil is also modelled as an elastic half-space

while the piles are modelled as Euler-Bernoulli beams and axial rods. Furthermore, forces and

displacements of each substructure (soil and pile) are compatibilised in a set of coupling points

in order to compute the response of the system. These coupling points are defined when the

whole traction acting on the virtual soil-pile interface is segmented along the pile shaft. Where,

each segment is identified by a node and placed in its center. Therefore, each node represents ei-

ther the load acting on the lateral surface of the pile (called barrel load distribution), or the load

which is related to the pile-tip surface (called disk load distribution). Recently, the PiP model

developed by Forrest [2] was adapted by Kuo et al. [7, 8] in order to create a three-dimensional

single-pile dynamic model, which is formulated in the wavenumber domain and uses mirror-

image sources to simulate a half-space and the finite length of the piles. Ntotsios et al. [11]

developed two methods for the dynamic response of piled foundations where the approach for

the coupling technique is similar to the one proposed by Kaynia in [3]. Euler beam and axial rod

formulations are again used to model the pile. The dynamic compatibility between the pile and

the soil is performed by distributing the displacements and forces in discrete points along the

pile shaft over an annulus on the soil, with mean radius equal to the pile radius and a thickness

of one-tenth of that, except for the pile-tip, where the distribution is done over a circular disk

with the same radius than the pile. On their first method, the response of the soil is computed

using the thin layer method (TLM), while in the second approach, the boundary element method

(BEM) is used to model the soil medium with the pile cavity. Finally, numerical approaches

are also an interesting modelling option for piled foundations. With the finite element method

(FEM) [5, 4], the non-linear behaviour of the soil and its interaction with the pile can be intro-

duced. However, the computation of FEM models requires large computational efforts, mostly

when high frequency analysis is performed. Furthermore, the FEM applied to wave propagation

problems in the soil requires the implementation of energy-absorbing boundaries to simulate an

unbounded medium [1]. The BEM is another alternative to be used for this type of problems in

order to model the soil, where the use of energy-absorbing boundaries is not required.

In some piled foundation problems where only the pile-driving response is required, the Win-

kler foundation approach could be enough to compute the dynamic response. When the soil
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response is required or when the coupled response between piles is desired to be computed, the

low accuracy of this method for these problems releases the numerical approach as the most

suitable method to compute the dynamic response without decreasing accuracy. However, the

usage of these methods is usually complex and they inherently have high computational require-

ments. For these reasons, the aim of this paper is presenting a new semi-analytical approach

for the computation of the dynamic response of a single pile embedded in a half-space when it

is subjected to a vertical harmonic load applied at the pile head or to the action of an incident

wave-field. The benefits are its computational efficiency keeping high accuracy levels and the

simplicity of its implementation in a computer algorithm, becoming a suitable tool for design

use by practising engineers.

2 SINGLE PILE-SOIL MODEL

The current section starts describing the assumptions adopted in the present work. Then, the

resulting formulation of the pile-soil model presented here is described. This pile-soil model

is mainly constructed using dynamic substructuring techniques. Thus, the dynamic behaviour

of each substructure (the pile and the soil) is analysed separately to be later assembled using a

coupling procedure. The assumptions followed here are:

• The pile is assumed to be perfectly elastic and it is modelled as a structural column mem-

ber for the axial response. Lateral motion is not considered in the present work.

• The soil is considered to be a perfectly elastic homogeneous half-space.

• The non-linear effects associated to the soil-pile contact interaction, high strain levels or

liquefaction of the soil are neglected.

• The coupling of sub-systems is performed in the basis of equilibrium of forces and com-

patibility of displacement conditions.

Fig. 1 illustrates the system of a single piled foundation embedded in a homogeneous half-

space, which is the problem considered in this study. The system is subjected to a external

time-harmonic vertical point load applied either at the pile head or on the soil. In the framework

External force

x

z

Evaluation

point

Figure 1: Single pile model.

of dynamic substructuring, the coupling between the pile and the soil is proposed to be done

in a set of uniformly distributed coupling points. To do so, the soil-pile interaction traction,
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distributed along the the soil-pile interface, is divided intoN+1 segments (see Fig. 2a) and each

of these segments is identified by its corresponding node, placed at the centre of each segment,

at the pile shaft. First N nodes are related to the segments of traction acting on the lateral soil-

pile surface (barrel loads, see Fig. 2b) while the segment associated to the node N + 1 refers

to the traction acting on the pile-tip (disk load, see Fig. 2c). Therefore, soil-pile interaction

will be performed at those points, called coupling points, in where the force equilibrium and

compatibility of displacement conditions are complied. The resulting compatibility equations

are:

Pc
p +Pc

s = 0, (1a)

Uc
p = Uc

s. (1b)

where

Pc
p =

[
P c1
p P c2

p ... P
cN+1
p

]T
, (2a)

Pc
s =

[
P c1
s P c2

s ... P
cN+1
s

]T
, (2b)

Uc
p =

[
U c1
p U c2

p ... U
cN+1
p

]T
, (2c)

Uc
s =

[
U c1
s U c2

s ... U
cN+1
s

]T
. (2d)

The subscripts described in equations of the current section are referred to the corresponding

substructure of the system (s, soil or p, pile). Coupling points, evaluation point or external force

are referred by the superscripts c, e and f, respectively. Thus, in Eq. (1), Pc
p and Pc

s represent the

vectors of vertical interaction forces acting on the pile and the soil, respectively (Eq. (2a),(2b)),

while, Uc
p and Uc

s are referred to the vector of vertical displacements at the coupling points of

the pile and soil, respectively (Eq. (2c),(2d)).

2.1 Response due to an external force applied in the pile head

Based on the dynamic system presented in the previous section, the displacements at the

coupling points when the system is excited by an external vertical force applied in the pile head

can be written as

Uc
p = Hcf

p Fp +Hc
pP

c
p, (3a)

Uc
s = Hc

sP
c
s, (3b)

where the Hc
p and Hc

s represents the receptance matrices of the pile and the soil, respectively, at

the coupling points, having a dimension of (N + 1) × (N + 1). The vector Hcf
p represent the

receptance of the coupling points due to the external force Fp, which is applied at the pile head.

Thus, the interaction forces at the coupling points in the pile can be obtained combining Eq. (3)

with Eq. (1), that is

Pc
p = −(Hc

p +Hc
s)

−1Hcf
p Fp. (4)

Finally, if the dynamic response of the system is required at the pile head, its driving-point

response Up is expressed by Eq. (5a), while if the evaluation points is placed on the soil, then

its responses Us is defined by Eq. (5b).

Up = Hec
p P

c
p +H

ef
p Fp, (5a)

Us = −Hec
s P

c
p, (5b)
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N+1

 . . .
 . . .

z

x

Discretized

traction

distribution

Continunm

traction

distribution

(a) (b) (c)

N

Figure 2: Discretisation of the pile-soil interaction traction (a), where segment from 1 to N represent to barrel

type loads (black dots representing the coupling points) while the last segment N + 1 depicts the disk type load

(coupling point represented by star dot). Continuum barrel traction for the firsts N segments (b). Continuum disk

traction for the last segment N + 1 (c).

where Hec
p and Hec

s refers to the vector of receptances relating the response in the evaluation

point, placed at the pile head or at the soil, respectively, due to the interaction forces Pc
p, while

theHef
p is the receptance of the evaluation point due to the external force Fp applied in the pile.

2.2 Response due to an external force applied in the soil

In the previous section, the system was subjected to an external force placed at the pile head.

In the current section, the response of the pile to an incident wave-field due to an external

vertical point load in the soil is formulated. In this case, the displacements in the coupling

points in the point of view of the pile and the soil are

Uc
p = Hc

pP
c
p, (6a)

Uc
s = Hcf

s Fs +Hc
sP

c
s, (6b)

respectively, being Fs the force applied on the soil and Hcf
s the receptance matrix that relates

the displacement at the coupling points with the applied external force. Therefore, the corre-

sponding interaction forces of the system are equal to:

Pc
p = (Hc

p +Hc
s)

−1Hcf
s Fs. (7)

Thus, the dynamic response of the pile at the pile head Up under an incident wave-field

produced by Fs is given by:

Up = Hec
p P

c
p. (8)

2.3 Soil receptance matrices

In order to compute the soil receptance matrices appearing in the previous sections, the soil-

pile interaction traction in the point of view of the soil is discretised in a set of Ns uniformly
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distributed points placed along the virtual pile perimeter for each pile segment, as shown in

Fig. 3. This can be seen as a discretised form of the method proposed by Kaynia and Kausel [3].

The corresponding receptance matrix associated to all these points Hc
sg ofM ×M dimensions,

...

...

. ..

(a) (b)

1

2

Ns

. ..

1

2

Ns

Figure 3: Traction segment discretised into Ns points for a: a) barrel type traction element. b) disk type traction

element.

beingM = (N + 1)Ns, can be condensed into Hc
s by the expression:

Hc
s = WdH

c
sgWf (9)

where Wd is the matrix which condense all Ns displacement values of each segment into a

corresponding equivalent displacement. The matrix Wf applies the same concept for the case

of the interaction forces. In both cases, this research is developed assuming a uniform distri-

bution. Similarly, when an external force is applied in the soil, this procedure can be extended

to compute the soil receptance matrix Hcf
s . Finally, The Green’s functions of the soil required

to construct Hc
sg and the remaining soil receptances are computed using the ElastoDynamics

Toolbox for MATLAB [12], which uses the direct stiffness matrix method to deal with wave

propagation problems in horizontally layered media.

2.4 Pile receptance matrices

The receptance matrices related to the pile can be found assuming that the pile can be mod-

elled as a simple rod structural member. Thus, the differential equation for the axial vibration

of the pile in the time domain is described as

mp
∂2uz
∂t2

− EpAp
∂2uz
∂z2

= 0. (10)

In Eq. (10), the mass per unit of length is defined by mp, while Ap and Ep are the cross-

section area and the elastic modulus of the pile, respectively. Therefore, if an external force Fz

is applied at the pile in some position z1 of its shaft, the solution of Eq. (10) in the frequency

domain for free-free rod is given by

Uz(z)

Fz

= −cos(αz)[cos(αz1) + sin(αz1) tan(αL)]

EpApα tan(αL)
0 ≤ z ≤ z1, (11a)

Uz(z)

Fz

= −cos(αz1) cos(αz)

EpApα tan(αL)
− cos(αz1) sin(αz)

EpApα
z1 ≤ z ≤ L, , (11b)
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α =
mpω

2

ApEp

, (12)

in where L is the total length of the pile and ω is the circular frequency in which the dynamic

analysis is performed.

3 COMPARISON OF THE MODEL

In this section, the accuracy of the new semi-analytical approach is analysed in order to

demonstrate its applicability in different pile problems. The methods presented for the compar-

ison are the new semi-analytical approach, the extended Novak approach [10] proposed by Kuo

[7, 8] and an axisymmetric FEM-based approach with perfect matched layers (aFEM-PML).

The aFEM-PML is based on an axissymmetric version of the method presented by [9] con-

sidering eight-noded square elements of 25 cm of side. In the extended Novak approach, the

approximate far-field response using the Novak approach is obtained by the assumption that

only cylindrical SV-waves can spread from the pile through the soil and just in radial direction

[7, 8]. The parameters used to compute the results are as following: the pile has a length of

L = 20 m and radius rp = 0.354 m and it is made of concrete with density ρp = 2800 kg/m3,

Young’s modulusEp = 40 GPa, Poisson’s ratio νp = 0.3 and hysteretic damping ratio β = 0.01;

while the soil is modelled as a homogeneous half-space elastic medium with density ρs = 2250
kg/m3, shear modulus Gs = 90 MPa, Poisson’s ratio νs = 0.4 and hysteretic damping ratios

for S- and P-waves equals to Ds = 0.03, Dp = 0.03, respectively. Furthermore, the range of

frequency considered to perform the comparison is from 1 Hz to 80 Hz.

Plots in Fig. 4 show the driving-point response of the pile head. These responses are com-

puted using different values of N and Ns and the results are compared with the outcomes from

the Novak method. In this figure, a poor agreement in the response is observed when the pile

has N = 5 coupling points, as shown in Fig. 4a, where the difference between the two methods

rise until 11 dB over the frequency range of 80 Hz. Likewise, if the the number of coupling

points is increased to N = 10 or N = 15 (see Fig. 4b and Fig. 4c) the response of the system

presents a good agreement respect to results obtained by the Novak method (less of 2dB of

variation) furthermore, the response computed by the current approach shows a smooth curve

for the whole range of frequency. Finally, high accuracy is achieved (0.6 dB of variation) when

the new semi-analytical method is applied with N = 25 coupling points, see Fig. 4d. This can

be also seen in Fig. 5a, where the results obtained with the aFEM-PML method are also added

in the comparison.

In Fig. 5, the new method is compared with the Novak and the aFEM-PML methods in terms

of the response at the soil due to the action of a vertical harmonic force at the pile head. The

response in the soil has been computed at the ground surface and at distances of 5 m, 10 m and

20 m from the pile shaft. For this comparison, the new method is applied assuming N = 25
and Ns = 4. It is observed that the Novak method shows large discrepancies with respect to

the aFEM-PML model, mostly at large distances from the pile. That is due to the assumption

adopted by Novak in his model and the consequent inaccuracy of the wave-spreading equations

[7] in where the wave propagation in the soil due to the axial pile action is assumed to be based

only on SV-waves. By other hand, the new semi-analytical model shows less than 2 dB, 1.5 dB

and 1 dB of variations in comparison with the aFEM-PML method when the evaluation point

and the pile shaft are at a distance of 5 m, 10 m, and 20 m, respectively. This shows that the

agreement in the results for axial vibrations is good in the whole frequency range of interest.
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Figure 4: Driving-point response in dB (with a reference of 1 m/N). Cases: N = 5 (a), N = 10 (b), N = 15 (c)

and N = 25 (d) coupling points.

Figure 5: Displacement response in dB (with a reference of 1 m/N) due to an external force applied at the pile

head considering with N = 25 and Ns = 4 for the semi-analytical approach. Cases: Driving-point response (a);

response at 5 m (b); response at 10 m (c); and response at 20 m (d).
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4 CONCLUSIONS

In this paper, a new semi-analytical modelling approach for the dynamic response of a sin-

gle pile embedded in a half-space is presented. This new semi-analytical model captures the

driving-point response of the pile reasonably well, with some differences at high frequencies

(less than 1.5 dB) when the results obtained are compared against the Novak’s method [10].

That agreement is obtained when the number of coupling points is equal to 25 and when the

number of points used to discretise the traction distribution of each segment is eight. If the

number of coupling points is less than 25, the differences in the dynamic response are high for

the whole range of frequency.

When the response of the soil due to a force in the pile is required, the results obtained with

the new approach present a good agreement in comparison with the aFEM-PML model. The

aFEM-PML is an accurate numerical model that requires considerable computational costs,

while the new approach is able to reach similar levels of accuracy using quite less resources

and time, due to its semi-analytical nature. Novak method, in contrast, is showing a poor

agreement with respect to the aFEM-PML method, an expected result due to simplifications on

soil modelling inherent to the Novak’s method. It can be concluded, then, that the new proposed

semi-analytical method can provide accurate results on the soil response, being this feature of

the method a significant benefit with respect to Novak’s method.

ACKNOWLEDGEMENTS

This research has been carried out with the financial support of three research projects:

• Project VIBWAY: Fast computational tool for railway-induced vibrations and re-radiated

noise assessment, with reference RTI2018-096819-B-I00, supported by the Ministerio de

Ciencia e Innovación, Retos de Investigación 2018.

• Project NVTRail: Noise and Vibrations induced by railway traffic in tunnels: an inte-

grated approach, funded by FEDER funds through COMPETE2020 (Programa Opera-

cional Competitividade e Internacionalizacão (POCI)) and by national funds (PIDDAC)

through FCT/MCTES, with grant reference POCI-01-0145-FEDER-029577.

• Project POCI-01-0145-FEDER-029634 funded by FEDER funds through COMPETE2020

Programa Operacional Competitividade e Internacionalizao (POCI) and by national funds

(PIDDAC) through FCT/MCTES.

• The author would like to thank PRONABEC (www.pronabec.gob.pe) for the finan-

cial support given through the scholarship: “Beca Presidente de la Repblica”

2815



Kenny F. Conto, Robert Arcos, Cecı́lia Parente, Pedro Alves Costa and Jordi Romeu

REFERENCES

[1] A. J. Deeks and M. F. Randolph. Axisymmetric time-domain transmittings boundaries.

Journal of Engineering Mechanics, 120(1):25–42, 1994.

[2] J. A. Forrest and H. E. M. Hunt. A three-dimensional tunnel model for calculation of

train-induced ground vibration. Journal of Sound and Vibration, 294(4-5):678–705, jul

2006.

[3] A. M. Kaynia and E. Kausel. Dynamics of piles and pile groups in layered soil media.

Soil Dynamics and Earthquake Engineering, 10(8):386–401, 1991.

[4] R. Kuhlemeyer. Static and dynamic laterally loaded floating piles. Journal of the Geotech-
nical Engineering Division, Proceedings of the American Society of Civil Engineers,

105(GT2):289–304, 1979.

[5] R. Kuhlemeyer. Vertical vibration of piles. Journal of the Geotechnical Engineering
Division, Proceedings of the American Society of Civil Engineers, 105(GT2):273–287,

1979.

[6] K. Kuo and H. Hunt. Dynamic models of piled foundations. Applied Mechanics Reviews,

65(May 2013):9, 2013.

[7] K. A. Kuo. Vibration from underground railways: considering piled foundations and twin
tunnels. PhD thesis, University of Cambridge, 2010.

[8] K. A. Kuo and H. E. M. Hunt. An efficient model for the dynamic behaviour of a single

pile in viscoelastic soil. Journal of Sound and Vibration, 332(10):2549–2561, may 2013.

[9] P. Lopes, P. A. Costa, M. Ferraz, R. Calçada, and A. S. Cardoso. Numerical modeling of
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 The seismic response of buildings is generally obtained by modeling structures as 
isolated from surroundings. However, the structural vibration contributes through the soil to 
the excitation of adjacent structures and vise-versa. In this research, the structure-soil-
structure interaction (SSSI) is studied questioning the influence of an adjacent construction, 
whose interference passes through the soil. Beneficial and detrimental cases are distinguished. 

The one-directional three-component wave propagation in a T-shaped soil profile (1DT-3C) 
is adopted as modeling technique to explore the effects of coupling seismic site effects, due to 
the local soil stratigraphy, with the SSSI, taking into account the foundation deformability and 
rocking. A three-dimensional model of each structure is adopted to estimate the seismic 
response taking into account the different mode shapes. This approach allows an easy analysis 
of SSSI to inspire the design of seismic risk mitigation tools and urban organization. 

The seismic response of a reinforced concrete framed structure is numerically simulated by 
accounting for the effect of an adjacent structure in the linear elastic regime, in both cases of 
seismic loading exciting the target structure or the adjacent structure. The target to adjacent 
structure fundamental frequency ratio, is adopted as a key parameter influencing the SSSI 
phenomenon. In some cases, the effect of the adjacent structure resonance is more detrimental 
to the target structure than its own resonance as a single building. In other cases, a beneficial 
effect is obtained by the presence of the adjacent structure. The obtained results can be extended 
to understand the effect of an adjacent vibration control device.  
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3.1 Soil profiles 
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3.3 Synthetic narrow-band seismic loading 
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COUPLED ITM-FEM APPROACH FOR THE ASSESSMENT OF THE
MITIGATION EFFICIENCY OF FINITE AND INFINITE OPEN

TRENCHES AND INFILLED BARRIERS
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Abstract. In order to determine the wave propagation in unbounded media considering the
interaction of structures with the soil and thus also their influence on the resulting wave field,
an appropriate model is necessary. A efficient approach to account for the infinite extension of
the soil by the analytical solutions of the Integral Transform Method (ITM) and for the irregular
geometries of the structures by the Finite Element Method (FEM) is presented. The coupled
ITM-FEM approach is applied for the assessment of the mitigation efficiency of infinite open
or infilled trenches using a computationally profitable 2.5D approach. For spatially limited
trenches a complete three dimensional model is used. Amplitude reduction factor and insertion
loss are calculated for different combinations of soil and barrier material. The accuracy of the
method is shown by comparison to analytical solutions and literature results.
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1 INTRODUCTION

In the modern urban environment, vibrations are caused by a variety of sources such as rail

and road traffic, industrial- or construction machinery. These vibrations are transmitted into the

soil causing disturbances in adjacent structures and annoyance of nearby residents. In order to

attenuate the disrupting effects, mitigation measures can be installed at the source or the receiv-

ing structure. However, as a big part of the vibratory energy is transported by Rayleigh waves

propagating in an area close to the ground surface, introducing suitable wave barriers in the

transmission path leads to an appropriate reduction in the amplitude of the elastic waves on the

side of the barrier averted from the source. Usually both, open and soft or stiff infilled trenches

act as vibration isolating screens by reflecting and diffracting the incident waves.

A comprehensive amount of studies on the mitigation efficiency of open and infilled trenches

can be found in literature. First field tests on the screening effect of rectangular open and ben-

tonite filled trenches were conducted by Dolling [1]. Further measurements were performed by

Woods [2], who clearly distinguished between active isolation, installing the open trench in the

near field very close to the source, and passive isolation placing the trench in the far field, where

the Rayleigh wave dominates the wave field. Numerical studies investigating the amplitude re-

duction of Rayleigh waves by open or concrete filled trenches using the Finite Element Method

(FEM) in the frequency domain were presented by Segol et al. [3] and Haupt [4]. Later, the

Boundary Element Method (BEM) was employed by Emad and Manolis [5] as well as Beskos

et al. [6], Dasgupta et al. [7], Leung et al. [8], who used it to investigate the efficiency of open

and infilled trenches due to harmonic sources. Ahmad and Al-Hussaini [9] performed an exten-

sive parametric study on the effects of the dimensions and the filling material of trenches and

barriers situated in a homogeneous as well as a layered soil. To be able to include more com-

plex barrier and source compositions, still satisfying the radiation condition for infinite media,

different FEM-BEM formulations were developed and used to predict the reduction of ground

vibrations by wave barriers due to moving loads [10, 11, 12]. Mitigation measures aiming on the

reduction of railway induced vibrations can be assumed to be longitudinally invariant. Coulier

et al. [13] and François et al. [14] used a coupled 2.5D FEM-BEM approached based on [15] to

investigate the effect of soft and stiff wave barriers, open trenches and subgrade stiffening next

to the track.

In this paper an efficient domain decomposition method to model the three dimensional Soil-

Structure-Interaction (SSI) is presented using a coupled Integral Transform Method (ITM) -

Finite Element Method approach. The infinite soil is described by the analytical solutions of

the ITM avoiding any non-physical reflections at artificial boundaries, whereas the FEM is used

to model structures of more complex geometry and material distribution. Fully or partially em-

bedded cylindrical or spherical cavities can be modeled, thus enabling the coupling of finite or

longitudinally invariant structures within a matching FEM subsystem.

The outline of the paper is as follows. In section 2 firstly the fundamental solutions are in-

troduced and superposed in order to obtain the stiffness matrix of the ITM subsystems in the

respective reference system. Subsequently the dynamic stiffness of the FEM subsystems is pre-

sented, followed by the coupling of the substructures. A validation of the proposed method is

shown in section 3 by comparison with the analytical solution of the homogeneous halfspace.

In section 4, a 2.5D ITM-FEM approach is used to model infinite open trenches and infilled

barriers. First, the results for a concrete filled trench and subgrade stiffening next to the track

are checked against literature results. Second a comparison of the mitigation efficiency of very
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soft or stiff barriers and an open trench is presented. Furthermore a 3D ITM-FEM model is

used to investigate the screening efficiency of a spatially limited open trench for different load

positions and frequencies. Finally the results for the length invariant open trench are directly

opposed to those for the finite open trench.

2 ITM-FEM FORMULATION FOR ELASTODYNAMICS

2.1 Fundamental solutions

The dynamic behavior of an linear elastic, homogeneous and isotropic continuum can be

described by the Lamé differential equation, which consists of three coupled partial differential

equations

μui|jj + (λ+ μ) uj|ij − ρüi = 0 (1)

with the displacement field ui, the Lamé constants μ and λ and the density ρ. Using a Helmholtz

decomposition ui = Φ|i + Ψl|k εikl and thereby expressing the displacement field by the sum of

the gradient of a scalar field Φ and the rotation of a vector field Ψ, the system of equations turns

into three decoupled wave equations in dependency of the wave velocities of the compressional

cp and the shear wave cs (setting Ψz = 0 cp. [16]).

Φ|jj −
1

c2p
Φ̈ = 0 Ψi|jj −

1

c2s
Ψ̈ = 0 (2)

The fundamental solutions for the systems halfspace, fullspace with cylindrical cavity and

fullspace with spherical cavity are derived from (2) transforming the equations into the ap-

propriate basis and then applying the respective local and non-local boundary conditions.

The system halfspace is solved in Cartesian coordinates (x, y, z) by using a threefold Fourier

transform into the wavenumber-frequency domain (kx, ky, z, ω). Thus the coupled partial dif-

ferential equations can be transformed into three decoupled ordinary differential equations that

can be solved analytically with an exponential approach [17]:

Φ̂ = A1 e
λ1z + A2 e

−λ1z (3)

Ψ̂α = Bα1 e
λ2z + Bα2 e

−λ2z (4)

with α = x, y, λ1 =
√
kx

2 + ky
2 − k2p , λ2 =

√
kx

2 + ky
2 − k2s and kp =

ω
cp

, ks =
ω
cs

.

The system fullspace with cylindrical cavity is solved in cylindrical coordinates (x, r, ϕ)

under application of a Fourier transform with respect to x � �kx and t � �ω as well as per-

forming a Fourier Series expansion along the circumferential direction ϕ→ n. Furthermore the

vector field Ψ = Ψg1 + χ|jεij1gi is expressed by two independent scalar fields. The respective

system of equations is solved with Hankel functions of first and second kind [18]:

Φ̂ (kx, r, n, ω) = C1n H
(1)
n (k1r) + C4n H

(2)
n (k1r) (5)

ψ̂ (kx, r, n, ω) = C2n H
(1)
n (k2r) + C5n H

(2)
n (k2r) (6)

χ̂ (kx, r, n, ω) = C3n H
(1)
n (k2r) + C6n H

(2)
n (k2r) (7)

with k1
2 = kp

2 − kx2 respectively k2
2 = ks

2 − kx2.
The system fullspace with spherical cavity is solved in spherical coordinates (r, ϕ, ϑ). All

quantities on the spherical boundary are transformed into series of spherical harmonics (ϕ, ϑ →
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m, l) and a Fourier transform into the frequency domain is carried out. Thus the wave equations

are solved in the (r,m, l, ω) domain by spherical Hankel functions of first and second kind [19]:

Φ̂ (r,m, l, ω) = C1lm h
(1)
m (|kp|r) + C4lm h

(2)
m (|kp|r) (8)

ψ̂ (r,m, l, ω) = C2lm h
(1)
m (|ks|r) + C5lm h

(2)
m (|ks|r) (9)

χ̂ (r,m, l, ω) = C3lm h
(1)
m (|ks|r) + C6lm h

(2)
m (|ks|r) (10)

For all three systems local stress boundary conditions are applied respectively on the halfs-

pace surface Λ, the cylindrical cavity surface Γc or the spherical cavity surface Γs. Additionally

employing the Sommerfeld radiation condition [20] the vector of unknown coefficients Ci can

be determined for each system separately and the stresses and displacements due to unit load

states at the surfaces can be calculated by σ̂i = K̂iCi and ûi = ĤiCi, where i = hs, c, s stands

for the different fundamental systems and K̂i, Ĥi are the matrices including the fundamental

solutions, kinematic and material relations linking the unknowns with the stresses and the dis-

placements. A detailed derivation of the solutions of the fundamental systems as well as the

matrices for the calculation of the σ̂i and ûi can be found in [21, 22] and [23].

2.2 Superposition of fundamental systems

The superposition of two of the fundamental systems each is now used to satisfy the bound-

ary conditions of the complete system at both surfaces. Therefore the halfspace is superposed

with the fullspace with cylindrical cavity resulting in a halfspace with cylindrical cavity. Fur-

thermore the halfspace is superposed with the fullspace with spherical cavity to obtain the sys-

tem of a halfspace with spherical cavity. For this reason fictitious surfaces δΛ resp. δΓj (with

j = c, s for the cylinder resp. the sphere) are introduced into the fundamental systems allowing

a superposition at the common surfaces as depicted in Figure 1. Thus, loading the halfspace

with unit stress states σ̂Λ at Λ for each wavenumber combination (kx, ky), the stresses σ̂
(Λ)
δΓj

at

the fictitious surface δΓj can be determined. The other way round, the stresses σ̂
(Γj)
δΛ at δΛ due

to unit stress states σ̂Γj
at Γj for each of the respective series members (n resp. m, l) can be

calculated. The sum of the stresses at Λ and Γj has then to be equal to the external loads p̂Λ and

p̂Γj
acting on the complete system. Thus the scaling factors CITM for the unit stresses and the

σ̂
(Γj)
δΛ

σ̂Γj

σ̂Λ

σ̂
(Λ)
δΓj

δΛΛ

δΓj Γj

Λ

Γj

=+

p̂Λ

p̂Γj

Figure 1: Fictitious surfaces and stresses at the surfaces due to unit stress states.

stresses at the fictitious boundaries, gathered in ŜITM, can be determined in dependency of the

total external load P̂ITM on Λ and Γj as:

CITM = Ŝ−1
ITM P̂ITM (11)
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Subsequently, also the resulting displacements ûITM at Λ and Γj can be calculated from the

displacements due the unit stresses, gathered in V̂ITM, scaled with the amplitudes CITM:

ûITM = V̂ITM CITM (12)

Combining equations (11) and (12) the stiffness matrix K̂ITM = ŜITMV̂−1
ITM of the ITM sub-

system for a halfspace with cylindrical or spherical cavity is obtained giving a direct relation

between the displacements and the external loads:[
K̂ΛΛITM

K̂ΛΓj ITM

K̂ΓjΛITM
K̂ΓjΓj ITM

]
︸ ︷︷ ︸

K̂ITM

(
ûΛITM

ûΓj ITM

)
︸ ︷︷ ︸

ûITM

=

(
P̂ΛITM

P̂Γj ITM

)
︸ ︷︷ ︸

P̂ITM

(13)

The systems halfspace with cylindrical or spherical indentation can be derived analogously by

shifting the cavity to the halfspace surface. Further details can be found in [24].

2.3 Finite Element Implementation

The FEM structures that shall be coupled to the previously introduced ITM subsystems need

to match with the shape of the respective cavity surface Γj . Therefore the dynamic stiffness

matrix of a FEM mesh with a cylindrical and a spherical outer boundary have to be computed.

Applying the 2.5D approach, the stiffness of the halfspace with cylindrical cavity was calculated

in the (kx, ω) domain. This allows to represent the 3D response on a two dimensional mesh.

Thus quadrilateral finite elements with linear shape functions are used to discretize the cross

section of the FEM substructure. However, the FEM formulation has to be adopted to the

wavenumber frequency domain as presented in [18]. To enable a direct stiffness coupling with

the ITM later on, the nodes need to be equally distributed along the cylindrical boundary.

For the spherical FEM structure usual three dimensional, eight node solid elements can be used

and the dynamic stiffness matrix is computed in Cartesian coordinates and in the frequency

domain as well (x, y, z, ω). The FEM nodes on the spherical boundary must be situated on the

intersections of latitudes and longitudes to be able to transform the FEM stiffness matrix into

the basis of the ITM subsystem for the coupling. Thereby the z-coordinates of the latitudes are

chosen as the Gauß points along the diameter and the longitudes are equally distributed along

the circumference [22].[
K̄ΓjΓjFE

K̄ΓjΩFE

K̄ΩΓjFE
K̄ΩΩFE

](
ūΓj FE

ūΩFE

)
=

(
P̄Γj FE

P̄ΩFE

)
(14)

2.4 Coupling of Substructures

The coupling of the ITM and the FEM substructure is carried out at the cylindrical respec-

tively the spherical boundary of the substructures. On the coupling surface the continuity of dis-

placements as well as the equilibrium of forces are used as transition conditions. As reference

system for both cases the basis of the ITM subsystem is chosen. Therefore the dynamic stiffness

matrix of the cylindrical FEM subsystem on Γc needs to be transformed into the (kx, r, n, ω)
domain by applying a twofold Fourier transform as well as a Fourier series expansion along

the circumference. The spherical FEM structure is transformed into the (r,m, l, ω) domain by

transforming the dynamic stiffness on Γs into spherical coordinates, conducting a Fourier trans-

form into the frequency domain and developing it into series of spherical harmonics. The FEM
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formulation inside the structure Ω is kept in the (x, y, z, ω) domain.⎡⎢⎢⎣
K̂ΛΛITM

K̂ΛΓjITM
0

K̂ΓsΛITM
K̂ΓjΓjITM

+ K̂ΓjΓjFE
K̄ΓjΩFE

0 K̂ΩΓjFE
K̄ΩΩFE

⎤⎥⎥⎦
⎛⎜⎝ ûΛITM

ûΓj

ūΩFE

⎞⎟⎠ =

⎛⎜⎝ P̂ΛITM

P̂Γj

P̄ΩFE

⎞⎟⎠ (15)

3 VALIDATION

The systems halfspace with partly embedded cylindrical or spherical cavity are verified in

this section by a comparison with the analytical solution of a homogeneous halfspace. Therefore

in the coupled ITM-FEM system the cavity is homogeneously filled with finite elements. Same

material parameters are chosen for the FEM substructure and the surrounding soil modeled by

the ITM. The system is excited by a vertical harmonic load with f = 12 Hz at the halfspace

surface P̂Λ with block size 2x2 m and amplitude P0 = 1 N
m2 at yload = −10 m outside of the

FEM inclusion with radius R = 4 m. (Figure 2). The soil material parameters are chosen as

Soil A given in Table 2.

y

z

R
P̂ΛΛ

Γj Ω

(a)

y
z

P̂ΛΛ

(b)

Figure 2: Setup for comparison of coupled ITM-FEM system (a) with analytical solution for homogeneous halfs-

pace (b).

The results for the absolute value of the vertical displacement on the halfspace surface are

presented normalized with the load resultant in Figure 3. A very good agreement of the coupled

ITM-FEM approach with the benchmark solution can be stated for both, the 2.5D and the 3D

model.

(a) (b)

Figure 3: Comparison of |uz(x = 0, y, z = 0, ω)| between analytical solution for homogeneous halfspace and (a)

halfspace with cylindrical FEM inclusion (2.5D), (b) halfspace with spherical FEM inclusion (3D).
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4 NUMERICAL RESULTS

4.1 Infinite open trenches and infilled barriers (2.5D)

In this section numerical results for length invariant open trenches and infilled barriers are

presented applying the proposed 2.5D ITM-FEM approach for a halfspace with cylindrically

shaped FE substructure. Firstly the results gained with the proposed methodology for a con-

crete filled trench are compared with those available in published literature. Second the effect

of subgrade stiffening as wave impeding barrier is shown followed by a comparison of the

mitigation efficiency and the mechanism of action of open trenches and soft or stiff barriers.

Concrete filled trench

In this example the Rayleigh wave diffraction by a rectangular trench, infilled with concrete,

in the transmission path, as depicted in Figure 4a, is investigated with the ITM-FEM approach.

The results are compared with those obtained by Haupt [4] with the FEM, and Beskos et al. [6]

with a constant element based BEM implementation. As the literature results were calculated

for a 2D case, the ITM-FEM solution was also done only for wavenumber kx = 0, which

means constant conditions in longitudinal direction x. A vertical harmonic load with amplitude

P0 = 1 N
m2 and a width of by,load = 2 m is applied at a distance of yload = −16m from the

trench with a frequency of f = 30 Hz resulting in a Rayleigh wavelength of λr = 3.18 m. The

width and depth of the barrier were chosen to wtr = 1.25 m and dtr = 3.25 m, prescribed by

the FE discretization. Therefore the normalized dimensions result to Wtr = 0.39, Dtr = 1.02
and Lload = 5.03, which almost coincide with the dimensions used in [4, 6]. The further

discretization and geometry parameters are given in Table 1 as well as the material parameters

of the soil (Soil B) and the concrete filling (Infill A) in Table 2.

Nx = Ny Bx = By Nϕ R dx = dy = dx,FE dy,FE
Concrete filled trench 29 128 128 8 0.25 0.125
Subgrade stiffening 29 128 96 8 0.25 0.333
Comp. soft-stiff-open 28 64 192 8 0.25 0.166

Table 1: Discretization and geometry parameter for coupled ITM-FEM approach.

E
[

N
m2

]
ν [−] ρ [ kg

m3 ] ζ [−] cp [
m
s
] cs [

m
s
] cr [

m
s
]

Soil A 26.00 · 106 0.30 2000 0.05 132.5 70.8 65.7
Soil B 46.12 · 106 0.25 1720 0.03 179.5 103.6 95.3
Soil C 21.60 · 107 0.33 2000 0.05 400.5 201.7 188.0
Infill A 15.81 · 108 0.25 2356 0.05 914.6 528.1 485.8
Infill B 15.12 · 108 0.248 2000 0.025 950.7 550.3 506.1
Infill C 30.00 · 109 0.2 2600 0.01 3580.5 2192.6 1998.9
Infill D 25.00 · 104 0.4 700 0.05 27.6 11.3 10.6

Table 2: Material parameters of different soils and infill materials

In Figure 4b the amplitude reduction factor Ar for the absolute value of the vertical displace-

ment |uz(x = 0, y, z = 0, ω)| at the halfspace surface is shown at x = 0 over the dimensionless

distance y/λr. Ar is defined as the amplitude in presence of the trench |uz,tr| divided by the

amplitude in absence of the trench |uz,ref |. Thus values of Ar smaller than one mean a reduction

of the vibration amplitudes of (1.0−Ar) · 100 percent. Significant amplifications are observed
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in front of the trench caused by the constructive or destructive interference of the incident and

reflected Rayleigh waves due to their phase difference [9], which is indicated by the peak dis-

tances being very close to λr/2. On the load remote site, a substantial amplitude reduction due

to the concrete barrier of 50 − 70% is achieved. A very good agreement between the literature

results and the ITM-FEM approach can be stated.

P̂Λ

Lload = yload
λr

Dtr =
dtr
λr

Wtr =
wtr

λr

y

z

(a) (b)

Figure 4: (a) ITM-FEM model for concrete filled trench in transmission path. (b) Comparison of ITM-FEM

results for amplitude reduction factor Ar of the vertical displacement |uz| with BEM solution of Beskos et al. [6]

and FEM solution of Haupt [4].

Subgrade stiffening as wave impeding barrier

In this section the 2.5D ITM-FEM approach is used to investigate the efficiency of subgrade

stiffening as mitigation measure in the transmission path. The setup depicted in Figure 5a is

adopted from Coulier et al. [13], who used a 2.5D FEM-BEM methodology to analyze sub-

grade stiffening next to the track for the mitigation of railway induced vibrations. A block of

stiffened soil (Infill B) with a width and depth of wtr = dtr = 2 m located within a homoge-

neous halfspace (Soil C) is investigated. The discretization parameters are given in Table 1. The

material parameters for the surrounding and the stiffened soil, leading to the same wave veloci-

ties as in [13], are presented in Table 2. A quadratic, harmonic block load with P0 = 1 N
m2 and

a width of bx,load = by,load = 1 m is applied at a distance of yload = −6m from the barrier. The

absolute value of vertical displacements and the insertion loss ĪLz over the total surface were

evaluated for the reference case |uz,ref | without subgrade stiffening and the situation in presence

of the stiffened block |uz,tr|. Therefore positive values of the insertion loss

ĪLz(x, y, z = 0, ω) = 20 log10
|uz,ref |
|uz,tr|

[dB] (16)

indicate a reduction compared to the reference case without mitigation measure.

Coulier et al. [13] showed by an investigation of the insertion loss in the wavenumber-

frequency domain, that the block of stiffened soil can act as a wave impeding barrier. Con-

sidering the stiffened block as infinitely long Timoschenko beam, it was demonstrated that the

wave impeding effect depends strongly on the relation of the projection of the Rayleigh wave

length in the soil in longitudinal direction λx and the free bending wave length in the beam λb.
The transmission of plane waves in the soil with λx < λb is impeded, as the response of the
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beam is then dominated by its bending stiffness and the amplitude decreases proportionally to

k−4
y for a given frequency.

y

x

Bx

By

by,load

bx,load

wtr

yload

θ

k̄x

k̄y

k̄r

(a)

k̄x

f

k̄x = k̄b

k̄x = k̄r

fc

high ĪLz

low ĪLz

(b)

Figure 5: (a) Topview of setup for comparison of coupled ITM-FEM system with 2.5D FEM-BEM model of

Coulier et al. [13]. (b) Schematic sketch of the dispersion curves of the free bending wave in a Timoschenko beam

and the Rayleigh wave in a homogeneous halfspace.

Figure 5b shows a schematic sketch of the insertion loss ĪLz(k̄x, y, z = 0, ω) over the di-

mensionless wavenumber k̄x = kxcs/ω and the frequency f as presented in [13]. A high inser-

tion loss is obtained for wavenumbers k̄x smaller than the dimensionless Rayleigh wavenum-

ber k̄x = k̄r = cs/cr and bigger than the free bending wavenumber k̄b. The contribution of

wavenumbers k̄x > k̄r to the total response and especially the response in lateral direction is

quite limited. This is due to the fact, that the value of the transfer function of a homogeneous

halfspace in the wavenumber frequency domain for wavenumbers k2x + k
2
y > k

2
r is quickly de-

creasing with increasing wavenumbers and thus, as the propagation direction in the x− y plane

is given by θ = tan−1(k̄x/k̄y), for k̄x > k̄r the waves traveling in y-direction have only compar-

atively small amplitudes. The propagation direction of the Rayleigh wave, which makes up the

largest part of the overall response results as θr = sin−1(k̄x/k̄r). For wavenumbers k̄x < k̄b fol-

lows λx > λr and thus the Rayleigh wave is able to propagate through the stiffened block with

low transmission loss, whereas for k̄x > k̄b the waves are impeded by the barrier because λx
gets smaller than λb. Therefore a critical frequency fc, when the mitigation measure becomes

effective, can be determined by the intersection of the Rayleigh wave and the free bending wave

dispersion curves [13]:

fc =
c2r
2π

√
ρA

EI

√
Eμκ

(E − ρc2r)(μκ− ρc2r)
(17)

where E is the Young’s modulus, μ the shear modulus, ρ the density, A the cross sectional area

and I the moment of inertia of the beam. κ is the shear coefficient and can be set to κ = 5/6 for

rectangular cross sections. cr is the Rayleigh wave velocity in the soil. This critical frequency

strongly depends on the stiffness contrast between the soil and the block of stiffened soil. Thus

subgrade stiffening is more effective in soft soils. For the given material parameters the critical

frequency results to fc = 12.37 Hz.

2835



Julian Freisinger, Gerhard Müller

The propagation direction of the Rayleigh waves is given by θr. Beyond a critical angle of

θc = sin−1(k̄b/k̄r) and assuming ω > ωc, the wavenumbers k̄x are bigger than k̄b and thus

λx < λb holds. Therefore the impinging plane waves with θ > θc are impeded by the barrier.

The critical angle in dependency of the frequency is given by [13] as:

θc(f) = arcsin

⎛⎜⎝cr
√√√√ρ (

E + μκ±
√
(E − μκ)2 + 4E(μκ)2A

ρI(ω/2π)2

)
(2Eμκ)−1

⎞⎟⎠ (18)

Figure 6a and 6c show the real part of the vertical displacement uz(x, y, z = 0, ω) due to a

harmonic load with f = 5 Hz < fc for the reference case and the case when subgrade stiffening

was applied. The Rayleigh wave length λr is much larger than the depth of the barrier and

thus a significant part of the Rayleigh wave is able to pass beneath it. For all waves impinging

at the stiffened block, k̄x > k̄b holds and therefore they are not impeded. The wave field in

both cases is very similar and the corresponding insertion loss ĪLz in Figure 6e is almost zero

over the whole surface. The real part of the vertical displacements for a excitation frequency of

f = 30 Hz > fc is shown in Figure 6b and 6d. In the reference case cylindrical wave fronts are

observed, whereas, if subgrade stiffening is applied, the wave field is not cylindrical anymore

due to the interaction of the barrier and the soil. All waves hitting the barrier at an angle greater

than the critical angle θc are impeded, leading to a significant reduction of vibrations in the ar-

eas with θ > θc. Hence, large values of the insertion loss, partly exceeding 10 dB, are observed

there. The critical angle, which results to θc = 43.26◦ at f = 30 Hz, is sketched in Figure 6f.

However, below the critical angle the amplitude reduction is rather small due to the relatively

shallow barrier (only 0.32λr at f = 30 Hz) and the not so pronounced stiffness contrast be-

tween the barrier and the soil. Although lines of increased ĪLz can be observed in this area due

to the partial destructive interference caused by the phase shift of the waves passing below the

barrier and the waves transmitted through the barrier with much higher wave velocity, which

appears mainly for thick barriers of lower depth [25]. For larger depth of the barrier and an

increased stiffness contrast also for angles θ < θc a significant reduction can be achieved, as

more reflections occur at the left face of the barrier and less vibrations are transmitted. Fur-

thermore a smaller part of the Rayleigh wave passes below the barrier. On account of this in

the following section the mitigation efficiency for an open trench, a soft and a stiff barrier are

compared, assuming adequate dimensions and a sufficient stiffness contrast.

Stiff and soft barriers vs. open trench

The vibration screening efficiency of open trenches massively depends on the trench depth.

A satisfactory screening efficiency of Ar < 0.25 can be achieved for depths dtr greater than

about 1.2λr of the soil [2]. Due to stability reasons the construction of ideal open trenches with

vertical sides is limited to shallow depths. For this reason, trenches are often filled with soft

material that must be able to withstand the horizontal soil stresses while still providing adequate

insulation [26]. Open trenches achieve their vibration reduction effect by the reflection of the

incident Rayleigh waves. As no energy can be transferred across the open trench the vibration

reduction usually is higher than for infilled trenches, where a part of the wave energy is trans-

mitted through the barrier. If a very soft infill material is used the behavior of the filled trench

resembles that of open trench [27], which also yields for the mitigation efficiency.

However, the physical mechanism, which is responsible for the vibration reduction changes,

when it comes to stiff barriers. Additionally to the reflected and transmitted Rayleigh waves,
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(a) (b)

(c) (d)

(e) (f)

Figure 6: Real part of the vertical displacement uz(x, y, z = 0, ω) due to harmonic excitation with block load at

y = −6 m in the reference case (a,b) and in the case with subgrade stiffening (c,d) as well as the corresponding

insertion loss ĪLz (e,f). Left column for fc > f = 5 Hz and right column for fc < f = 30 Hz.
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the presence of the barrier gives rise to body (P- and S-) waves, that are also reflected and trans-

mitted [9]. Furthermore body waves radiating downward the barrier occur, acting like a new

wave source at the lower end of the stiff barrier, emitting body waves into the interior of the

halfspace [25]. This transformation of Rayleigh waves into body waves is called mode con-

version. The screening effect of a stiff barrier with adequate depth therefore is partly based on

the reflection of the Rayleigh waves and partly on its transmission into the interior of the half-

space. For fixed dimensions, the decisive parameter for the vibration mitigation efficiency of a

stiff barrier is the stiffness difference between soil and infilled trench rather than the impedance

[13]. The material damping of the infill material has no significant effect on the on the screen-

ing performance [28]. Therefore, very stiff barriers in relatively soft soils have a mitigation

efficiency close to that obtained by an open trench [14].

(a) (b)

Figure 7: (a) Absolute value of vertical displacement |uz(x = 0, y, z = 0, ω)| due to harmonic excitation with

f = 20 Hz by a 1x1 m block load at yload = −4 m for soft barrier, stiff barrier, open trench, homogeneous

halfspace and (b) the corresponding amplitude reduction factor Ar. The gray bar indicates the area enclosed by

the open trench resp. the barrier.

Figure 7a shows the vertical displacement |uz(x = 0, y, z = 0, ω)| for an extremely stiff

(Infill C) and a very soft (Infill D) barrier as well as an open trench and the reference case of a

homogeneous halfspace (Soil A). The material properties of the barriers and the soil are given in

Table 2, the used discretization in Table 1. Again a 1x1 m block load with P0 = 1 N
m2 located at

yload = −4 was chosen. For the excitation frequency of 20 Hz, λr results to 3.3 m and therefore

the normalized dimensions of the trench respectively the barrier account for Dtr = 1.2 and

Wtr = 0.4. The soft barrier and the open trench show large displacement amplitudes at the load

sided edge, whereas in case of the stiff barrier the deformation is almost zero. This also reflects

in the amplitude reduction factor depicted in Figure 7b, exhibiting Ar � 1 for the open trench

and the soft barrier and a very small Ar for the stiff barrier. Behind the trench a significant

reduction of vibrations is observed for all three cases, albeit the open trench performs best over

the largest part of the considered range.

This tendency is also visible in Figures 8(a,c,e), where the amplitude reduction factor Ar over

the surface with dimensions normalized by λr is depicted. In the graphs, the area occupied by

the barrier is marked by the white lines. The open trench shows the greatest reduction effect

over the entire area on the load averted side. Nearly the same pattern of Ar develops on the load

facing side for the open trench and the soft filled barrier, which can be explained by the similar

physical mechanism for the vibration screening, relying almost solely on the reflection of the

impinging Rayleigh waves.
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(a) (b)

(c) (d)

(e) (f)

Figure 8: Left column: Amplitude reduction factor Ar, right column: Resultant of displacements u(x, y, z, ω) =√
u2
x + u2

y + u2
z for (a,b) soft barrier, (c,d) stiff barrier and (e,f) open trench.

However, in case of the stiff barrier, due to the very different ratio of wave velocities in

the soil and the barrier compared to the soft infill material as well as larger amount of mode

conversion, a very different interference pattern of the reflected waves occurs before the bar-
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rier. Moreover, in Figures 8(b,d,f) the pseudo resultant of the displacements u(x, y, z, ω) =√
u2x + u

2
y + u

2
z within the FEM substructure is illustrated for all three cases in a section at

x = 0. In the considered frequency range the wave lengths in the soil are considerably larger

than the barrier width and thus impose their displacements to the barrier quasi statically [14].

It is clearly visible that with the soft filling material, large deformations occur at the edge and

within the barrier, similar to the limit case of the reflection of the incident waves at the free end,

as for an open trench. In contrast the stiff barrier shows no deformation at all and therefore

almost acts as fixed boundary [11].

4.2 Finite open trench (3D)

Unlike the previously presented 2.5D approach, dealing with infinitely long mitigation mea-

sures in longitudinal direction, the 3D approach allows the investigation of spatially limited

open trenches or barriers, closer to practical applications. For the length invariant structures

the energy transmission is restricted over the whole length, whereas in case of finite vibration

shielding measures much more complex wave interference phenomena occur, as additionally to

the lower trench end diffraction effects arise also at side edges [7]. Thus, regions with reduced

or increased vibration amplitudes on the ground surface can clearly be observed as depicted in

Figures 10c and 10d.

For the investigation of the finite open trench, the three dimensional ITM-FEM approach is ap-

plied, whereby the open trench is modeled within the half spherically shaped FEM substructure

as displayed in Figure 9. A radius of R = 6 m was chosen for the sphere and a open trench

with dtr = 3.8 m, wtr = 1.2 m and ltr = 4.8 m included. A total region of Bx = By = 64
m was investigated using Nx = Ny = 27 Fourier series members on the halfspace surface as

well as Nl = 40 longitudes and Nm = 20 latitudes for the discretization of the sphere, leading

to a finite element size of dx,FE = dy,FE = 0.6 m along the surface. The Material properties of

Soil A, given in Table 2, were used for the calculations. In the FEM subsystem solid elements

open trench

z

y

x

Dtr
Ltr

Wtr

Lload

by,load

bx,load

Figure 9: Sketch of the three-dimensional ITM-FEM system for the vibration isolation by an finite open trench.
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with linear shape functions were used, which, in general, are not as accurate as higher order

elements, if it comes to stress concentrations or detailed results for the displacement amplitude

in the near field around the load are of interest. However, for the assessment of the vibration

mitigation efficiency, the response behind the trench is more important than the deformation of

the trench itself or the stress concentrations around it [7]. Therefore satisfactory precision is

reached for the investigated problem, using the ITM-FEM approach.

In the following sections the influence of the trench length and depth as well as the distance of

the load from the trench is investigated and finally compared to results obtained for the infinite

trench.

Variation of the excitation frequency

Figure 10a shows the absolute value of the vertical displacements at x = 0 over the y due to

a harmonic 1.2 x 1.2 m block load located at yload = −3 m with excitation frequencies of 12 Hz

and 22 Hz. The corresponding amplitude reduction factor Ar is depicted in Figure 10b. As the

frequency changes, also the Rayleigh wavelength and therefore the relative dimensions of the

open trench vary. At f = 12 Hz, λr results in 5.5 m and thusDtr = 0.69,Wtr = 0.22 and Ltr =
0.87, whereas for f = 22 Hz the Rayleigh wave length is λr = 2.9 m and thereby Dtr = 1.31,

Wtr = 0.41 and Ltr = 1.65. The amplitude reduction for 12 Hz, depicted in Figure 10e, is rather

limited as a significant part of energy passes below the open trench. With increasing frequency

the penetration depth of the Rayleigh wave reduces and therefore the mitigation efficiency rises,

as can be seen in Figure 10f showingAr for an excitation frequency of 22 Hz. Amplifications of

the displacement amplitudes can be observed in front of the trench and at the sides as well as a

reduction behind the trench. For small ratios ltr/λr amplifications occur also directly behind the

open trench, a phenomenon which was also observed by Woods [2] experimentally. Due to the

small trench length, especially for lower frequencies, the waves travel around the trench thereby

causing this amplifications, as can clearly be seen in Figure 10c. With increasing dimensionless

length and depth the mitigation efficiency rises and thus the shadow zone enlarges and gets

more defined.

Variation of load position

Dolling [1] showed that above a certain trench length the shielding effect no longer changes

significantly and concluded that an radiation angle of 45◦ − 56◦ leads to an effective vibration

reduction. Also Woods [2] found that larger trenches are required at greater distance from the

source to achieve a certain amplitude reduction. Therefore in this section the variation of the

load position with a fixed open trench length, depth and width is investigated as depicted in

Figure 11a. This leads to a variation of the radiation angle

α = tan−1

(
Ltr/2

Lload −Wtr/2

)
(19)

of the waves on the open trench of 45◦ for yload = −3 to 10◦ for yload = −14 and therefore

a different shielding zone and mitigation efficiency. Figure 11b shows the amplitude reduction

factor Ar(x = 0, y, z = 0, ω) for load positions yload = −3, −8, −14 due to an excitation with

f = 22 Hz. With increasing yload the amplitude reduction at some distance behind the trench

decreases substantially, which fits well to Woods’s [2] statement, that the screening efficiency

is larger, if the trench is positioned close to the source.

2841



Julian Freisinger, Gerhard Müller

(a) (b)

(c) (d)

(e) (f)

Figure 10: (a) Absolute value |uz(x = 0, y, z = 0, ω)| and (b) corresponding Ar. (c,e) Real part of the vertical

displacement uz(x, y, z = 0, ω) and Ar of |uz(x, y, z = 0, ω)| for f = 12 Hz and (d,f) for f = 22 Hz.
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(a) (b)

Figure 11: (a) Setup for variation of load position and radiation angle (blue lines). (b) Amplitude reduction factor

Ar of |uz(x = 0, y, z = 0, ω)| for different load positions yload for the finite and the infinite open trench.

This is further confirmed, when the amplitude reduction factors for different load positions

considering the infinitely long trench is opposed to the ones obtained for the finite open trench

as depicted also in Figure 11b as well. The variation of Ar due to different load positions is

very small for the length invariant open trench because the radiation angle is not relevant in this

case, as there is no possibility for the waves to travel around open trench. A more exposed peak

in front of the trench can be observed in the 2.5D case because a bigger part of the incoming

waves is reflected leading to a lower Ar over the whole length behind the trench.

5 CONCLUSIONS

In this paper a coupled Integral Transform Method - Finite Element Method approach for

the Soil Structure Interaction of length invariant (2.5D) and finite (3D) structures has been pre-

sented. Therefore fundamental solutions of the Lamé differential equation were superposed in

order to gain the systems halfspace with partially or fully embedded cylindrical or spherical

cavity. At the cavity boundaries a FEM substructure is coupled to the ITM using a direct stiff-

ness coupling by enforcing the continuity of displacements and the equilibrium of forces. The

proposed methodology was validated by comparison with the analytical solution of a homoge-

neous halfspace for the 2.5D and the 3D approach.

Within the FEM region, structures with more complex geometry and material distribution can

be modeled. This was used to investigate the vibration reduction efficiency of longitudinally

infinite open trenches and barriers with soft or stiff infill material. The normalized depth of the

barrier and the stiffness contrast between infill material and soil are found to be the most impor-

tant parameters for the performance of the screening measure. More shallow barriers with less

pronounced stiffness contrast, as in case of subgrade stiffening, act as wave impeding barrier

up from a critical frequency and provide a significant insertion loss within an area delimited by

a critical angle. For deeper stiff or soft filled barriers with distinct stiffness contrast the perfor-

mance is similar to an open trench.

In case of spatially limited open trenches also the dimensionless length plays an important role.

As diffraction occurs at the sides of the trench additionally to the bottom, more complex wave

interference patterns occur. The radiation angle and therefore the distance of the source from

the trench has fundamental impact on the mitigation efficiency, which is not the case for length

invariant trenches.
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[17] G. Müller, Ein Verfahren zur Erfassung der Fundament-Boden Wechselwirkung unter Einwirkung

periodischer Lasten, Dissertation, Technische Universität München, München, 1989.

[18] M. Hackenberg, M. Dengler, G. Müller, Implementation of the finite element method in the fourier-

transformed domain and coupling with analytical solutions, in: Cunha A., Caetano E., Ribeiro P.,

Müller G (Ed.), Eurodyn.

[19] A. C. Eringen, E. S. Suhubi, Elstodynamics, Vol. II.(Linear Theory), Academic Press: New York,

1975.

[20] A. Sommerfeld, Partial differential equations in physics, volume 1 of /Pure and applied mathemat-
ics, Acad. Pr, New York, 1964.

2844



Julian Freisinger, Gerhard Müller
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Abstract. The construction of apartment and office buildings close to road or rail traffic is
becoming more frequent in urban areas. These sites are however prone to issues of disturbing
vibrations in nearby buildings induced by traffic. In Sweden, designing building foundations
with pre-fabricated end-bearing concrete piles is often a necessary and economical measure
when soil conditions are poor. Although pile groups have been studied extensively in the con-
text of seismic analysis, there are limited experimental results on the response of end-bearing
pile groups due to ground vibration evoked by sources acting on the soil’s surface. This pa-
per presents the design of an experimental case study of an end-bearing pile group, aimed at
validating models for predicting vibration levels in piled buildings. The test site is presented
with results from geotechnical and geophysical site investigations. The experimental setup is
outlined, describing measurements taken at each stage of construction of the pile group. Results
from numerical simulations demonstrate a different behaviour of the pile group in comparison
to an equally large surface foundation.
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1 INTRODUCTION

The densification of the urban environment drives the desire to build on previously unused

land close to railway lines or heavily trafficked major roads. When utilizing land close to traffic

lines for apartment or office buildings, the risk for comfort disturbing vibrations induced by

traffic becomes imminent. Therefore, assessment of expected vibration levels should be carried

out prior to construction. In the Stockholm area, and in many other regions in Sweden, the

railway network is partially constructed in areas with relatively shallow glacial clay deposits

overlaying a high quality bedrock. On such sites, end-bearing pre-fabricated concrete piles are

commonly used when constructing building foundations. Soil-structure interaction of differ-

ent types of pile foundations has been extensively analysed in the literature through numerous

numerical models and experiments. However, the vast majority of experimental studies avail-

able in the literature have mainly been focused on the local behaviour of floating piles and pile

groups. There is limited experimental data presented in the literature on the response of end-

bearing pile groups, and especially considering the response due to distant sources acting on the

ground surface. Moreover, most studies consider only the narrow frequency range of interest in

earthquake engineering, and there are few studies covering the full frequency range 1–80 Hz,

relevant for the analysis of traffic induced vibrations [5].

This paper presents the design of an experimental case study with the purpose of validating

prediction models for the transmission of vibrations through soil to end-bearing pile founda-

tions. The experiment concerns the dynamic response of a 2× 2 pile group with pre-fabricated

end-bearing concrete piles subjected to controlled dynamic excitation in the frequency range

1–80 Hz. The experiment is performed in phases of staged construction at a site with a mini-

mum of outside disturbance, allowing to isolate the influence of the addition of the foundation

to the site. To determine the ability of numerical models to capture the influence of the embed-

ment in the soil on the bending behaviour of the piles, and thereby the kinematic interaction,

measurements are performed at various depths along the center lines of the piles. The objec-

tive of the paper is to document and motivate the design of the proposed experiment. The site

is presented in section 2 with the identified soil properties obtained from site investigations.

Section 3 describes the measurement setup, the geometry of the test foundation and the data

to be acquired. Section 4 presents numerical predictions of the expected response of the pile

foundation. Finally, section 5 concludes the paper.

2 MEASUREMENT SITE

2.1 Location

The measurement site is located in Brottby, about 40 km north of Stockholm, Sweden, at

a remote field that has not been cultivated for more than five years. There is a small private

road adjacent to the site and a single inhabited house close by. Thereby, the experimental

environment is considered to have a high degree of control while maintaining realistic field

conditions. An overview of the site is presented in fig. 1.

2.2 Stratification

An extensive geotechnical site characterization has been performed at the site, consisting of

weight probing, bedrock probing, cone peneration tests (CPT) and laboratory testing of undis-

turbed soil samples. The soil profile at the site consists of a top 1 m thick layer of stiff dry-crust

clay, a 3.5 m body of soft clay and 2 m layer of moraine on top of a stiff bedrock. A summary
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Figure 1: Overview of the experimental site in Brottby outside of Stockholm.

of the clay profile properties obtained from laboratory measurements of the clay is presented

in table 1 and the interpreted soil profile is presented in fig. 2, where the points and depths of

investigation are indicated.

Depth Density Water content PI τcu OCR K0

[m] [kg/m3] [%] [%] [kPa] [-] [-]

1 1880 31.8 - 54.4 5∗ -

2 1570 78.2 34 19.6 2.6 0.86

3 1720 53.6 29 19.2 1.9 0.74

4 1780 47.2 24 23.1 1.9 0.66

∗ Estimated from CPT correlations.

Table 1: Clay soil properties obtained from laboratory measurements.

2.3 Dynamic soil properties

The small strain dynamic properties that characterise the mechanical behaviour of the soil

are the soil density ρ, P- and S-wave velocities Cp and Cs and the corresponding damping ratios

βp and βs. The soil density of the clay is obtained directly from the laboratory measurements,

while the underlying moraine and bedrock densities are assumed using typical values used in

geotechnical design. The P- and S-wave velocities of the soil are estimated from in-situ and lab-

oratory testing. Material damping ratios are assumed equal for P- and S-waves and are estimated

from the geophyscial tests. The oedometer and triaxial aparatuses used in the laboratory testing

were additionally equipped with bender elements (BE), allowing to determine S-wave velocities

of undisturbed soil samples reloaded to their in-situ stress states. The material samples were

taken at point 13 in fig. 2, where the pile group is constructed. In addition to the laboratory

measurements, in-situ testing has been performed by means of two seismic cone penetration

tests (SCPT) carried out at points 13 and 8 in fig. 2, a seismic refraction test and spectral anal-

ysis of surface waves (SASW) based on the vertical acceleration responses of the soil along a

line between points 9 and 12 in fig. 2. The seismic refraction test yields estimates of P-wave

velocities while the SCPT and SASW tests yield S-wave velocities. However, P-wave velocities
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Figure 2: Geotechnical investigation points (numbered) in topview (down-right corner) and sec-

tions with shading indicating the interpreted stratification at the site with moraine (bottom), clay

(mid-layer) and dry-crust and topsoil (top-layer). The position of the pile group and excitation

points on the soil surface are indicated in relation to the investigation points.

are assumed uniform below 1 m depth, due to the full saturation of the clay. A summary of the

estimated small-strain dynamic properties of the profile based on the aforementioned tests is

presented in table 2.

Depth Layer thickness ρ Cp Cs βp βs

[m] [m] [kg/m3] [m/s] [m/s] [-] [-]

0.66 0.66 1880 129 66 0.05 0.05

1.08 0.42 1880 420 139 0.02 0.02

1.73 0.65 1720 1450 103 0.02 0.02

4.23 2.5 1780 1450 84 0.02 0.02

6.23 2 2300 1450 600 0.02 0.02

∞ ∞ 2700 3500 2500 0.02 0.02

Table 2: Estimated dynamic soil properties at the test site in Brottby.

3 EXPERIMENTAL SETUP

The investigation concerns a 2×2 pile group constructed of prefabricated concrete piles with

a square 235×235 mm cross section, illustrated in fig. 3. The pile cap is cast so that it is slightly

elevated from the ground. Thereby, only the piles are in contact with the soil. The four plies

are driven to bedrock at a depth of approximately 6.5 m and are separated by a distance of

1365 mm. To enable measurements to be performed at depth, a �76 mm plastic pipe is cast

along the center line of each pile. To replicate the case of vibrations induced by nearby sources

at the surface, two positions on the surface with a distance 10 and 20 m to the front of the pile

cap are considered. At each position, a concrete foundation of dimension 0.5×0.5×0.2 m is cast
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Figure 3: Dimensions in millimetres of the case-study pile foundation.

in place to allow for dynamic excitation (see fig. 5b). Accelerometers are mounted at the soil’s

surface in the vertical direction and in the horizontal direction, aligned with the propagation

path between the excitation points and the construction site. Additional sensors are placed

symmetrically at a distance 20 m perpendicularly from the line between the excitation points, to

serve as reference points to control for temporal variations in between measurements. Figure 4

presents an illustration of the setup.

1 m
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26
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20 m

20 m

5 m 5 m 10 m

Figure 4: Measurement setup in Brottby. Excitation positions are indicated by an ×, vertical

measurement channels by a dot and horizontal channels by an arrow.

To reduce the uncertainty regarding the stiffness of the piles, an experimental modal analysis

test has been carried out in the factory after the casting of the piles, suspending one of the piles

in flexible springs to simulate free-free boundary conditions. In order to identify the material
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properties of the reinforced concrete beam, the experimentally obtained natural frequencies

and bending modes are matched with an analytical model of the free-free beam. The model

updating yield an equivalent modulus of elasticity Ep = 39 GPa with a Poisson’s ratio νp = 0.2
and density ρp = 2400 kg/m3 for the concrete piles.

3.1 Dynamic measurements

The dynamic force is applied to the soil by means of a Wölfel BD.5 inertial shaker. The

inertial shaker supplies a constant amplitude force over a frequency range 0.5–200 Hz with har-

monic or band-limited noise excitation. Thereby, possible non-linearities can be investigated

for the frequency band of interest by varying the excitation amplitude. The shaker is firmly

mounted on the cast in place concrete foundations by means of threaded fittings. Additionally,

an impact sledgehammer Dytran 5803 series is used for impact testing whenever mounting the

shaker in place is infeasible, e.g. when determining pile impedances. The responses on the

soil’s surface are measured by 20 PCD 393A03 and 9 PCB 393B31 accelerometers, with sen-

sitivities 1 and 10 V/g, respectively. The more sensitive sensors are used for the most distant

vertical measurements. The accelerometers are mounted on aluminium pickets with a curciform

section of dimensions 40 × 40 × 300 mm and are shown mounted in the soil in fig. 5c. The

soil-picket-sensor dynamic system is verified experimentally to have a natural frequency well

above the frequency band of interest (1-80 Hz) when mounted at site, according to the recom-

mendations given by Degrande et al. [2] and Hunaidi and Rainer [4]. After installation of the

sensor pickets in the ground, they are left in place to ensure that the position and mounting is the

same in between measurement sessions. Responses in the piles at depth are measured with sen-

sors attached to a pneumatic device, equipment originally designed for seismic exploration in

boreholes (see e.g. [8]). The cavity along the centreline of the piles makes it possible to mount

the sensors at arbitrary depth, allowing to determine the frequency response at any number of

measurement points along the piles with a limited amount of sensors.

(a) (b) (c)

Figure 5: Dynamic measurement equipment: (a) Wölfel BD.5 inertial shaker, (b) Dytran 5803

series impact sledge hammer and (c) PCB 393A03 accelerometers mounted on aluminium pick-

ets.

2851



Freddie Theland, Jean-Marc Battini, Costin Pacoste, Geert Lombaert, Stijn François, Peter Blom and Fanny
Deckner

3.2 Measurements at different phases of construction

For the purpose of response prediction, it is desirable to relate the foundation response to

the free-field response measured at the surface prior to installation of the foundation. As the

dynamic behaviour of the system is modified at each phase of construction, the influence of

the piles and the interaction through the union of the pile tops in the pile cap are tracked by

performing response measurements at three different stages of construction (with reference to

fig. 6):

1. At the soil surface prior to construction due to distant excitation (P1) fromL =10 and 20 m.

2. On the pile tops and in the surrounding soil due to excitation of the piles in three directions

(P2) as well as excitation vertically (P1) from the two distances L = 10 and 20 m.

3. On the pile cap and in the surrounding soil due to excitation of the pile group in three

directions (P2) as well as distant vertical excitation (P1) for L = 10 and 20 m.

P1(ω)

L

STAGE 1

(a)

P1(ω)

L

P2(ω)

STAGE 2

(b)

P1(ω) P2(ω)

L

STAGE 3

(c)

Figure 6: Illustration of the measurements during the different construction stages (a) in the free

field, (b) where only piles are installed and (c) where the full pile group is constructed.

Measuring at the different phases of construction of the foundation allows to extract the re-

sponses and impedances of the individual piles and the impedance of the pile group when joined
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through the cap. This way, data is collected at each step in the construction process whenever

additional complexity is added to the system. Thereby, model validation can be performed at

each stage of construction. Furthermore, prediction methods using the information acquired in

the first or second construction stage to make predictions of the joined pile group’s behaviour

can be analysed and evaluated. Such methods can be purely empirical models or hybrid models

that merge experimental data and numerical predictions, e.g. the strategy followed by François

et al. [3] using the method of joining subsystems [6], where hybrid predictions are made based

on experimentally obtained pile top impedances and pile top responses due to distant excitation,

in combination with a numerical model of the structure joining the pile tops.

4 NUMERICAL PREDICTIONS

To assess the experimental setup, preliminary numerical simulations are performed using a

numerical model of the site and the pile group. A comparison is made to the case where instead

of a pile foundation, a surface foundation of the same size as the pile cap is considered. Addi-

tionally, the corresponding response at the free ground surface at the position of the foundation

is considered as a reference to both cases, highlighting the differences of the responses of the

two foundation types in relation to the measured velocity at the free surface.

4.1 Numerical model

Simulations are conducted based on the assumption of small strains, so that the soil can be

considered linear elastic. A finite element model is constructed to simulate the response of

the pile group due to dynamic excitation using the software Comsol Multiphysics. The

model is composed of solid elements to model both the pile group and the soil. The pile group

material properties are set to the experimentally identified ones presented in section 3. The soil

layer material properties are defined in accordance with table 2, except for the bedrock which

is replaced by a fixed boundary condition. As the problem is symmetric along the path between

the source and the receiver, a symmetry condition is applied. The radiation condition is fulfilled

by using Perfectly Matched Layers (PML), applied in a zone closest to the boundary in fig. 7,

attenuating any outgoing waves before hitting the fixed outer boundary of the model. The PML

stretch functions are defined in accordance with the ones proposed by Basu and Chopra [1] and

have been verified to efficiently absorb outgoing waves when compared to Green’s functions

of the profile, corresponding to the exact solutions of a point load, computed with the Direct

stiffness method using the Matlab toolbox EDT [7].
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(a) (b)

Figure 7: Geometry of single symmetric finite element model of the (a) pile foundation and

(b) surface foundation. The arrow indicates the position and direction of the applied load at

the offset 10 m and the outer black partitions of the model correspond to the zone of Perfectly

Matched Layers (PML).

4.2 Simulation results

The vertical and horizontal responses of the pile- and surface foundation due to a vertical

point load applied at the soil surface at a 10 m distance are compared to the responses at the

free surface corresponding to the mid-point of the foundations. Figure 8 compares the velocity

responses of the reference points for all three cases. The surface foundation amplifies both the

vertical and horizontal responses in the lower frequency range, while acting as a filter at higher

frequencies where the dimensions of the foundation are comparable to the wavelengths of the

surface waves.
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Figure 8: Velocity response at a 10 m distance from the source at the free surface (dotted line),

mid-point surface foundation (dashed line) and mid-point pile cap (solid line) in the (a) vertical

direction and (b) horizontal direction.

The pile group, on the other hand, presents a different behaviour, where the vertical response

in the lower frequency range is suppressed, while a higher response is found in the frequency

range 70–80 Hz, compared to the surface foundation. The horizontal motion of the pile group

shows a similar response as the free surface in the frequency range 10–40 Hz. The horizontal
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motion of the surface foundation shows a similar trend as the vertical motion, where an ampli-

fication of the response is found for lower frequencies while higher frequencies are attenuated.

5 CONCLUSION

Traffic induced vibrations are becoming a concern when constructing apartment or office

buildings in the vicinity of major roads or railway lines. When building on sites with poor soil

conditions, pre-fabricated concrete piles are an economical choice for constructing the foun-

dation. Although many different modelling approaches exist for making predictions of the

response of piled foundations, there is a lack of experimental evidence of the ability to predict

the response of end-bearing piles when subjected to distant excitation on the soil’s surface.

The design of an experimental campaign investigating the dynamic response of a pile group

due to small strain incident loading is presented. The aim of the experiment is to validate models

used for the prediction of traffic induced vibrations in buildings. The experiment is conducted at

a remote site in the vicinity of Stockholm, where no outside disturbance or construction activity

is present. The site’s soil profile consists of a shallow layer of soft clay on top of a bottom layer

of moraine resting on a high quality bedrock. Multiple geophyscial tests are performed, yielding

dynamic soil parameters used as input for model predictions. At this site, a 2× 2 concrete pile

group is constructed using conventional pre-fabricated concrete piles, joined by a 2× 2× 0.6 m

concrete pile cap.

Controlled dynamic excitation is applied at the construction site from distances of 10 and

20 m at different stages of construction. Measurements are taken at the undisturbed soil surface

before construction, after the piles are driven and finally when the pile tops are joined in the

pile cap. Responses are measured along the propagation path in the soil, along the center line

of the embedded piles and on top of the pile cap. Numerical simulations of the experimental

setup show a different behaviour of the pile group compared to a surface foundation of the same

dimensions, demonstrating that the foundation type has a large influence on the transmission of

vibrations for the proposed setup.
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Abstract. A semi-analytical method deals with vertical vibrations of a massive, flexible rect-
angular foundation smoothly jointed to an elastic, homogeneous halfspace is presented. The
method is based on the solution in frequency domain that represents a combination of the Inte-
gral Transform Method (ITM) used for the soil and the Dynamic Stiffness Method (DSM) used
for the foundation. The coupling of the foundation and the soil is established using the modal
superposition technique. The influence of the foundation mass and the foundation stiffness on
the response of the system is analyzed. The accuracy of the results obtained by using the pro-
posed technique is also discussed.
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1 INTRODUCTION

The dynamic response of rigid foundations on the elastic halfspace has been investigated ex-

tensively since the beginning of the last century [1]. The assumption that the foundation is rigid

simplifies the solution. However, it is not applicable in the general case, since foundations ex-

hibit flexural behavior. The response of the flexible foundation-soil system is affected by many

factors, such as the foundation-soil stiffness ratio, the load distribution, the foundation mass,

etc. The studies of the dynamic response of flexible foundations are mostly performed using a

combined finite element method and Green’s function [2, 3, 4, 5, 6, 7]. This is a computation-

ally demanding approach, especially in the high frequency range. A more efficient technique is

the one based on modal analysis that uses free vibration mode shapes of a plate and the modal

stiffness matrix of the soil. This technique is used by Chen and Hou [8] to solve the problem of

vibrations of circular flexible foundation. It requires the usage of the Bessel functions and the

closed form stiffness matrices for wave propagation problems in layered media.

In this paper the solution for vertical vibrations of rectangular flexible foundations smoothly

jointed to an halfspace is obtained. The Integral Transform Method (ITM) [9, 10], used to

compute impedance functions of the soil, is combined with the Direct Stiffness Method (DSM)

[11, 12], used to calculate the dynamic stiffness of the foundation plate, to obtain the response

of flexible surface foundation in the frequency domain.

The ITM is based on solving Lamé’s differential equations of motion, decoupling them us-

ing the Helmholtz decomposition and transforming them from partial to ordinary differential

equations by a threefold Fourier Transform. The ordinary differential equations are solved in

the transformed wavenumber-frequency domain by taking into account the boundary conditions

of the system. The solution is transferred in the original space-time domain by using threefold

inverse Fourier Transform.

The DSM is based on the exact solution of the governing differential equations of motion in

the space-frequency domain. Consequently, the dynamic stiffness matrix of the element is fre-

quency dependent. It can be developed explicitly for one-dimensional beam elements and Levy-

type plates. In the case of plates with arbitrary boundary conditions, the plate displacements

are presented in infinite series form, and the boundary problem is solved using the Projection

method [15].

The soil-foundation interaction problem (FSI) is solved using the substructure approach and

the modal superposition technique [8, 13, 14].

The proposed method is used to analyze the influence of the foundation mass and the foun-

dation stiffness on the response of the system. Both perfectly flexible massive foundation and

massive rigid foundation are analyzed. The obtained results are compared with the results from

the literature.

2 FORMULATION OF THE PROBLEM

The formulation is derived by observing a steady state vertical vibrations of a rectangular

flexible foundation on the surface (z = 0) of an elastic, homogeneous and isotropic half-space,

Figure 1. It is assumed that the foundation behaves as a Kirchhoff plate and that the contact

between the foundation and the soil is smooth. The foundation-soil system represents the as-

semblage of two substructures, namely the soil and the foundation. The solution is obtained

using the substructure approach, i.e. each medium is considered separately and finally com-

bined taken into account the equilibrium and compatibility conditions at the contact surface. In

order to reduce the numerical effort the modal superposition is introduced. The displacement
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field of the foundation is represented by a set of modal coordinates corresponding to free vibra-

tion mode shapes of a rectangular plate, while the influence of the soil reaction forces on the

foundation is considered by introducing modal soil impedance functions. The response of the

system is obtained in the frequency domain, (x, y, ω). Regarding the steady state analysis, the

ω variable is omitted in the notation of the functions.

B

L By

Bx

x
zy

Foundation

Soil

p(x, y)

p(x, y)

q(x, y)

q(x, y)

Figure 1: Disposition of the problem.

The differential equation of the problem in (x, y, ω) domain is given by

D

(
∂4w(x, y)

∂x4
+ 2

∂4w(x, y)

∂x2∂y2
+
∂4w(x, y)

∂y4

)
− ρhω2w(x, y) = p(x, y)− q(x, y) (1)

where ω is the excitation frequency, D denotes the bending stiffness of the plate, w(x, y) is the

displacement field, ρ is the material density and h is the thickness of the plate. The bending

stiffness of the Kirchhoff plate is defined as

D =
Eh3

12(1− ν2) (2)

where E is Young’s modulus, ν is Poisson’s coefficient of the foundation. The functions

w(x, y), p(x, y) and q(x, y) are the transverse deflection of the foundation, the vertical load

and the soil reaction, respectively. They can be expanded in a series of free vibration modes as

follows:

w(x, y) =
N∑

n=0

Ynφn(x, y) (3)

p(x, y) =
N∑

n=0

Pnφn(x, y) (4)

q(x, y) =
N∑

n=0

Qnφn(x, y) (5)

2859



Marko Radišić, Mira Petronijević and Gerhard Müller

where φn represents the orthonormalized mode shape of the foundation for the nth mode and

Yn , Pn and Qn are modal coefficients:

Yn =
∫ B

x=0

∫ L

y=0
w(x, y)φn(x, y)dxdy (6)

Pn =
∫ B

x=0

∫ L

y=0
p(x, y)φn(x, y)dxdy (7)

Qn =
∫ B

x=0

∫ L

y=0
q(x, y)φn(x, y)dxdy (8)

The mode shapes of the foundation are obtained for the case of free vibrations of the completely

free plate, solving the eigenvalue problem by using the DSM [11]. The general solution of the

problem is of the form

φn(x, y) = e
kxnxekyny (9)

where kxn and kyn are wavenumbers in x and y direction, such that

k2xn + k
2
yn = ±ωn

√
ρh

D
(10)

and ωn is the nth natural frequency of the plate. The problem is solved by introducing an infinite

series of base solution in the (k2x, k
2
y) plane [15]. Figure 2 shows the first eight mode shapes of a

Kirchhoff plate. The first mode is a translational mode. Substituting equations (6) and (9) into

a0 = 0.00 a0 = 0.01 a0 = 0.69 a0 = 1.24

a0 = 1.75 a0 = 2.96 a0 = 3.05 a0 = 3.54

Figure 2: Free vibrations mode shapes of a rectangular foundation.
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equation (1) gives

N∑
n=0

(
D(k4xn + 2k2xnk

2
yn + k

4
yn)− ρhω2

)
φn(x, y)Yn =

N∑
n=0

φn(x, y)Pn −
N∑

n=0

φn(x, y)Qn (11)

Since the mode shapes φn are orthonormal, for a uniform mass distribution, equation (11) can

be decoupled into N equations by multiplying with the mode shape φn and integrating over the

area of the foundation. That gives the system of N equations, written in matrix form:[
D

[
k4

]
− ρhω2[I]

]
{Y} = {P} − {Q} (12)

where {Y}, {P} and {Q} are coefficient vectors of the modal displacement, the load and the

soil reaction, respectively, [I] is the identity matrix and [k4] is the pure bending wavemode

wavenumber matrix of the plate

[
k4

]
=

⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0

0 ρhω2
1

...
...

. . . 0
0 · · · 0 ρhω2

N

⎤⎥⎥⎥⎥⎥⎦ (13)

where ω1, . . . , ωN are natural frequencies of the plate, obtained using the DSM [11].

Relation between displacements and soil reaction coefficient vectors can be defined as fol-

lows

[Ks]{Y} = {Q} (14)

where [Ks] is the modal impedance matrix of the soil, obtained using ITM [16]. Substituting

(14) into (12) the equation of motion becomes[
D

[
k4

]
− ρhω2 [I] + [KS]

]
{Y} = {P} (15)

Once the modal impedance matrix of the soil is formed, the displacement coefficient vector Y
is obtained by solving the system of equations (14) and finally the displacement field w(x, y) is

obtained by using equation (3). To obtain the displacement field spectrum, the procedure should

be repeated for every frequency ω in a desired frequency range. A computer program based on

this formulation is developed in MATLAB [17]. In order to achieve numerical stability of the

ITM, it is necessary to introduce a small damping into the system. This is accomplished by

using a complex moduli

E∗ = E(1 + 2iξ) (16)

G∗
s = Gs(1 + 2iξ) (17)

where Gs is soil medium shear modulus, i is imaginary unit and ξ = 1% is the damping ratio.

3 NUMERICAL RESULTS

In order to investigate the influence of the mass and stiffness of the foundation on the re-

sponse of the system it is good to rewrite equation (15) as[
[Kp] + [Km] + [Ks]

]
{Y} = {P} (18)

(19)
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where

[Kp] = D
[
k4

]
(20)

[Km] = −ρhω2 [I] (21)

Two extreme cases are analyzed: a rigid foundation and a perfectly flexible foundation. The

obtained results are presented in terms of main system parameters: the dimensionless stiffness

ratioK, the dimensionless mass ratioM , the dimensionless frequency a0 and the dimensionless

response parameter - the displacement Δ [7]

K =
Eh3(1− νs)

12(1− ν2)Gs(B/2)3
(22)

M =
hρ

(B/2)ρs
(23)

a0 =
ω(B/2)

cs
(24)

Δ̄ = Δ
Gs(B/2)

(1− νs)
∑
Fext

(25)

where ω is the excitation frequency, foundation parameters are: modulus E, Poisson’s ratio ν,

density ρ, thickness h, width B and soil medium parameters are: shear modulusGs, shear wave

velocity cs, Poisson’s ratio νsand density ρs. A set of steady state analyses is performed, for

a0 ∈ [0.1, 6] with an increment of 0.05.

In the case of rigid foundation (K ≥ 3.3) the displacement field is uniform and spatially in-

dependent. The stiffness [Kp] vanishes since [k4] = 0. The usage of only the first, translational

mode shape participates in the solution, n = 0. The system of equations (27) is reduced to a

single equation:

(Ks0 +Km0)Y0 = P0 (26)

After obtaining Y0 from equation (26) the response of the system is calculated as

Δ = Y0φ0 (27)

The response of rigid foundation is analyzed for M = 0 and M = 1. The results are presented

in Figures 3 and 4 in terms of absolute values of dynamic stiffness and dynamic flexibility of the

system, respectively. Figure 3 shows the absolute values of the components of dynamic stiffness

matrix: Km0, Ks0 and Km0 + Ks0. It is shown that the mass of the foundation decreases the

stiffness of the system for a0 < 3 and increases the stiffness of the system for a0 > 3. Figure

4 shows the absolute values of vertical displacement Δ of massive foundation M = 1 and

the foundation without the mass M = 0. The vertical displacement of massive foundation is

higher than the vertical displacement of massless foundation for a0 < 3, while for a0 > 3 is the

opposite.

2862
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Figure 3: The influence of foundation mass on dynamic stiffness [K] of rigid foundation.

Figure 4: The influence of foundation mass on dynamic flexibility Δ of rigid foundation.

In the second case a perfectly flexible massive foundation is analyzed, K = 0, M = 1.

The influence of the number of mode shapes n on the response of the system is analyzed and

compared with the results from the literature [7]. The first eight mode shapes, Figure 2, are

taken into account. Absolute values of vertical displacement of the center of the foundation

are shown in Figure 5. It is obvious that as the number of mode shapes increases the results

converge. Six natural frequencies of the system are distinguished by using eight free vibration

mode shapes of the plate, n = 8. The corresponding natural mode shapes of the system are

shown in Figure 6. There is no resemblance between the natural mode shapes of the flexible

foundation, 6, and the natural mode shapes of the flexible plate, 2.

The third and fourth natural frequency, a0 = 3.75 and a0 = 4.15, does not occur in the liter-

ature [7]. In the comparison with the rigid massive foundation, Figure 4, the flexible foundation

performs similar within the frequency range 0 ≤ a0 ≤ 2.5. However, for a0 > 2.5, the absolute

displacement of the flexible foundation does not decrease with the frequency as in the case of

rigid foundation.

The deviation of the results obtained using the proposed method is visible in figures 3, 4 and
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Figure 5: The influence of the number of mode shapes on the response of the system involving

the flexible foundation, K = 0,M = 1, plotted against the results from the literature [7].

5 for a0 ∈ [0, 1.5]. For small damping ratios, especially in the low frequency range, it is hard

to avoid the aliasing effect of Fourier Transforms without a significant computational effort.

The solution could be the application of the method of residue [18, 19] but this is still to be

investigated.
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a0 = 1.45 a0 = 3.00 a0 = 3.75

a0 = 4.15 a0 = 4.55 a0 = 5.00

Figure 6: Displacement shapes of the flexible foundation at characteristic peaks,

K = 0,M = 1.
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4 CONCLUSIONS

This paper presents a semi-analytical method for solving the problems of massive flexi-

ble rectangular foundations resting on the surface of the soil. It is a hybrid method based on

coupling Dynamic stiffness method (DSM) and Integral transform method (ITM) using sub-

structuring approach and modal superposition technique. Both DSM and ITM are based on

the analytical solution of governing equations of motion in space-frequency or wavenumber-

frequency domain. The presented study shows the differences between the analysis of a mas-

sive rigid and flexible foundation. In the case of rigid foundation, the influence of the mass

could be added to the system separately, while in the case of flexible foundation, the analysis

must be carried out simultaneously. The response of a perfectly flexible massive foundation is

analyzed. Regarding the nature of the presented method, the number of mode shapes used for

the calculation is important for the convergence of the results. The results of the analysis are

compared with the results from the literature. More natural frequencies are discovered in the

spectrum of vertical displacements of the foundation central point using the proposed method.

The deviation of the results obtained using the ITM-DSM is visible in the low frequency range,

a0 < 2.5. The solution to this problem is discussed, and it is to be investigated.
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Abstract. The effects of model assumptions on the dynamic impedance functions of shal-
low foundations are investigated using finite elements. The shallow foundations are considered
massless and rigid and are positioned in strata of frictional soil on top of bedrock. Two studies
are established. The first investigates the combined effects of model assumptions including the
variation of modulus with depth, the embedment of the foundation, and permanent load act-
ing on the foundation. The second study is a parametric analysis investigating the effects of
permanent load considering strata with varying soil modulus coefficients and with varying soil
depths. Functions describing the small-strain modulus and the modulus reduction of frictional
soil are used in an iterative process to update the spatial modulus distribution of the soil due
to the permanent load. The results show that model assumptions can have a large effect on the
impedance functions. The static stiffness coefficients vary substantially, in some instances by
more than 100 %. The impedance functions, normalized with the static stiffness coefficients,
match each other well in the frequency range below the fundamental frequency. However, in the
frequency range above the fundamental frequency, the normalized impedance functions differ
substantially from each other. Further, the results show that the effect of the permanent load is
largest in the case of shallow and stiff soil strata, both regarding normalized impedance func-
tions as well as the static stiffness coefficient, which was increased up to 67 %. The variation
in fundamental frequency is however small.
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1 INTRODUCTION

In the design of high-speed railway bridges, a dynamic assessment is required. The boundary

conditions of these bridges are in many design situations modeled with fixed supports. How-

ever, the flexibility of the supports, due to the dynamic soil–structure interaction (SSI), may

significantly change the dynamic properties of the bridges. One method of considering the

SSI is by decoupling the models and calculating impedance functions. Instead of computing

the complete soil–foundation–structure system, the model is decoupled and impedance func-

tions are calculated from the soil–foundation subpart before being applied to the structure. This

sub-structuring of the system enables faster calculations, especially at train loading analysis, as

compared to the calculation of the complete system.

The impedance function is commonly expressed in complex numbers:

Z(ω) = kd(ω) + iωcd(ω) (1)

where kd is the dynamic stiffness coefficient, cd is the dashpot coefficient, ω is the cyclic fre-

quency of excitation, and i =
√
−1.

Impedance functions have been published in many journal papers and are compiled in hand-

books to give structural engineers simple tools to take SSI into account in design (see e.g. [1]

or [2]). Although the studies given in the literature fully explore the effects of one or two of the

specific features in each paper, when it comes to combinations of features that are not given in

the literature, it may be difficult for the engineer to find the relevant model assumptions to use

in a specific project and what consequences to expect. To fill that gap, this paper investigates

the effects of the embedment of the foundation, the variation of the modulus with the depth,

and the depth of the stratum on bedrock in different combinations. Further, the effects of apply-

ing a permanent load to the soil–foundation system and updating the spatial distribution of the

modulus before performing linear dynamic analyzes are introduced.

The purpose of this paper is to show the effects of model assumptions on the dynamic

impedance functions of shallow foundations. The article aims at filling the gap in the litera-

ture by investigating the combined effects of model assumptions from a practical point of view.

Two main objectives of the study are defined. The first was to study the implications of model

assumptions, including the embedment of the foundation, the variation of the modulus with the

depth, and the permanent load. Impedance functions calculated from the models with vary-

ing levels of idealization are compared in the paper. The second objective was to quantify the

influence of permanent load in relation to the soil modulus coefficient and stratum depth. A

parametric study was performed for this purpose. To fulfill the objectives, numerical models

using finite elements (FE) were created. The shallow foundation was assumed to be rigid and

massless and was given a fixed geometry. The soil strata consisted of frictional soil supported

by bedrock. Whereas the permanent load of the structure was included in the soil–foundation

FE model in order to consider its effect on soil properties, the mass of the structure was not.

This mass will be taken into account when the impedance functions are attached to the structure.

The spatial variation of the modulus of elasticity caused by the permanent load was updated for

each element, considering functions for the low-strain modulus and modulus reduction. Linear

dynamic analyses were then performed on the updated models, and the impedance functions

were calculated. The dynamic loading was assumed to affect the soil within the linear elastic

range, and the impedance functions are valid in the serviceability limit state.

The soil and foundation parameters were chosen in the context of high-speed railway (HSR)

bridges and Swedish soil conditions. Swedish geology is dominated by glacial soil masses
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on top of high-quality bedrock [3]. At many locations, lodgment moraine overlays bedrock,

possibly covered by clay or silt layers. For shallow strata consisting of frictional soil, shallow

foundations may be suitable for HSR bridges. Such soil deposits are limited in depth, and the

maximum depth considered in this study was assumed to be 8 m. The embedment depth of a

foundation is typically determined by the frost-free depth, which in Sweden is considered at

1.1-2.5 m.

2 SOIL PROPERTIES

2.1 Small-strain shear modulus

The small-strain shear modulus of soil has been studied empirically by several authors for

soil types ranging from cohesive to frictional, and many suggestions for formulas have been

proposed [4–6]. Seed and Idriss [7] suggested a simplified formula for the small-strain shear

modulus of frictional soil:

G0 = K0(σ
′)d (2)

where K0 is the soil modulus coefficient, d is the stress exponent, and σ′ is the mean effective

stress. K0 and d are soil type-specific constants. The Swedish design recommendations [8]

have adopted this formula and adjusted it for Swedish conditions. In the recommendations, K0

ranges from 15,000 to 30,000 where the first value corresponds to sand and the latter to crushed

fill material. Furthermore, d = 1/2, and the stress is inserted in kPa.

The mean effective stress σ′ can be subdivided into two additive parts. For frictional soil,

the stress in the undisturbed in situ soil is commonly estimated by the confined effective stress

based on the coefficient of lateral earth pressure [9]:

σ′0 = σ
′
v

1 + 2k

3
(3a)

where this approximate relationship can be used:

k = 1− sin(φ′) (3b)

Here, σ′v is the effective vertical stress, k is the coefficient of lateral earth pressure, and φ′ is

the drained friction angle. Assuming no groundwater, the effective vertical stress σ′v can be

calculated with ρgz where ρ is the density, g is the gravity constant, and z is the depth from the

soil surface. External load adds to σ′ by the mean effective stress

σ′m =
σ′x + σ

′
y + σ

′
z

3
(4)

where σ′x, σ′y, and σ′z are the effective normal stresses. Finally, the resulting stress becomes

σ′ = σ′0 + σ
′
m (5)

2.2 Normalized modulus reduction

The reduction of modulus and increase of material damping ratio due to loading have been

evaluated empirically in numerous studies for soil gradations ranging from cohesive to frictional

soils [10–12]. In recent decades, researchers have aimed at collecting data from empirical stud-

ies and describing nonlinear relationships using statistical tools. In [13], a statistical analysis of

empirical data from resonant column tests was conducted. This produced a set of 18 dimension-

less parameters describing the normalized modulus reduction curves and material damping ratio
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curves. The 18 parameters can be chosen to get either mean values or variances of the curves,

and their values are dependent on the soil type. The normalized modulus reduction curve is

calculated with
G

G0

=
1

1 +
(

γ
γr

)a (6)

where γ is the current shear strain, γr is the reference shear strain, and a is the curvature coeffi-

cient. The formulas for γr and a are found in [13] and require, in addition to the 18 dimension-

less parameters, the plasticity index, over-consolidation ratio, and stress in the soil. Only soils

with gradations ranging from clay to sand were included. However, the difference in normal-

ized modulus reduction curves between different gradations of frictional soils is relatively small

[12, 14]. A comparison between the mean normalized modulus reduction curve of gravelly soils

by Rollins et al. [12] and the corresponding curve for sand in [13] shows good agreement.

The shear strain can be calculated from the effective octahedral shear strain [15],

γ =
α

3

√
(εx − εy)2 + (εx − εz)2 + (εy − εz)2 + 6(γ2xy + γ

2
xz + γ

2
yz) (7)

where εi and γij are components of the strain vector and α = 0.65. This shear strain measure

has been used in previous studies [16, 17].

3 NUMERICAL STUDIES

A fixed geometry of the foundation was used in all numerical simulations, and an overview

of the FE model including the dimensions of the foundation is presented in Figure 1. The

foundation was regarded as massless and rigid. The dimensions of the foundation are as follows:

L = 9.4 m, B = 3.3 m, the thickness of the slab is 1.0 m, the length of the support wall is 7.0

m, and the thickness of the support wall is 0.9 m. H1 is the soil depth underneath the bottom of

the foundation, H2 is the embedment depth and R is the radius of the FE model. The FE model

is further described in section 4.1.

y

x
z

H

H

R

B/2
L

infinite elements

foundation (massless, rigid)

soil domain (FEM)

RP

Figure 1: A cross-section of the finite element model.

The material properties of the soil were chosen from typical values of frictional lodgment

moraine [18] and were assumed constant in all calculations. The following material properties

were chosen for all cases: material damping ratio ξ = 2.0 %; density ρ = 2000 kg/m3; Poisson’s
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ratio ν = 0.25; friction angle φ′ = 45 deg; stress exponent d = 1/2, and gravity constant g =
9.81 m/s2.

The permanent load was applied as a force P . In order to relate the load to the size of

the foundation, the load is presented as a pressure q obtained from dividing the force P with

the foundation’s bottom surface area. The following values were taken: q = (0, 220, 500)

kPa. According to the Swedish design requirements, the upper limit on the pressure of shallow

foundations on top of lodgment moraine on bedrock is 600 kPa [19].

The modulus at the surface of the stratum goes toward zero due to Eq. 2. This can cause poor

conditioning of the elements because elements with high modulus are next to elements of low

modulus, which can be particularly sensitive in the calculation of impedance functions from

surface foundations. To avoid this, a lower limit for the modulus corresponding to the value at

a depth of 0.2 m was chosen.

3.1 Model assumptions study

The effects of the model assumptions on the impedance functions were studied by inves-

tigating four cases as shown in Figure 2. It was decided that the fundamental frequency of

all cases should be the same. This choice was made based on the fact that the behavior of

the soil–foundation system is essentially different at frequencies below compared to above the

fundamental frequency of the soil stratum, and fixing it was considered to be the best way to

compare the models. In order to get the fundamental frequency of the homogeneous stratum to

match the fundamental frequency of the stratum with a modulus varying with depth, the mod-

ulus value of the homogeneous soil stratum can be obtained by calculating an equivalent depth

zeq [20, 21]. zeq determines the depth at which the equivalent modulus value Geq of the mod-

ulus varying with the depth G(K0, σ
′
0) is taken from. Geq is then applied to the homogeneous

stratum and the equivalent wave speed veq gives the fundamental period T = 4H/veq, where

H is the total stratum depth. In this work, since d = 1/2 in Eq. 2, the equivalent depth was

calculated to zeq =0.64H .

z z
H

z

H

z
G=const G K

Figure 2: Cases considered in the model assumptions study.

The model assumption cases had the following properties:

• Case (a): A surface foundation on a stratum of homogeneous soil. No permanent load.

• Case (b): An embedded foundation in a stratum of homogeneous soil. No permanent

load.

2872



Johan Lind Östlund, Andreas Andersson, Mahir Ülker-Kaustell and Jean-Marc Battini

• Case (c): A surface foundation on a stratum with modulus varying with the depth. In-

cludes permanent load P .

• Case (d): An embedded foundation in a stratum with modulus varying with the depth.

Includes permanent load P .

The following parameters were chosen for all the models: H1 = 8 m and K0 = 30,000, cor-

responding to a deep soil stratum consisting of stiff lodgment moraine. The embedment depth

was fixed at H2 = 1.6 m. The modulus of Case (a) and Case (b) was calculated to Geq = 240

MPa.

3.2 Parametric study

The effect of the permanent load was studied for the strata with varying depth H1 and soil

modulus coefficient K0 in the parametric study. All the models had the configurations of Case

(d) in Figure 2. Eighteen combinations were analyzed based on the following parameters: q =
(0, 220, 500) kPa, H1 = (2, 4, 8) m, and K0 = (15,000, 30,000). The embedment depth was

fixed at H2 = 1.6 m.

4 NUMERICAL MODEL

4.1 FE model

The numerical model of the soil–foundation system was created in the commercial FE soft-

ware Abaqus [22], and an overview of the FE model is presented in Figure 1. The soil domain

was created as a disk with a thickness equal to the stratum depth, and the bedrock was made

infinitely stiff by constraining the bottom surface of the disk against translations. A void within

the soil domain was created with the geometry of the embedded foundation. Then, rigid con-

nections were applied to the surfaces of the soil facing the void linking them to a reference point

(RP) positioned at the midpoint on the bottom surface. In the case of a surface foundation, no

void was created and the single surface at the interface between soil and foundation was rigidly

connected to the RP. Loading was applied and output was taken at the RP. The damping of the

soil was applied as rate-independent structural damping which is incorporated in the complex

modulus as K∗ = K(1 + i2ξ), where K is the stiffness matrix.

Quadratic tetrahedral solid elements were used. The mesh size at the center of the soil

domain at the foundation was 0.25 m. From the center, the mesh size was gradually enlarged

along the radius toward the boundary of the model. The radius of the model was R = 200 m.

At the boundary, the mesh size was 20 m. Due to the gradual enlargement of the elements, the

computational time was reduced without causing spurious waves that can occur due to large

size differences between elements. Infinite elements [23] were attached to the outer surface

boundary of the model domain.

4.2 Calculation procedure

The updating of the G-modulus in each of the elements due to permanent load and the cal-

culation of impedance functions were performed as follows:

1. Initially, the unloaded modulus was assigned: Calculate σ′0 (Eq. 3) and G0 (Eq. 2). In

this state, G/G0 = 1 (Eq. 6), and the shear modulus is G = G0.

2. Apply permanent load P to the RP in Figure 1 and run a static analysis.
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Figure 3: Updating of the shear modulus distribution due to permanent load. Values given in

MPa. a) H1 = 2 m, K0 = 30,000, b) H1 = 8 m, K0 = 30,000 and c) H1 = 8 m, K0 = 15,000.

Dashed lines: Unloaded soil. Solid lines: Updated soil.

3. Successively calculate: σ′0 (Eq. 3), σ′m (Eq. 4), σ′ (Eq. 5), G0 (Eq. 2), γ (Eq. 7), and G
(Eq. 6).

4. Repeat steps 2 and 3 until convergence of the distribution of shear modulus G is reached.

5. Calculate impedance functions.

Direct steady-state calculations were performed in order to obtain the impedance functions.
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Harmonic unit loads were individually applied at the RP displayed in Figure 1 to each of the

six degrees of freedom in a given frequency range. The compliance functions U were obtained

from the model. The impedance functions were then calculated by the inverse of the compliance

functions Z = U−1. Only the values of the diagonal of the impedance function matrix were

analyzed.

The converged distributions of the shear modulus for three of the models are shown in Figure

3, and the cuts are taken along the y–z plane. The models were configured as in Section 3.2 with

q = 220 kPa. An increase of the permanent load results in two opposite effects on the modulus:

an increase of G0 due to the increase of σ′ and a reduction by G/G0 due to the increase of γ. In

the volume between the foundation and the bedrock, the permanent load caused an increase in

the modulus. The influence is large for shallow stratum depths. Just outside of this volume, the

modulus can be either reduced or increased from permanent load depending on the stress–shear

strain interaction.

5 RESULTS

The real part of the impedance function is denoted with Re(Zj), whereas the imaginary part

is denoted with Im(Zj). The degrees of freedom are indicated by the subscript j and the co-

ordinate axes are defined in Figure 1. The compliance functions, |Uj|, are denoted in the same

way as the impedance functions and are given as absolute values. All functions are presented

with the dimensionless frequency a0 = ωw/vs,eq where w = B/2 and vs,eq =
√
Geq/ρ is

the equivalent shear wave velocity of the strata (without the influence of the permanent load).

Impedance functions are normalized with the static stiffness coefficients kj,stat, and the compli-

ance functions are normalized by the static displacements uj,stat.

5.1 Model assumptions study

The normalized impedance functions from the model assumptions study are presented in Fig-

ure 4 including the x and z degrees of freedom. The corresponding static stiffness coefficients

are given in Figure 5. The following observations are made:

• The static stiffness coefficients range from 3 to 9 GN/m depending on the model case.

The embedment of the foundation increases the static stiffness coefficient as compared

to the static stiffness coefficient of the corresponding surface foundation, as shown by

comparing Case (a) to Case (b), and Case (c) to Case (d). This is explained by the re-

duced distance to the bedrock. Strata with a modulus varying with the depth have lower

static stiffness coefficients than strata with homogeneous modulus. This is evident when

comparing Case (a) to Case (c) and Case (b) to Case (d). With increasing permanent load,

the values of the static stiffness coefficients in Cases (c) and (d) are increased but they do

not exceed the static stiffness coefficients of the homogeneous cases of (a) and (b).

• In the pre-resonance state, i.e. before wave propagations are initiated, the impedance

functions are proportional to the static properties of the soil–foundation system. The

normalized impedance functions can be described by a single degree of freedom system.

The real part of this system is (kj,stat − ω2mj,stat)/kz,stat, wheremj,stat is the mass of the

system, and the imaginary part is constant and is equal to i2ξ. The normalized impedance

functions are thus very similar in the pre-resonance frequency range, however, they differ

substantially at higher frequencies. In the post-resonant frequency range, the impedance

is highly influenced by wave propagations and the single degree of freedom system can
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Figure 4: Normalized impedance functions from the model assumptions study.

Figure 5: Static stiffness coefficients of the four model cases.
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no longer describe the impedance functions. The imaginary part is increased significantly

due to the radiation damping, and the differences in impedance between the cases are

large.

• All cases had the same fundamental frequency which was also the same as the analytical

fundamental frequency of the soil strata [20]. The fluctuations in impedance that can

be observed for all cases at a0 ≈ 0.7 in the x-direction are due to the second mode

of vibration of the soil, which for a homogeneous stratum has the natural frequency of

three times the fundamental frequency according to Tn = (4H/v)/(2n − 1) were v is

the wave speed and n is the mode number. The natural frequencies of the second mode

for the strata with modulus varying with the depth are somewhat lower than the natural

frequencies of the strata with homogeneous soil. The fundamental frequencies of the

strata are not changed by the local influence that the permanent loads have on the soil

moduli.

• For surface foundations on top of strata with modulus varying with the depth, as in Case

(c), very low static stiffness coefficients are obtained with q = 0. This shows the con-

sequences of omitting permanent load in combination with a very low modulus at the

surface of the model. Adding the permanent load to Case (c) increases the static stiffness

coefficient considerably. This effect is also shown for the normalized impedance func-

tions, where an increase of the permanent load leads to a decrease of the real part of the

impedance and an increase of the imaginary part.

5.2 Parametric study

Normalized impedance functions in the z-direction are presented in Figure 6. The static

stiffness coefficients of each case, normalized with the static stiffness coefficients with q = 0

kPa, are given in Figure 7. The static stiffness coefficients with q = 0 kPa are given in Table

1 as a reference. Normalized compliance functions are presented in Figure 8. The following

observations are made:

• For most cases, the static stiffness coefficient increases with the permanent load, in par-

ticular for shallow strata with a high soil modulus coefficient, see Figure 7. This can be

explained by the high pressure and the small shear strain that mainly increase the mod-

ulus, see Figure 3 (a)–(b). The maximum increase of the static stiffness coefficient is 67

%. In the case of the deep strata with a low soil modulus coefficient (H1 = 8 m andK0 =
15,000), the static stiffness coefficient decreases with an increased permanent load. The

reduction is small (4 %) and is likely due to the high shear strains beside and under the

foundation, which reduces the modulus (see Figure 3 (c)).

• In the pre-resonance frequency range, the system acts as a single degree of freedom

system, as described in section 5.1. The real part of the normalized impedance can

however be significantly influenced by the permanent load in this range, especially for

shallower strata. This is clearly visible in Figure 6 in the case of H1 =2 m where

(kj,stat−ω2mj,stat)/kz,stat is less steep for increasing permanent load, which is explained

by a larger kz,stat in relation to mz,stat. In the case of the deep soil, the effect of the

permanent load on the pre-resonance impedance is low.

• In the frequency range above the fundamental frequency, the effect of the permanent load

can lead to both an increase and a decrease of the normalized impedance at different
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H1 = 2 m H1 = 4 m H1 = 8 m

Figure 6: Normalized impedance functions and the effects of the permanent load.

Figure 7: Static stiffness coefficients normal-

ized with kz,stat,q=0kPa.

Table 1: Static stiffness coefficients

kz,stat,q=0kPa (GN/m).

K0
H1 (m)

2 4 8

15,000 5.7 4.0 3.1

30,000 11.4 7.9 6.3

2878



Johan Lind Östlund, Andreas Andersson, Mahir Ülker-Kaustell and Jean-Marc Battini

Figure 8: Normalized compliance functions from the parametric study.

frequency ranges. In the case of the shallower strata however, the real part of the nor-

malized impedance is generally increased from the additional permanent load, whereas

the imaginary part is decreased. Whereas the effect of the permanent load on the static

stiffness coefficients can be quite large, the effect on the normalized impedance functions

is relatively small, especially for the deeper strata and at lower frequencies.

• The effect of the permanent load on the fundamental frequency is small, see Fig 8. In the

case ofK0 = 15,000, the fundamental frequency decreases with an increasing permanent

load, whereas it increases in the case ofK0 = 30,000. The effect is smaller for deeper soil

strata and increases with shallower depths. However, the variations of the fundamental

frequency due to the permanent load are small when compared to the ones that are due to

the stratum depth and the soil modulus coefficient.

• In most cases, the resonances of the normalized compliance functions decrease with an

increasing permanent load, see Figure 8. The decrease is larger in the cases with stiffer

and deeper soils. The resonance peaks for these cases are less distinct, whereas the res-

onance peaks become pointier for deeper and softer soils. The largest reduction of the

normalized resonance peak is however observed in the case of the intermediate depth of

H1 = 4 m with a stiff soil K0 = 30,000 and is 34 %. In the case of the soft and deep soil

stratum (H1 = 8 m with K0 = 15,000), a small increase of the normalized resonance (8

%) due to the permanent load is observed.

6 CONCLUSIONS

The conclusions from the presented studies are summarized in the following main points:

1. The model assumptions can have a great influence on the impedance functions. The con-
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sidered combinations of model assumptions produced normalized impedance functions

that are similar in the frequency range below the fundamental frequency. However, in the

frequency range above the fundamental frequency, the normalized impedance functions

are very different. Further, the static stiffness coefficients of the models differ with more

than 100 %.

2. The parametric study showed that the permanent load has a significant influence on the

normalized impedance functions, especially in the cases of shallow soil strata with high

soil modulus coefficients. In most of the cases, an increase of the permanent load leads

to an increase of the static stiffness coefficient (with up to 67 %). However, in the case

of the deep and soft soil, it leads to a small decrease of 4 %. The normalized impedance

functions are in some cases relatively uniform, especially for the deeper strata.

3. The permanent load has a small effect on the fundamental frequency of the soil–foundation

system.
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Abstract. Previous work has considered the effect that an array of periodic flexural res-
onators formed from Euler-Bernoulli beams attached to the surface of a linear elastic
half-space has on Rayleigh wave propagation, using a specialised leading order asymp-
totic model for the Rayleigh-like wave motion induced by applied surface stresses. In
this work we consider the same beam-like flexural resonators but instead apply a re-
cently developed second order model as a correction to the leading order model. The
higher order model is shown to be straightforward to apply and obtains an explicit
dispersion relation, albeit one that is significantly less concise than obtained from the
leading order model. This explicit dispersion relation is shown to give a significant im-
provement over the leading order model for cases with either a vertical or horizontal
stress only, but not when a mixed stress is applied. As in previous work, special atten-
tion is devoted to the effect of various junction conditions between the half-space and
resonators.
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1 INTRODUCTION

Recently, there have been several analytical [3, 6], numerical [5, 14], and experimen-

tal [2] studies on the use of sub-wavelength resonators for the control of surface waves

on elastic substrates. Notable features of such resonant arrays include filtering, focusing,

rainbow trapping, and mode-conversion of surface waves to bulk waves [4]. Numerical

approaches are computationally intensive and require extensive GPU computing facili-

ties [5], while complete analytical studies present their own significant challenges [6].

Unlike bulk waves, these surface waves do not have an explicit wave equation; they

are instead ‘hidden’ through the equations of linear elasticity. This makes both finding

the exact solution or undertaking numerical analysis for a system dominated by surface

waves difficult. A leading order asymptotic model has been developed for the Rayleigh-

type waves produced by forcing along the surface of a linearly elastic half space, re-

lying on a slow-time perturbation procedure applied to the eigensolution expressed in

terms of a single plane harmonic function, see [1, 12]. Within the described asymptotic

formulation, the propagation of the Rayleigh wave along the surface is described by a

hyperbolic equation, whereas the decay over the interior is governed by an elliptic equa-

tion for one of the elastic potentials. A systematic exposition of the asymptotic models

for the Rayleigh and Rayleigh-type wave may be found in [11].

This model has been applied to multiple problems including moving loads [10, 8],

surface arrays of rod-like resonators [7]. In each, the asymptotic model has produced a

simple but remarkably accurate approximation of the exact solution. The formulation

has also been recently extended to anisotropic media [13, 9].

While the asimptotic model for the Rayleigh wave has proven to give close repre-

sentations of the exact solution in many cases, as the problems become more involved

the deviation between the exact solution and result from the leading order model will

increase. Previous consideration of a system of a surface array of beam-like resonators

has shown notable deviations when there are stresses both parallel and perpendicular to

the surface [15]. As such it is necessary to investigate this system further, making use

of a newly developed higher order model [16].

2 PROBLEM STATEMENT

First we make use of the same system of flexural resonators introduced previously [15].

Shown in Figure 1, this consists of a periodic array of vertically arranged Euler-Bernoulli

beams of length L and spacing l attached to the surface of a linearly elastic half-space.

Classically, these Euler-Bernoulli beams have governing equation

BbIb
∂4ub
∂z4

+Mb
∂2ub
∂t2

= 0, (1)

where ub is perpendicular displacement, Bb and Mb are the bending stiffness and mass
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Figure 1: An array of beam-like resonators of length L and diameter hb periodically attached with spacing

l to the surface of a semi-infinite linearly elastic half space.

per unit length of the resonators respectively, and

Ib =
πh4b
64
, Bb =

Eb

1− ν2 (2)

where hb is the diameter of a beam Eb and ν are the Young modulus and Poisson ratio

respectively. This gives the dispersion relation as,

K =

(
64MR

Bbπh4b

) 1
4 √
ω. (3)

In order to investigate the effect on the half-space, these resonators have boundary

conditions for displacement, bending angle, bending moment and horizontal force re-

spectively at z = 0,

ub = u1,
∂ub
∂z

=
∂u3
∂x

∂σ33
∂x

= −Bb
∂2ub
∂z2

, H = IbBb
∂3ub
∂z3

, (4)

where the half-space displacement is u = (u1, u2, u3), σ is the usual stress tensor and

H is the out-of-plane force in the x-direction.

Since the width of each beam is much less than the separation length l we can assume

to a good approximation that the stress from the beams will be distributed evenly.

2.1 ASYMPTOTIC MODEL

Suppose that waves are near the classical Rayleigh wave speed. Then a small param-

eter is defined by the difference between the wave speed c and the classical Rayleigh

speed cR, such that |c − cR| � 1. For the sake of simplicity, below we focus on the

plane-strain case. Then, at leading order, the elastic bulk has governing equations,

∂2φ

∂z2
+ α2

R

∂2φ

∂x2
= 0,

∂2ψ

∂z2
+ β2

R

∂2ψ

∂x2
= 0. (5)
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where φ and φ are longitudinal and shear displacement potentials respectively and,

α(c) =

√
1− c2

c21
, β(c) =

√
1− c2

c22
(6)

with αR = α(cR), βR = β(cR) and c1, c2 being the bulk longitudinal and shear wave

speeds respectively.

Depending on whether the half-space is subject to a normal or tangential stress, we

obtain different boundary conditions. In the case of a tangential stress at z = 0, σ33 = 0
and

�ψ = −1 + β2R
2μB

σ31, (7)

while for a normal stress at z = 0, σ31 = 0 and

�φ =
1 + β2

R

2μB
σ33, (8)

where � is the D’Alambertian operator

� =
∂2

∂x2
− 1

c2R

∂2

∂t2
,

and B is a material constant arising from the perturbation scheme, given by

B =
βR
αR

(1− α2
R) +

αR

βR
(1− β2R)− (1− β4R). (9)

Following the same approach as for the leading order model we obtain new second

order boundary conditions. In the case of a normal stress, at z = 0,

�φ,11 =
1 + β2

R

2μB
�1σ33 (10)

and similarly for a tangential stress,

�ψ,11 = −1 + β2
R

2μB
�1σ31. (11)

where the operator �1 is defined as

�1 =
∂2

∂x2
+ AR�

and the constant AR is given by,

AR =
1− β2

R

1 + β2
R

+
1

4B

(
2(1− β2

R)
2 +

(α2
R − β2

R)
2

α3
Rβ

3
R

)
. (12)
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3 NORMAL OR TANGENTIAL STRESS

Similar to the previous approach, we consider three distinct sets of junction condi-

tions. The first two of these arrays, with simply supported and beam on a rail junction

conditions, produce only a tangential and normal stress respectively.

3.1 SIMPLY SUPPORTED BEAMS

Begin the treatment of this array with simply supported beams. Then choose the

junction conditions for simply supported connections to be,

ub = u1, −Bb
∂2u1
∂z2

= 0, H = IbBb
∂3ub
∂z3

, (13)

which gives the horizontal stress on the half-space as as,

σ31 ≈
H

l2
= Bb

πh4b
64l2

K3uH
cos(KL) cosh(KL)− 1

cosh(KL) sin(KL)− cos(KL) sinh(KL)
, (14)

Then introduce a scaled stress Ĥ ,

H

l2
= K3ĤuH = −kK3ĤβR

1− β2
R

1 + β2
R

ψ, (15)

where the full unimodal dispersion relation is(
(λ+ 2μ)k2α2 − λk2

) (
−μk2

(
1 + β2

)
− kK3Ĥβ

)
=
(
2 μk2α + kK3Ĥ

) (
−2μk2β

)
. (16)

and the asymptotic dispersion relation is given by,

k2 + kK3Ĥ βR
1− β2

R

2μB
− ω2

c2R
= 0. (17)

Following the same approach but for the higher order model yields,

k3 + k2K3(AR + 1)Ĥ βR
1− β2

R

2μB
− kω

2

c2R
+K3ARĤ βR

1− β2
R

2μB

ω2

c2R
= 0. (18)

The comparison of these dispersion relations is given in Figure 2. This plot shows a

uniform improvement on the accuracy of the asymptotic model, becoming near indistin-

guishable to the full unimodal solution for lower frequencies. However, this improved

accuracy comes at the cost of increased complexity in the dispersion relation; while the

quadratic dispersion relation is less accurate, it yields a straightforward closed form so-

lution. Although the new cubic dispersion relation still produces a closed form solution,

it is more difficult to intuitively interpret.
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3.2 BEAMS ON RAILS

Next take the junction conditions for connections of a beam moving freely on a rail

∂ub
∂z

=
∂u3
∂x
,

∂σzz
∂x

= −Bb
∂2u1
∂z2

, IbBb
∂3uη
∂ζ3

= 0, (19)

so the vertical stress is given by,

σ33 ≈
V

l2
= i
K

k

πh2b
4l2
Bb uV,x

1− cos(KL) cosh(KL)

cosh(KL) sin(KL) + cos(KL) sinh(KL)
(20)

Introduce a scaled stress V̂ defined by

V (x, y, t)

l2
= i
K

k
V̂ uV,x = −iKkV̂ 1− β2

R

2
ψ, (21)

leading to the full unimodal dispersion relation,

μk2
(
1 + β2

) (
λk2 − (λ+ 2μ)k2α2 + kKV̂ α

)
= 2μk2α

(
−2μk2β + kKV̂

)
(22)

and the approximate dispersion relation,

k2 − k αR

μB
KV̂

1− β2
R

2
− ω2

c2R
= 0. (23)
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Figure 2: Dispersion curves (frequency ω vs. wavenumber k) for surface waves on the half-space coated

with simply supported beam like resonators (left) and beam-like resonators on a rail (right). Solid blue

lines show the full unimodal solution, solid black lines the higher-order asymptotic solution and solid

gray lines the leading order asymptotic solution.
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For the higher order model, using the same approach as before, we obtain the dispersion

relation,

k3 − k2 αR

μB
K(AR + 1)V̂

1− β2R
2

− kω
2

c2R
− αR

μB
KARV̂

1− β2
R

2
= 0. (24)

The comparison of these dispersion relations is again given in Figure 2. Unlike the

simply supported array, this plot does not show a uniform improvement for the full range

of frequencies. It does, however, show greatly improved accuracy in the immediate

vicinity of the Rayleigh line, in particular being much more accurate at predicting the

locations of the band gaps. This is also again a cubic dispersion relation, with added

complexity over the lower order model.

4 MIXED NORMAL AND TANGENTIAL STRESS

Finally we consider the case where all relevant quantities between the resonators and

half plane are conserved. Matching all junction conditions (4) gives the multi-stress

condition,

σ31 ≈
H

l2
=
πh4b
64l2

BbK
2(ξuV,x +KηuH),

σ33 ≈
V

l2
= i
πh2b
4l2
Bb
K

k
(ζuV,x +KξuH),

(25)

where,

ξ =
sin(KL) sinh(KL)

cos(KL) cosh(KL) + 1
, (26)

η =
cosh(KL) sin(KL) + cos(KL) sinh(KL)

cos(KL) cosh(KL) + 1
, (27)

ζ =
cosh(KL) sin(KL)− cos(KL) sinh(KL)

cos(KL) cosh(KL) + 1
. (28)

This gives the full unimodal solution as(
μk2

(
1 + β2

)
+
πh4b
64l2

Bbk
(
K3βη −K2kξ

))
=

(
(λ+ 2μ)k2α2 − λk2 + πh2b

4l2
Bb

(
K2ξ −Kkαζ

))
(29)

However the existing asymptotic model is not formulated to account for both a normal

and tangential stress. Naively combining the previous leading order asymptotic models

yields the multi-stress model,

�ψ = −1 + β2
R

2μB
σ31 − i

αR

μB
σ33. (30)
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However, this new model inherits the assumption that at coincidence with the Rayleigh

line the stresses tend to zero. This does not take into account for cross interaction be-

tween stress terms. Hence to find the predicted inaccuracy with the model at c = cR
first assume that the stresses have the decomposition

σ31 = Hφφ+Hψψ, σ33 = Vφφ+ Vψψ. (31)

so that substitution into the classical Rayleigh denominator gives,

−(1 + β2)2 − 4αβ

= i
2β

μk2
Hφ +

1 + β2

μk2
Hψ − 1 + β2

μk2
Vφ + i

2α

μk2
Vψ +

HφVψ − VφHψ

μ2k4
(32)

from which a leading order expansion about the Rayleigh line yields,(
k2 − ω2

c2R

)
ψ =

1 + β2
R

2μB
σ31 + i

αR

μB
σ33 −

VφHψ −HφVψ
2μ2Bk2

ψ. (33)

and so at leading order we predict an inaccuracy of the order of VφHψ−HφVψ. Therefore

when the two applied stresses are similar this will tend to zero, but will give a significant

deviation when the stresses are more distinct.

The use of this new model gives the leading order asymptotic dispersion relation as,

0 = k2
(
1 +

1 + β2
R

2μBl2
πh4b
64
BbK

21− β2
R

2
ξ

)
− k

(
αR

μBl2
πh2b
4
BbK

1− β2R
2

ζ − 1 + β2
R

2μBl2
πh4b
64
BbK

3βR
1− β2

R

1 + β2
R

η

)
−
(
ω2

c2R
+
αR

μBl2
πh2b
4
BbK

2βR
1− β2

R

1 + β2
R

ξ

)
.

(34)

We can combine the higher order model in a similar way to produce a multi-stress

model,

�ψ,11 = �1

(
−1 + β2

R

2μB
σ31 − i

αR

μB
σ33

)
, (35)

which on substitution of the stresses yields the higher order dispersion relation,
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0 = k4
(
1 + (AR + 1)

1 + β2
R

2μBl2
πh4b
64
BbK

21− β2
R

2
ξ

)
− k3(AR + 1)

(
αR

μBl2
πh2b
4
BbK

1− β2R
2

ζ − 1− β2
R

2μBl2
πh4b
64
BbK

3βRη

)
− k2

(
ω2

c2R
+ (AR + 1)

αR

μBl2
πh2b
4
BbK

2βR
1− β2

R

1 + β2
R

ξ

)
+ k2AR

(
1 + β2

R

2μBl2
πh4b
64
BbK

21− β2
R

2
ξ

)
ω2

c2R

− kAR
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(36)

This dispersion relation is shown with the leading order and full unimodal solutions

in Figure 3. While the higher order model is a significant improvement over the leading

order model, particularly for lower frequencies, both models show the same divergence

from the unimodal solution at the Rayleigh line. While this inaccuracy can be calcu-

lated, this would significantly reduce the simplicity of the model.

Furthermore, this higher order dispersion relation is significantly more complicated

than the leading order relation. While the quartic dispersion relation can still have a

closed form solution, it will be significantly less concise or simple to interpret.

0.0 0.5 1.0 1.5 2.0
0

20

40

60

80

100

120

140

k

ω

Figure 3: Dispersion curves (frequency ω vs. wavenumber k) for surface waves on the half-space coated

with fully matched beam-like resonators. Solid blue lines show the full unimodal solution, solid black

lines the higher-order asymptotic solution and solid gray lines the leading order asymptotic solution.
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5 CONCLUSION

The refined model for Rayleigh waves has been successfully applied to the array of

beam-like resonators for a range of junction conditions. While this showed a general im-

provement in accuracy compared to the leading order model, it also made the solutions

obtained more complicated. This is particularly notable for the fully matched model

where the increase in accuracy was only shown away from the Rayleigh line, where

there is a fixed deviation from the unimodal solution. This deviation is fundamentally

related to the formulation of the model and forms of the stresses so cannot be reduced

by taking higher order models.

Overall, the results show the scope of the use of the higher order model. Accurate,

closed form solutions in terms of scalar variables can be obtained for a significantly

reduced amount of computing power. However, as the complexity of these systems

increases, it may not be possible to produce closed form solutions.
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 The impact of surface waves on long-period structures remains among the less well 
understood aspects in the earthquake-resistant design of civil structures. Surface waves are 
typically characterized by rich low-frequency content and long durations and accordingly they 
can be particularly damaging for long-period structures, such as high-rise buildings, bridge 
pylons, liquid storage tanks, telecommunication masts etc. It is understood that an insufficient 
seismic design may be obtained for this class of structures if the effect of surface waves is not 
taken into account in the definition of earthquake loading. The present paper proposes a con-
cise surrogate mechanical model for the study of the seismic nonlinear response of bridge py-
lons with and without the consideration of the effect of surface waves on dynamic response. The 
model is fully parametrizable based on a reduced number of dimensionless parameters that 
allow generating a large set of different structural and foundation configurations. The model 
couples a multi-fiber beam model for the bridge pylon with a nonlinear macroelement for the 
pylon foundation, accounting for sliding, uplifting and partial or full loss of bearing capacity 
in the foundation soil. This coupled pylon-foundation model is subjected to three cases of record 
sets for performing Incremental Dynamic Analyses (IDA), in which the records may preserve 
or not the surface wave components in the horizontal and rotational degrees-of-freedom of the 
incident motion. The IDA methodology is exploited for presenting in a synthetic manner the 
overall dynamic response for two characteristic bridge pylon designs and for highlighting the 
situations in which the non-consideration of surface waves may indeed lead to an insufficient 
design.
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Abstract. This contribution is concerned with a numerical approach to represent the elas-
tic half-space subjected to dynamic forces. The proposed numerical solution is achieved by
combining the advantages of the isogeometric analysis concept and the absorbing boundary
technique, Perfectly Matched Layer (PML). Due to the nature of the half-space modeling, the
attenuation or propagation of the wave motion to infinity as well as an optimal representation
of the dynamic response of the media must be validated. Both conditions are needed to obtain
acceptable results for dynamic analysis. In this contribution, the PML in combination with the
B-Splines is adopted. On one hand, B-Splines is capable of describing more precisely the ge-
ometry, dynamic effects and the unknown field of the problem. On the other hand, the spurious
reflections are avoided employing the PML method. This is defined using an artificial layer
surrounding the computational domain. Using these two formulations, a better representation
of the half-space domain can be achieved with less computational effort and higher accuracy.
In order to evaluate the performance of this approach, a numerical example is presented for the
2D case considering a homogeneous linear elastic domain. The equation of motion is solved
using the displacement-based formulation and approximated by an implicit time integration
method. The variation of spatial and temporal refinement of the selected domain, the order of
interpolation functions and geometrical properties of the absorbing layer are the considered
aspects to investigate the performance of this approach. The results are also compared with the
standard FEM.
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1 INTRODUCTION

The success for the representation of unbounded domains in transient analysis relies mainly

in two aspects: the validation of the energy propagation and a well-representation of the wave.

Depending on the considered problem, solution approaches are commonly based on numerical,

analytical or semi-analytical methods.

In numerical methodologies, the most common practice to fulfill the first condition is im-

posing artificial conditions in order to imitate the behaviour of the far field. Among the most

common techniques are those where mechanical methods based on spring and dash-pot mod-

els or sufficiently extended domains are used. There are others where preferably absorbing

boundary conditions are imposed.

The Perfectly Matched Layer (PML) belongs to the last category. The particularity of PML

is that the waves are attenuated inside of an artificial medium without generating any reflection

during the transition at incidence plane, see Fig.1. This approach was introduced by Beregner

in studies of the electromagnetic field to solve Maxwell’s Equations [1].Afterwards this was

extended for the modelling of other unbounded media, such as media in elastodynamics [2] [3].

This method has evolved considerably resulting in complex formulations where the equations

to be solved include convolutional terms. Those formulations are efficient but certainly costly.

On the other side, not only the energy dissipation must be guaranteed but also the best way

to depict the geometry problem and dynamic effects. The Finite Element Analysis is famous for

its high potential to model complex media. However, a fine discretization is commonly needed

to achieve the desired approximation of the solution. This fact is a major concern generally in

time-domain analysis. Therefore, here, the isogeometric analysis is employed not only because

of its easy way to catch the geometry but also because it avoids spurious results in dynamics

analysis. For example, optical branches occurring in standard FEM for high order interpolation

functions are eliminated using the IGA approach. The use of IGA has great advantages since

the high order basis functions used in numerical analysis demonstrate superior approximation

behaviour. That is basically because it possesses higher continuity in comparison with the

standard FEA [4] [5]. The basis functions or B-Splines are used not only to depict the geometric

but also to approximate the unknown field of the problem to be treated.

In this contribution, the Perfectly Matched Layer Method in combination with the isogemet-

ric analysis (IGA-PML), is used primarily as twofold for unbounded media modelling. Firstly,

the use of PML eliminates the influence of reflected wave coming back to the domain of in-

terest. Secondly, isogeometric analysis is used to achieve a better representation of the wave

propagating through the media and to capture PML effects all over the computational domain.

2 ISOGEOMETRIC ANALYSIS

The isogeometric analysis concept is an analysis procedure supported by a representation

using CAD [4]. The basic idea is to define as good as possible a geometry model to be used in

a direct way into an analysis model. The most common computational geometry technologies

used for that purposes are the Non-Uniform Rational B-Splines (NURBS), however there are

others approaches which can be employed instead. NURBS functions are a strong engineering

design tool due to their capability to represent almost directly curved shapes. Other advantages

for using NURBS as basis functions are their flexibility to reach a better refinement by knot

insertion procedure, their Cp−1 continuity for p-th order NURBS, and a higher continuity along

the described geometry. This avoids some shortcomings in dynamic analysis due to the fact that

no abrupt changes occur in the approximated geometry.
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The parameter space using NURBS is determined by using patches instead of elements;

therefore, the mapping itself is global to the whole patch. Regularly, the domain contained in

each patch is homogeneous and uniform. For heterogeneous media additional patches can be

added.

The NURBS basis funtions, based on B-Splines, are defined using the Cox-de Boor Recur-

sion formula. For more details see [4], [5]. In case that p = 1, the B-Splines functions are

the same like those used for standard piece-wise linear element functions. For higher order

basis functions no similar equivalence is shown. Those functions are piece-wise non-negative

through the domain. Another relevant aspect, and among the most important features of these

functions, is the p − 1 continuous derivatives across the element boundary for each pth order

function.

In this contribution, a single patch is used to depict the geometry of the half-space containing

the absorbing boundary layer. Then, the approximation of the geometry and the unknown filed

are continuous along the domain of interest and the perfectly matched layer.

3 PERFECTLY MATCHED LAYER FORMULATION

The perfectly matched layer is an artificial absorbing boundary method, see Fig. 1. It is

based on creating a layer surrounding the domain of interest where outgoing waves from the

source are exponentially attenuated. This effect is achieved using analytic continuation to map

the equation of motion into a complex plane [6]. This modification is accomplished by changing

the coordinate system of the problem. Hence, spurious reflections are avoided at the interface

between the layer and the domain with an additionally imposed attenuation along this layer.

This PML approach is achieved in terms of a complex coordinate stretching but it is in fact

mathematically equivalent to the original split-field and perfectly matched anisotropic absorbers
approaches [7].

absobing layer,

ΩBD

ΩPML

bounded medium,

incident wave

incidence plane

θ propagating wave

reflecting wave

fi
x
ed

b
o
u
n
d
ar

y

free surface

E, ν, ρ

Figure 1: Scheme of perfectly matched layer method. θ denotes incidence angle of the wave.

Here, the complex coordinate stretching approach is adopted for a two dimensional case

under plane strain motion. For more detailed information see e.g. [1],[2],[3],[8],[9].

PML equations are naturally developed in the frequency domain. For an elastic medium

undergoing time-harmonic motion whose displacements of the form, u(x, t) = ū(x)exp(iωt)
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the governing equations, without material damping and body forces, are

divσ̄ = ω2ρū
σ̄ = Cε̄

ε̄ = 1
2

{
grad(ū) + grad(ū)T

}
,

(1)

where, σ̄ is the stress tensor, ρmaterial density, ε̄ contains the strains, C is the elasticity matrix,

and ω is the angular frequency. These quantities are mapped into an orthogonal real coordinate

system. The Eq.1 accepts body-wave solutions of the form,

ū(x) = qe−ikr·x· p, (2)

where, ū are the displacements at position vector x, kr is the wavenumber, kr = ω/cr, with, cr
wave velocity for r-wave type: r ∈ {p, s} for P and S-waves, respectively. p is unit vector for

the propagation direction and q = ±p is the particle motion, see [2].

The wave described by Eq. 2 will travel without any variation or attenuation in an unbounded

medium. With the intention of avoiding that effect, an additional attenuation is imposed to the

wave response.

3.1 Complex stretch coordinate system

In order to impose the desired attenuation for outgoing waves, the wave equation solution

is modified using a transformation into a complex coordinate system. This means that the

dependent variable x is defined with a real and an imaginary part. A simple representation of

this conversion is given as,

λ(x) = x̃ = a(x)− ib(x). (3)

If Eq.3 is used into Eq.2, replacing x, the wave solution in Eq. 2 is transformed as,

ū(x̃) = qe−ikr·x̃· p = qe−ikr·(a(x)−ib(x))· p = qe−krb(x)·pe−ikra(x)·p. (4)

The function b(x) in Eq. 4 imposes an additional attenuation in the wave solution if it is

bigger than zero but exponential amplification if it is smaller than zero [6]. In this paper, a and

b functions are defined as a(xi) = 1 + f(xi)/b0ki, and b(xi) = fi(xi)/b0ki, where i ∈ {1, 2}
defines the direction in which the wave is attenuated. The term b0 is the characteristic length

of the problem. The function fi(xi) is called attenuation function. These functions impose the

rate of attenuation at the position xi. Evanescent and propagating waves are attenuated by a(xi)
and b(xi), respectively. The Eq. 3 is considered for the determination of,

x̃i =

∫ xi

0

λ(ξ)dΩξ, (5)

where λ is the complex value coordinate stretching function. This relation implies the following

mathematical change,

∂x̃i
∂xi

= λ(xi) →
∂

∂x̃i
=

1

λ(xi)

∂

∂xi
. (6)

Finally, the transformation of the coordinate system is done by applying Eq.6 into Eq. 1 for

all ∂/∂xi. It results in,

div(σ̄Λ̃) = ω2ρλ1(x1)λ2(x2)ū
σ̄ = Cε̄

ε̄ = 1
2

{
grad(ū)Λ+ΛTgrad(ū)T

} (7)
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The terms Λ̃ and Λ are called stretch tensors defined as,

Λ̃ =

[
λ2(x2) 0

0 λ1(x1)

]
, Λ =

[
1/λ1(x1) 0

0 1/λ2(x2)

]
(8)

The subindex 1 and 2 in Eq. 7 and 8 denotes the direction of attenuation, and

σ̄ =

⎡⎣ σ11σ22
σ12

⎤⎦ , ε̄ =

⎡⎣ ε11
ε22
2ε12

⎤⎦ (9)

The system of equations in 7 is formulated with respect to a rotated orthogonal system with

basis e′i. Afterwards, these functions are mapped to the orthogonal basis system ei using the

rotated matrix Q whose components are Qij = ei · e′j .
The time domain equations are obtained through the inverse Fourier transform of Eq. 7 after

the change of basis. The resulting equations are,

div
(
σF̃e +ΣF̃p

)
= ρfmü+

crρ

b0
fcu̇+

μ

b20
fku

σ = Cε

(Fe)T ε̇̇ε̇εFe + (Fp)T εεεFe + (Fe)T εεεFp + (Fp)T EFp =
1

2

{
(Fe)T (grad u̇) + (grad u̇)T Fe

}
+

1

2

{
(Fp)T (grad u) + (grad u)T Fp

} (10)

The terms Fn and F̃n , assuming n ∈ {e, p}, contain the components of the stretching tensors

for e, evanescent and p, propagating wave, see [3]. μ is the shear modulus, E and Σ are the

integration of stresses and strains over the time, respectively. ε̇̇ε̇ε, u̇ and ü is the derivative of

strains, displacements and velocities with respect to time, respectively. The constants, fm, fc
and fk are,

fm = [1 + f e1 (x
′
1)] [1 + f

e
2 (x

′
2)] ,

fc =f
p
1 (x

′
1) [1 + f

e
2 (x

′
2)] + [1 + f e1 (x

′
1)] f

p
2 (x

′
2),

fk =f
p
1 (x

′
1)f

p
2 (x

′
2),

(11)

where the quantities with prime denote the direction of attenuation in the orthogonal system

with basis e′i.

4 NUMERICAL APPROXIMATION WITH B-SPLINES

The above mentioned equations are approximated in space and time by employing IGA and

the Newmark’s Method.

The weak form of the equations in 10 is obtained using an arbitrary test function, v and

integrating the system throughout the computational domain Ω. The geometry and all unknown

fields are approximated using NURBS basis functions such as,

uh (ξ, η) = N̄u, xh (ξ, η) = N̄x (12)

where, N̄ = N (ξ)M (η), with N and M containing the B-Splines basis functions for paramet-

ric directions, ξ and η, respectively. The superscript h indicates the approximated term.
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The approximation in time is carried out with the Newmark’s method. It is important to

mention, that due to the nature of new quantities generated by the complex coordinate stretch-

ing, which associate the attenuation functions, the equation to be solved must be linearised at

the time step ti+1. Therefore, the Newton-Raphson method is employed to solve the system at

each time step, Δt, confer e.g. [3]. Due to the use of Newmark’s method, the system is solved

through increments using an effective stiffness and forces. In piece-wise element representation,

the effective stiffness matrix is,

k̃e
i+1 = (ke + k̄e) +

γ

βΔt
(ce + c̄e) +

1

βΔt2
(13)

and effective vector of forces,

p̃e
i+1 = meu̇i+1 + ceu̇i+1 + keui+1 + pe

i+1 (14)

where,

me =

∫
Ωe

ρfmN̄N̄dΩe, ce =

∫
Ωe

csρ

b0
fcN̄N̄dΩe, ke =

∫
Ωe

μ

b20
fkN̄N̄dΩe

c̄e =

∫
Ωe

B̃CBεdΩe, k̄ =

∫
Ωe

B̃CBρdΩe
(15)

The operators, Bε,Bρ, and B̃ = Be + ΔtBp, contain the derivatives of the basis functions

modified by the components of the attenuation tensors, see [3]. The terms β and γ are constants

of the Newmark’s method. The element internal forces, p̃e
i+1 are expressed by,

p̃e
i+1 =

∫
Ωe

B̃T · σ̂i+1dΩ
e +

∫
Ωe

B̃pT · Σ̂i+1dΩ
e (16)

with,

Σ̂i+1 = Σ̂i +Δtσ̂̂σ̂σi+1,

σ̂t+1 = Cε̂ht+1,

ε̂hi+1 =
1
Δt

[
Bεu̇̇u̇ui +Bρui+1 +

1
Δt
F̂εε̂i − F̂ρÊi

] (17)

Being unique for each PML-element, the terms F̂ε and F̂ρ contain only the components of

the attenuation functions for evanescent and propagating waves, respectively.

The computational domain and the PML layer are defined in the same patch using B-Splines

basis functions. Due to the influence of control points over each element for higher order, the

standard PML technique is modified since the attenuation property can be activated directly

before of the delimited physical border between the adjacent computational medium and ab-

sorbing layer. Let us set this assumption using Fig. 2. The right element is in charge to

represent the absorbing layer, and the left two elements the bounded domain. Then, for linear

order, the influence of absorbing property of the wave starts immediately at the boundary be-

tween the bounded and PML domain. This fact can change when higher order basis functions

are employed, where the participation of attenuation functions also influences the control points

belonging to the PML-Element allocated just before of the delimited boundary. This aspect is

discussed further in the numerical application.
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Figure 2: IGA-PML. Influence of basis functions in ξ parametric direction beyond the absorbing layer for order; (a)

q =1 , (b) q =2, and (c) q =4. Ni and Mj are the basis functions along ξ- and η-parametric direction, respectively.

Subscripts i, j ∈ 1, 2, ..., Ncp, where Ncp is the number of basis functions. Square dots are the control points.

5 NUMERICAL EXAMPLES

A 2D case for a band geometry is presented, see Fig 3. This is subjected at its left side

to a sinusoidal time-dependent displacement, u(t) = 0.01sin(16πt) [m] for t ∈ [0, 0.25] [s]

and u(t) = 0 [m] for t ∈ (0.25, 1.00] [s]. Its right side is fixed. The medium possesses a

Young’s moduls, E = 10 [kPa], density, ρ = 10 [kg/m3] and Poisson’s ratio, ν = 0 [-]. No

material damping is considered. The approximation of the geometry is based on the standard

displacement based formulation using linear elements as reference solution. The density mesh

in horizontal direction is quantified based on the wavelength, λω, as, Δx = λω/9, see [10].

Δy=2 [m] since the wave only travels along x-direction. For this example, the incidence angle

of propagating wave, θ is zero. The used time step is Δt =0.001 [s].

u(t)

L Lp

h

ΩPML

B

x

y

ΩBD

A C

Figure 3: Band geometry. L=10 [m], and Lp=h=5 [m]. ΩBD and ΩPML are the bounded and PML layer domain,

respectively. A, B and C are reference points.

The mesh density used in IGA-PML is the same as in the reference solution, FEM with

Lagrange Interpolation Functions, but not the basis functions. The order of B-Splines basis

functions, p and q, is the same in both parametric directions for IGA-PML, with p = q =1, 2

and 4. As reference solution, the standard approximation used for the PML is also considered.

The results are presented in Fig.4, 5 and 6, for the horizontal displacements of the system at
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point A, B and C, see Fig. 3.

The displacements at point A, are shown in Fig.4. These are quite similar for all cases at

t < 0.6[s]. By using the standard FEM, the system continues oscillating since no attenuating or

absorbing boundary is used. In order to prevent this issue, the domain is usually extended.
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Figure 4: Horizontal displacement of system at point A (0.3 , 2.5) [m]

At the point B the wave amplitude is slightly attenuated in these cases where the PML method

is used. However, this small difference could be neglected since all displacements are artificial

beyond this point. Furthermore, this effect could be removed using a smaller integration step.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

−1

−0.5

0

0.5

1

·10−2

t [s]

u
(t

)
[m

]

FEM
FEM-PML

IGA-PML, p = q = 1

IGA-PML, p = q = 2

IGA-PML, p = q = 4

Figure 5: Horizontal displacement of system at point B (9.9 , 2.5) [m]

Another aspect to analyse in Fig.5 is the description of the wave. For the linear FEM, FEM-
PML, and IGA-PML, it is noticed that the transition of the wave between 0.18 and 0.28 [s] has

some small oscillations. These spurious effects are absent when higher order B-Splines basis
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functions are used. This numerical error is commonly avoided when the mesh refinement is

increased keeping a small time step calculation.

In Fig.6 the displacements, corresponding to point C, are plotted for IGA-PML of order

p = q =1, 2 and 4. Even when these displacements are small in the range of 1.5x10−5 and

0.2x10−5 [m], there are still some differences when the order is increased. Presumably, this fact

is due to the high-continuity presented in the basis functions.
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Figure 6: Horizontal displacement of system at point C (14.7 , 2.5) [m]

Additionally, the displacements using IGA-PML at different instants of the time calculation

are plotted in Fig. 7. These figures correspond to the case with interpolation function of order,

p = q =2. It is noticed that the displacements at the end of the calculation, Fig.7.d, are in

general zero, but small displacements are presented. However, these could be neglected in

comparison with the initial imposed displacement amplitude, see Fig. 4.
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Figure 7: Displacement of horizontal degrees of freedom at: (a) t = 0.25, (b) t = 0.38, (c) t = 0.50, and (d)

t = 1.00 [s]
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6 CONCLUSIONS

• Combination of PML using high order basis functions based on IGA is carried out for

two dimensional cases for elastic, homogeneous unbounded domains.

• The attenuation effects of the absorbing layer are slightly imposed just before the in-

cidence border if mesh is considerably fine. However, an absorbing influence beyond

the PML border can be expected when a coarse mesh is used. This assumption can be

considered for further studies.

• The effects of the basis functions are tested near the fixed boundary where it is observed

that, even when the displacements are minimal, the attenuation rate increases with higher

order B-Splines basis functions, Fig.4.

• Due to discretization in time, the solution depends strongly on time step. The smaller this

interval is, the better the wave approximation is for both FEM and IGA-PML.
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 In this study, we propose and implement a convergence scheme for the numerical 
wavenumber integration in the context of 2.5D FE solution and validate it through a numerical 
example. In brief, the scheme is to estimate the convergence based on the relative difference 
between two interpolations for a given set of wavenumbers, which is done iteratively by refining 
the wavenumber sampling until the relative difference becomes no greater than a specified 
value. We evaluate the performance and convergence of the numerical integration scheme by 
comparing the results of the responses of a tunnel in a layered ground due to a concentrated 
harmonic load using both a full 3D model and a 2.5D model, including computational time 
aspect. Finally, we consider applying the same scheme to other relevant numerical integrations. 
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 Metamaterials have been successfully used during the past decade in the field of 
electromagnetism to control the propagation of electromagnetic waves. Interesting and 
possibly practically useful phenomena, such as negative refraction and generation of frequency 
bandgaps, may be induced in metamaterials. Recently, remarkable attempts have been made to 
bring this concept to the civil engineering scale in order to control the incoming seismic waves, 
mitigate their effects on structures and enhance seismic resilience of communities. A study on 
the potential of installing multiple resonating unit cells around an existing structure to improve 
its seismic performance is presented in this paper. Taking advantage of the 180o phase 
difference that occurs right after the resonance of the unit cell masses, bandgaps can be 
generated at frequencies of interest for earthquake engineering applications. The Domain 
Reduction Method (DRM) is employed to realistically model the wave field (vertically 
propagating shear waves in this case). The model is verified and key features of DRM important 
for modeling the seismic response of metamaterials are exemplified. 
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 Quay walls are one of the key elements of the port facilities. Experience obtained 
from past strong seismic events has demonstrated the increased seismic vulnerability of port 
facilities due to ground shaking as well as the important economic and societal losses (e.g. 
the 1995 Kobe earthquake. The most significant source of earthquake-induced damage to port 
facilities is the increase of induced earth pressures caused by inertial forces to the retained 
groundmass and by hydrodynamic force and pore-water pressure build-up in the saturated 
cohesionless soils that often prevail at coastal areas. This pressure build-up both in the back-
fill and the foundation soil may increase the lateral pressures to quay walls and generate liq-
uefaction effects at the foundation soil. The aim of this study is to investigate the influence of 
liquefaction on the seismic response of a typical port gravity quay wall resting on a potential-
ly liquefiable soil. The analyses were conducted, under effective stresses using OpenSees. 
Comparative results highlighted the effect of liquefaction in modifying the ground motion and 
the quay wall dynamic response. The main conclusion of the comparative numerical study in 
a typical gravity quay wall is that while the impact of the liquefaction on the amplitude of the 
acceleration of the wall is negligible compared to the non-liquefaction case, the effect on the 
permanent seaward horizontal and vertical displacements of the wall is very important, al-
most doubled, increasing in that way considerably the vulnerability of the wall. 

2939



2940



2941



2942



Vs c

ElasticIsotropic”
E E

2943



c

2944



2945



2946



2947



2948



2949



2950



2951



2952



Proceedings of the 8th International Conference on Coastal and Port 
Engineering in Developing Countries

J. Transp. Geogr. 

US De-
partment of the Interior & US Geological Survey

Mid-America Earthquake Center

Journal of Soils and Foundations

Proceedings of the 5th International Conf on Recent Advances 
in Geotechnical Earthquake Engineering and Soil Dynamics and Symposium

Journal of Earthquake Engineering

Earthquake Geotechnical Engineering for Protection and De-
velopment of Environment and Constructions

PhD Dissertation

Proceedings of the 13th World Conference on Earthquake Engineering

Proceedings of the 4th COMPDYN

Soil Dynamics and Earthquake Engineering

Pure and Applied Geophysics

Reliability Eng & System Safety

2953



European Committee for 
Standardization

Pacific Earthquake Engineering 
Research Center

Jour-
nal of Applied Physics

Soil Dynamics 
and Earthquake Engineering

Ph.D. thesis

Ph.D. thesis

Proceedings of the 2nd In-
ternational Congress for Applied Mechanics

Journal of the 
Engineering Mechanics Division ASCE

Bulletin of the Seismological Society of America

Earthq Eng Struct Dyn

Seismological Re-
search Letters

Bull of Earthquake Engineering

Soil Dynamics and Earthquake Engineering

2954



A 2.5 DIMENSIONAL INDIRECT TREFFTZ METHOD TO MODEL
LINEAR ELASTIC SOILS

Hannes Englert1, Fei Qu2, and Gerhard Müller2

1Chair of Structural Mechanics, Technical University of Munich
Arcisstr. 21, 80333 Munich, Germany

e-mail: hannes.englert@tum.de

2 Chair of Structural Mechanics, Technical University of Munich
Arcisstr. 21, 80333 Munich, Germany

e-mail: {fei.qu,gerhard.mueller}@tum.de

Keywords: Indirect Trefftz Method, Wave Based Method, 2.5 Dimensional Problems, Soil-

structure Interaction

Abstract. This contribution presents a 2.5-dimensional, frequency domain approach to model
linear elastic soils, based on Indirect Trefftz Elements. 2.5-dimensional solution procedures
allow a convenient way to model structures that are periodic in one direction.
The solution of the problem is carried out in the frequency domain. One dimension is trans-
formed to the wave number domain using a Fourier Transformation. The problem is solved
for each wave number separately and the results are reproduced by superposing the different
wave number solutions. For each wave number, Indirect Trefftz Elements are used to solve
the differential equation governing the considered problem, allowing to model problems with
boundaries of moderate complexity. With the help of a Helmholtz decomposition, the Lamé
differential equation is split up in its irrotational and solenoidal parts, with each of the fields
approximated by a truncated set of wave functions. The used wave functions inherently satisfy
the governing equation of the problem. Inter-element continuity is enforced using a Galerkin
approach.
Compared to conventional Finite Element Approaches the method incorporates the wave char-
acteristics of the solution directly since the shape functions are chosen as a linear combination
of propagating and evanescent waves. Inclusion of radiating boundary conditions is straight-
forward. The resulting systems of equations are smaller as compared to Finite Elements, which
can reduce solving time for the soil model effectively. As a drawback, the method suffers from
matrices that are fully populated and include complex entries.
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1 INTRODUCTION

Vibrations introduced by heavy machines or railway lines are transported through the soil

and affect systems in the vicinity as for example adjacent structures. Resulting oscillations may

cause inconvenience or even damage to the exited systems. Densification in urban areas has

lead to an additional awareness for this mechanism and the requirement to limit those effects

became even more present. Since reduction measures are preferably planed during the design

process, the demand for a proper prediction of vibrations and their propagation using numerical

simulations has steadily increased.

Classical FEM approaches suffer from reflections at artificial boundaries since only areas of

limited size can be modeled. Different approaches have been developed to deal with the infinite

extensions of the soil in the context of numerical simulations. Extensions to the FEM include

Transmitting Boundaries (TB) [1], Perfectly Matched Layers (PML) [2] and the Thin Layer

Method (TLM) within others. Fontara [3] investigates two different formulations of PML in the

frequency domain.

Besides, coupled Finite Element - Boundary Element methods (FEM-BEM) are widely used,

to model the semi infinite system [4]. Francois [5] presents a 2.5 dimensional FEM-BEM

procedure for systems with invariant geometry in one dimension. The approach uses Green’s

functions of a layered halfspace for the BEM model. This avoids the requirement to mesh the

free surface.

Another approach, the Integral Transform Method (ITM) is based on available analytical so-

lutions in the frequency domain, making use of the characteristics of the wave components of

those solutions for negative frequencies [6]. Frühe [7] developed a solution for a halfspace

with cylindrical or spherical inclusion using the ITM to couple the different analytical systems.

Hackenberg and Dengler [8] enhanced the ITM approach with a FE procedure for 2.5 dimen-

sional problems. The infinite extension of the problem is handled using analytical solutions

in the context of the ITM whereas those parts requiring a finer resolution are described by the

FEM. The degrees of freedom of the FE mesh along the common boundary with the ITM do-

main are transformed in the wave number domain to couple the two subsystems in a direct

manner. Hackenberg [9] and later Freisinger [10] expanded the method for 3-dimensional prob-

lems and evaluated the insertion loss of different structures.

Different publications refer to Trefftz [11] like methods to solve bounded and unbounded prob-

lems. Jirousek [12] introduced Hybrid Trefftz FEM elements for various applications. Different

authors [13] extended this idea for an application to 2-dimensional dynamic soil problems in

the frequency domain and developed Hybrid-Trefftz displacement or stress elements. Moldovan

[13] extended those elements to be applicable to biphasic media.

The Wave Based Method (WBM) belongs to the family of Indirect Trefftz methods and has

originally been introduced by Desmet [14] for acoustic problems to cover the so called mid

frequency gap, where pollution effects and increasing numerical effort prevent the applicabil-

ity of traditional element-based procedures as the FEM. It is a deterministic prediction method

based on the ideas of Trefftz using propagating and evanescent waves to set up the approxima-

tion space. The WBM is based on a rather coarse discretization of the problem domain, using

convex subdomains, as shown in figure 1. The method was extended to plate in membrane and

plate bending problems ([15, 16]). Later Klanner [17] showed an application of the WBM for

thick plates. A summary of current extensions to the method is given in [18].

Huybrechs [19] investigates the numerical behavior of WBM and its approximation space and

proposes an oversampled collocation method rather than a weighted residual method to solve
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the problem. He also states, that the used function set rather resembles a frame than a basis in a

mathematical sense. An overview of different Trefftz Methods, with focus on the used approx-

imation space is given in [20].

This work aims to give an application of the WBM to 2.5 dimensional soil problems, described

by the Lamé equation. The idea is to develop a more flexible solution procedure with respect

to geometric restriction of methods like the ITM, that is always limited to simple geometries,

with analytical solutions being available. Nevertheless the presented procedure can still handle

radiating boundaries or infinite extensions straight away.

In the first chapter the theory of 2.5 dimensional problems is described. A Helmholtz de-
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Figure 1: Concept of domain decomposition in the WBM

composition of the partial differential equation of the problem is given. The resulting three

decoupled wave equations are used to define a suitable shape function approximation set in

the frequency wave number domain (ω, kx). After transformation the problem can be treated

similar to conventional 2 dimensional approaches. In the next chapter the incorporation of the

boundary residuals along real and artificial boundaries Γ, in the sense of a weighted residual

approach is focused, followed by a short verification example and the conclusion.

2 2.5 DIMENSIONAL SOILS

The presented solution procedure handles systems with infinite extension in x-direction. In-

stead of solving the problem directly, a Fourier Transform (FT) of the considered system from

time domain t to frequency domain ω and from the spatial coordinates x to the wave number

domain kx is carried out. Starting from a general 3-dimensional continua the governing equa-

tions are transformed in the frequency - wave number domain and solved for each frequency ω
and wave number kx separately. For the homogenous part of the resulting differential equation

in the wave number frequency domain a Trefftz complete set of shape functions can be found,

that spans the entire solution space and where each shape function itself inherently satisfies

the underlying differential equation of the problem. A general shape function will be stated as

N(x, y, z, t) in the following, here given in dependency of the time t and the spatial coordinates

x, y and z. In a first step the FT with respect to time is carried out, defined by:

F (ω) =

∞∫
−∞

f(t) · e−iω t dt (1)
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The same procedure is repeated with respect to the spatial coordinate x:

F (kx) =

∞∫
−∞

f(x) · e−i kx x dx (2)

The transformed problem is solved using the shape functions N̂(kx, y, z, ω), given in the kx, y, z, ω
domain. The same procedure is repeated for the inhomogeneous part of the differential equa-

tion. Therefore external loads are are also transformed to the kx, y, z, ω domain, as shown in

figure 2 for the spatial coordinate x.

z
x

y

kx0

z
x

y

kx1

z
x

y

kx2

σ̄0zz(kx0, y, z = 0) σ̄1zz(kx1, y, z = 0) σ̄2zz(kx2, y, z = 0)

Figure 2: Concept of the Fourier Transform in x-direction for an external loading.

2.1 Governing Equations

The general problem is described by the Lamé Equation for 3-dimensional continua which

is derived from the equilibrium,

σij|j +Qi − ρüi = 0 (3)

with the stress tensor σij , internal volume forces Qi and the inertia terms ρüi. Considering only

the homogenous part of the equilibrium equation (3) and introducing the constitutive equation

and the kinematic relations leads to the Lamé equation (4):

μui|jj + (λ+ μ)uj|ij − ρüi = 0 (4)

In the above equation a linear elastic, homogeneous, isotropic material descriptions has been

used, with the Lamé constants λ and μ describing the material properties. Hysteretic damping

effects are considered using a complex Young’s modulus,

E = E (1 + i sgn (ω) ζ) (5)

with the imaginary unit i =
√
−1 and the hysteretic damping ratio ζ .

2.2 Helmholtz Decomposition

The three coupled equations described by equation (4) can be transformed into linear inde-

pendent equations using a Helmholtz decomposition. The solution of the Lamé equation can be

written as the sum of a irrotational field given by the gradient of a scalar field Φ and a solenoidal

field given by the rotation of a vector field Ψ.

ui = Φ|i +Ψl|kεikl (6)
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This gives the following linearly independent wave equations.

Φ|jj −
1

c 2
p

Φ̈ = 0 with cp =

√
λ+ 2μ

ρ
(7)

Ψi|jj −
1

c 2
s

Ψ̈i = 0 cs =

√
μ

ρ

Herein cp denotes the compressional wave velocity and cs the shear wave velocity respectively.

The density of the soil is given by ρ. Applying the two-folded FT as mentioned in chapter 2 the

wave equations can be written as Helmholtz equations[
−k 2

x + k 2
p +

∂2

∂y2
+
∂2

∂z2

]
Φ̂(kx, y, z, ω) = 0 (8)[

−k 2
x + k 2

s +
∂2

∂y2
+
∂2

∂z2

]
Ψ̂1(kx, y, z, ω) = 0 (9)[

−k 2
x + k 2

s +
∂2

∂y2
+
∂2

∂z2

]
Ψ̂2(kx, y, z, ω) = 0 (10)

with the wave numbers kp =
ω
cp

and ks =
ω
cs

.

2.3 Boundary Conditions

The boundary is defined by either Dirichlet boundary conditions with prescribed displace-

ments (equation (21)), Neumann boundary conditions with prescribed stress (equation (22)) or

mixed Boundary Conditions (equations (23)).

The physical quantities in the cartesian reference system are recovered from the potentials Φ̂
and Ψ̂ using the following relations:

ûx = i kxΦ̂− ∂

∂z
Ψ̂2 (11)

ûy =
∂

∂y
Φ̂ +

∂

∂z
Ψ̂1 (12)

ûz =
∂

∂z
Φ̂− ∂

∂y
Ψ̂1 + i kxΨ̂2 (13)

and similar for the stress components:

σ̂xx = (2μ+ λ)

(
i kx ûx

)
+ λ

(
∂

∂y
ûy +

∂

∂z
ûz

)
σ̂xy = 2μ ·

(
1

2

∂

∂y
ûx +

1

2
i kxûy

)
(14)

σ̂yy = (2μ+ λ)

(
∂

∂y
ûy

)
+ λ

(
i kx ûx +

∂

∂z
ûz

)
σ̂yz = 2μ ·

(
1

2

∂

∂z
ûy +

1

2

∂

∂y
ûz

)
(15)

σ̂zz = (2μ+ λ)

(
∂

∂z
ûz

)
+ λ

(
i kx ûx +

∂

∂y
ûy

)
σ̂xz = 2μ ·

(
1

2

∂

∂z
ûx +

1

2
i kxûz

)
(16)

All used boundary conditions require the evaluation of displacements or stresses in normal or

in plane direction, with the normal vector of the boundary n = ni · e i and two perpendicular in

plane vectors t1 = t1 i · e i and t2 = t2 i · e i. Finally the cartesian components are transformed

to the normal and in-plane components using tensor calculus:

σn = ni · σij · nj σt1 = ni · σij · t1 j σt2 = ni · σij · t2 j (17)

un = ni · ui ut1 = t1 i · ui ut2 = t2 i · ui (18)
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For the sake of conciseness, the relations from equation (11) to (18) are replaced by a differential

operator Lu(N̂) for the displacements or Lσ(N̂) for the stresses respectively.

3 THE WAVE BASED METHOD

To solve the problem for each combination of frequency ω and wave number kx the Wave

Based Method (WBM) is used. A Trefftz complete basis of the partial differential equation

(PDE) is employed. The approximation space is formed by a truncated set of wave functions. To

ensure convergence a non-convex domain Ω has to be split up into multiple convex subdomains

Ω = Ω(α) ∪ Ω(β) as shown in figure 1. Since the used shape functions fulfill the differential

equation of the problem by definition, the total residual of the approximate solution results only

of the accumulated errors along the boundaries.

3.1 Field Variable Expansion

The approximate solution is recaptured using a superposition of the shape functions Φ̂i, Ψ̂i1

and Ψ̂i2 multiplied with the yet still unknown weighting factors ci.

û =
I∑

i=1

Lu(N̂i) · ci +
J∑

j=1

ûp,j with Lu(N̂) =

⎛⎝Lux(N̂)

Luy(N̂)

Luz(N̂)

⎞⎠ (19)

External loads can either be applied along the boundaries or as external volume loads. The later

are included using particular solutions functions for an infinite domain. In equation (19), ûp,j

refers to the displacement field of the particular solution due to the external volume load j.
The shape functions are chosen in accordance with [15], applying a suitable truncation rule for

the maximum of the integer values pk respectively sk with k = 1 . . . 4. The used shape functions

are listed in table 1, where pl = 1, 2, . . . , Pl,max ∈ N
+ and pm = 0, 1, . . . , Pm,max ∈ N with

l = 1, 2 andm = 3, 4 and similar rules applied for sk.

The wave numbers k1 and k2 used for the shape functions are defined in equation (20) as the

projected components of the physical wave numbers kp and ks to the y-z-plane.

k 2
1 = k 2

p − k 2
x k 2

2 = k 2
s − k 2

x (20)

3.2 Incorporation of Boundary Residuals

A single shape function by itself violates the boundary conditions of the problem, resulting

in a residual term along the boundaries. In theory, due to the completeness of the solution

space, the residual term vanishes if an infinite number of shape functions is used. The occurring

residual terms are given in equations (21) to (23) with the terms ¯(∗)(x) describing the non
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Irrotational scalar field Φ̂

set 1
Φ̂p1 = sin(kp1y y) · e−i kp1z z kp1y = p1 π

Ly
kp1z = ±

√
(k1)2 − (kp1y)

2

Φ̂p2 = e−i kp2y y · sin (kp2z z) kp2z =
p2 π
Lz

kp2y = ±
√

(k1)2 − (kp2z)
2

set 2
Φ̂p3 = cos(kp3y y) · e−i kp3z z kp3y = p3 π

Ly
kp3z = ±

√
(k1)2 − (kp3y)

2

Φ̂p4 = e−i kp4y y · cos (kp4z z) kp4z =
p4 π
Lz

kp4y = ±
√

(k1)2 − (kp4z)
2

Component Ψ̂1 of the solenoidal vector field

set 1
Ψ̂1,s1 = cos(ks1y y) · e−i ks1z z ks1y = s1 π

Ly
ks1z = ±

√
(k2)2 − (ks1y)

2

Ψ̂1,s2 = e−i ks2y y · cos (ks2z z) ks2z =
s2 π
Lz

ks2y = ±
√

(k2)2 − (ks2z)
2

set 2
Ψ̂1,s3 = sin(ks3y y) · e−i ks3z z ks3y = s3 π

Ly
ks3z = ±

√
(k2)2 − (ks3y)

2

Ψ̂1,s4 = e−i ks4y y · sin (ks4z z) ks4z =
s4 π
Lz

ks4y = ±
√

(k2)2 − (ks4z)
2

Component Ψ̂2 of the solenoidal vector field

set 1
Ψ̂2,s1 = cos(ks1y y) · e−i ks1z z ks1y = s1 π

Ly
ks1z = ±

√
(k2)2 − (ks1y)

2

Ψ̂2,s2 = e−i ks2y y · cos (ks2z z) ks2z =
s2 π
Lz

ks2y = ±
√

(k2)2 − (ks2z)
2

set 2
Ψ̂2,s3 = sin(ks3y y) · e−i ks3z z ks3y = s3 π

Ly
ks3z = ±

√
(k2)2 − (ks3y)

2

Ψ̂2,s4 = e−i ks4y y · sin (ks4z z) ks4z =
s4 π
Lz

ks4y = ±
√

(k2)2 − (ks4z)
2

Table 1: Shape functions

homogeneous part of the boundary condition.

R(α)
u (x) =

⎧⎪⎨⎪⎩
Run = ûn(x) − ūn(x) = 0

Rut1
= ût1(x) − ūt1(x) = 0

Rut2
= ût2(x) − ūt2(x) = 0

∨ x ∈ Γu (21)

R(α)
σ (x) =

⎧⎪⎨⎪⎩
Rσn = σ̂n(x) − σ̄n(x) = 0

Rσt1
= σ̂t1(x) − σ̄t1(x) = 0

Rσt2
= σ̂t2(x) − σ̄t2(x) = 0

∨ x ∈ Γσ (22)

R(α)
uσ (x) =

⎧⎪⎨⎪⎩
Run = ûn(x) − ūn(x) = 0

Rσt1
= σ̂t1(x) − σ̄t1(x) = 0

Rσt2
= σ̂t2(x) − σ̄t2(x) = 0

∨ x ∈ Γuσ (23)

For inter-element coupling the displacement field of element α is prescribed to element β and

the stresses of element β to element α resulting in a additional residual term for each element.
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3.3 Weighted Residual Formulation

By introducing the truncated set of wave functions as an approximate solution the residual

terms along the boundaries do not disappear anymore, but can only be minimized in an integral

sense, for example by using a weighted residual method. In the sense of a Galerkin procedure

the same functions used for the approximation are used as weighting functions, denoted by δ(∗).

δun =
K∑
i=1

Lun(Ni) · δci δut = . . . (24)

δσn =
K∑
i=1

Lσn(Ni) · δci δσt = . . . (25)

3.4 Solution and Post Processing

The weighted residual expression is evaluated along the complete boundary Γ = Γσ ∪ Γu ∪
Γuσ ∪ Γc and expressed in dependency of the defined boundary conditions as

−
∫
Γσ

δunRσn + δut1 Rσt1
+ δut2 Rσt2

dΓσ +

∫
Γu

δσnRun + δσt1 Rut1
+ δσt2 Rut2

dΓu ... = 0

which leads to the linear system of equations to be solved for the unknown contribution factors

ci:

→ δcT (K c − f) = 0 (26)

The final physical values in the frequency-wave-number domain are reproduced using equation

(19). After that an inverse FT with respect to time t and the spatial coordinate x is carried out

in the sense of:

f(x, y, z, t) =
1

(2π)2

∞∫
−∞

∞∫
−∞

F̂ (kx, y, z, ω) · e i kxx · e iωtdkx dω (27)

4 NUMERICAL EXAMPLES

As a validation example a linear elastic homogenous soil is considered. The halfspace is

loaded at the surface by a constant line loading. The calculated results are compared to a

reference solution using the Fourier Transform (FT) of the load in spatial y-direction and the

analytical response to each contribution in the wave number domain ky. For the reference

solution a repetition length of By = 256 [m] and n = 4096 Fourier terms are used. Due

to comparability the example is solved for a uniform line loading with constants value in x-

direction. An extension to different wave numbers kx can be achieved using the procedure

described in chapter 2. For the validation example a soil with the given parameters is used:

elasticity modulus E = 260 · 105 [ N
m2 ], Poisson ratio ν = 0.3, density ρ = 2000 [ kg

m3 ] and

hysteretic damping ratio ζ = 0.1 . The external loading at the halfspace surface is considered

as an inhomogeneous Neumann boundary condition using equation (22) with constant value

σ̄n = 1[ N
m2 ].

The used decomposition for the WBM model is given in figure 3. Three coupled, convex

subdomains are used to model the considered area. The chosen subdomains serve well to proof
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Figure 3: Validation example - Geometry and used decomposition into convex subdomains

inter-element continuity on the one hand side as well as the flexibility of the element boundary

description on the other hand side. In this example, the dimensions of the modeled domain are

chosen large enough that the effect of spurious reflections at the artificial exterior boundaries

become small. Nevertheless they can not be neglected completely without further treatment. In

the presented example this results in rather large relative errors for the left and right element at

the surface. Figure 4 shows the results split up in real and imaginary part for a sample frequency

(a) (b)

Figure 4: (a) Real part and (b) imaginary part of vertical displacements uz(x = 0) in [m].

of 20 [Hz]. Figure 5 shows the results of the vertical displacement at the surface along a line

(x = 0, y, z = 40) for the given frequency of 20 [Hz] comparing them against an ITM solution

using the described FT of the load along the y-direction. Evaluating the relative error along the

surface reveals the largest values at the beginning and end of the surface line load. This is not

surprising due to the discontinuity of the boundary condition at exactly those positions.

5 CONCLUSION

The presented results show that the method can be adapted to model 2.5 dimensional soil

problems and gives correct and precise results. Nevertheless the consideration of the semi

infinite area should be included to avoid spurious reflections. This can be achieved by using

a different set of shape functions for the exterior elements which is straight forward for the

presented method. Furthermore special treatment of singularities as occurring at the beginning

and end of the surface line load can enhance the numerical efficiency and convergence rate of the

method significantly. Therefor particular solution functions for external loads as well as special
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Figure 5: Vertical displacements uz at surface (z = 40, x = 0) for 20 [Hz] (yellow line) and FT

reference solution (purple line)

purpose functions for singularities due to the geometry of the problem should be developed in

the future.
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Ground vibration associated with pile driving causes annoyance to inhabitants of 
the neighbouring environment and may possibly lead to damage on existing structures in the 
proximity of a construction site. Vibration mitigation near the source can reduce the problem. 
The paper investigates the effect of circular arrays of blocks, placed on the ground surface 
around the position at which the pile is driven. A semi-analytical model of a layered soil has 
been used for the analysis, and the blocks have been modelled as monolithic structures, ac-
counting for the full structure–soil–structure interaction. Two different sites have been studied: 
a layered soil with three metres of soft sand over a half-space of till, and a five metres deep 
layer of soft clay overlying a half-space of lime. The block arrays consist of one to three con-
centric rings with radii 4, 8, and 12 m, respectively. The rings contain 6, 12, and 24 blocks, 
respectively, and the size of the blocks have been scaled such that each ring has the same total 
mass. The pile has not been modelled explicitly; instead vertical excitation has been applied in 
different depts over a circular area corresponding to the cross section of a pile. For the con-
sidered cases it has been found that an array of blocks, shaped as a “Stonehenge”, may provide 
significant mitigation of the ground vibration level in a receiver zone placed 20–40 m from the 
pile. When a load is applied within the soft topsoil layer, the array provides an insertion loss 
in the order of 5–20 dB, depending on the size of the blocks and the configuration of the arrays. 
For loads applied deeper in the soil, within the stiffer half-space, the insertion loss is small and 
may in some situations be negative. However, this must be seen in the context that the transfer 
mobility in the reference state without the blocks, i.e. the greenfield, is low when the load is 
applied within the stiff half-space. 
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TIME DOMAIN BEM-FEM COUPLING FOR SEISMIC
SOIL-STRUCTURE INTERACTION ANALYSES CONCEIVED FOR AN

ANSYS-MATLAB WORKFLOW
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Abstract. In this contribution, we present the implementation of the coupling between the
Finite Element Method (FEM) and the Boundary Element Method (BEM) in the time domain,
for the analysis of the Soil-Structure Interaction (SSI) in the three dimensional space. The
Boundary Element Method is based on the transient fundamental solutions for the half-space.
The coupling between the BEM and the FEM is obtained using the soil’s stiffness matrix and
the soil reaction forces, which result from a convolution integral. The coupling is implemented
linking the software MATLAB with the software ANSYS. The system of equations is solved in
ANSYS and within the solution step MATLAB is activated to calculate the soil’s stiffness matrix
and the interaction forces at the interface between soil and structures at the current time step.
Verification examples for static and dynamic cases are presented. A case study for a seismic
excitation is presented to show the applicability of the proposed method.
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1 INTRODUCTION

The dynamic interplay between the buildings and the underlying soil is referred to as Soil-

Structure Interaction (SSI). The soil acts both as a compliant support with a frequency-dependent

flexibility and as a energy absorber, due to its infinite size. For certain combinations of buildings

and soil, the SSI may lead to an amplification of the dynamic response w.r.t. the static response

of the whole system, to a shift of the natural frequencies of the buildings and to a change in

damping properties. Therefore, it is important to account for the dynamic behavior of the soil

and its effect on the dynamic behaviour of the structures placed on it.. The main difficulty of

simulating the SSI is related to the infinite size of the soil, for which the Sommerfeld radiation

condition must be fulfilled.

Different methods exist to account for the SSI in seismic analysis of buildings, the most

popular of which are the Finite Element Method (FEM), the Finite Difference Method (FDM)

and the Boundary Element Method (BEM). A detailed state of the art can be found in [1].

For FEM the whole domain is discretised whereas in the BEM only the boundaries are di-

vided into elements. Consequently, the dimension of the problem is reduced by one when

using BEM. This leads to less necessary storage space. Moreover, the BEM can achieve higher

accuracy for the results, since it uses fundamental solutions as weighting functions. These

fundamental solutions fulfill exactly the boundary conditions.

Although research has been conducted on boundary elements since the 1960s, BEM is not as

established as the FEM, mainly due to the fully populated system of equations generated by the

BEM and the requirement of the existence of suitable fundamental solutions for the investigate

soil systems (such as an homogeneous half space, a layered half space, etc...). Additionally,

several commercial tools made the FEM user-friendly and versatile, while the BEM is rarely

available as a ready-to-use black box. An extensive overview of the development of BEM can

be found in [2].

The BEM for SSI can be used both in the Time Domain (TD) and in the Frequency Domain

(FD), depending on the available fundamental solutions (also called Green’s functions). The

TD-BEM can be used for nonlinear problems and can lead to less computational effort for tran-

sient loads with a narrow frequencies spectrum. As a matter of fact, the transient fundamental

solutions have a bounded support, while the FD fundamental solutions never vanish.

From general descriptions of the coupling of BEM and FEM for elastodynamics [3][4][5],

the application to SSI problems was straightforward [6].

Further improvements of the BEM for SSI were achieved by using fundamental solutions

for the half-space instead of the full space [7]. Depending on the given problem, the suitable

fundamental solution can be chosen among the available ones [8] to optimize the computation.

Several studies have been conducted on the topic of BEM for 2D- and 3D-structures in the time

domain dealing with different issues, such as the choice of the suitable fundamental solutions

(e.g. [9] and [10]) or the coupling of incompatible interfaces of BEM and FEM for 2D boundary

elements ([11]).

Recently, Vasilev et al. [12] developed a hybrid computational tool, based on the FEM/BEM

coupling. The hybrid numerical scheme is realized via the sub-structure approach, integrating

the seismically active far-field geological media as a macro-finite element in the commercial

program ANSYS. Here, they assume a plane strain state.

Galvin and Romero [13] developed a numerical tool SSIFiBo in MATLAB to study dynamic

soil-structure interaction problems. The model is based on a three dimensional TD-BEM. This

model allows computing structural forced-vibrations, as well as seismic responses.
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Figure 1: Notation of nodes for SOLID185, according to [18, p. 960]

Schepers [14] improved an existing customization of ANSYS [15] [16] [17] which allows

FEM-BEM coupling of structures at the surface of an arbitrarily layered half-space, both in time

and frequency domain.

In this work, we present the Ssibefe tool, a FEM-BEM coupling where the FEM subsystem

(the building) is modeled using ANSYS and the BEM subsystem (the soil) is treated using

MATLAB. The loading can be applied to the FEM elements and nodes and/or can be defined

as a propagating transient plane wave in the soil with an arbitrary angle of incidence w.r.t the

surface. Pre- and postprocessing is performed in ANSYS. The TD fundamental solutions for the

homogenous half-space are taken from [8] and the procedure for the implementation is similar

to the one described by [15], [16] and [17].

2 METHODS

2.1 MODELLING THE STRUCTURE WITH THE FINITE ELEMENT METHOD

The equation of motion for the structure reads:

Mü(t) +Cu̇(t) +Ku(t) = P(t) +Q(t), (1)

where M is the mass matrix, C the damping matrix, K the stiffness matrix, u(t) the displace-

ments and P(t) the external loading. All the aforementioned vectors and matrices can be de-

termined as usual by means of classical FEM formulations. The key vector in this formulation

is the vector Q(t), which contains the soil reactions at the interaction nodes. This is unknown

and represents the influence of the soil as nodal forces, which result from the contact pressure

at the soil–structure interface. This can be computed with the BEM formulation, described in

section 2.2.

The analysis of the finite system is done with the commercial software Ansys Mechanical
APDL 2019 R2. The structure is modelled by 3D solid elements, specifically the SOLID185-

elements, which consist of 8 nodes [18]. The arrangement of the nodes is depicted in fig. 1.

2.2 MODELLING THE SOIL WITH THE BOUNDARY ELEMENT METHOD

2.2.1 Theoratical Background

At the heart of the TD-BEM used here lies the transient fundamental solutions for the 3D

the half space subjected to a vertical or horizontal unit point load on the surface, that changes
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in time as a Heaviside function (s. annex A). These satisfy the traction-free condition at the

surfaces of the soil and the Sommerfeld radiation condition.

We start from the discretized form of the boundary integral formulation of the Lamé-Navier

equation [19], in absence of body forces. At first the time dependency is not considered and

will be treated separately in section 2.3. The displacements wi at point i on the soil surface can

be written as:

ciwi(xi) =
E∑

e=1

N∑
n=1

qe
n

∫
Se

Nng(x,x
i)dS −

E∑
e=1

N∑
n=1

we
n

∫
Se

Nnt(x,x
i)dS (2)

with
g(x,xi): fundamental solution for the displacements evaluated at point xi for loads at x
t(x,xi): fundamental solution for the tractions evaluated at point xi for loads at x
qe
n: nodal forces at point xi

we
n: nodal displacements at point xi

Nn: shape functions of nodes at point xi

ci: geometrical coefficient, which is related to the the position of the load

and contains unitary values at the soil surface for a smooth boundary

N , E, Se: number of nodes per element, number of elements

and area of each element respectively.
We assume constant tractions on each boundary element. Therefore, each boundary element

has only one node at the centre of the bottom surface of the coupled finite element. The elements

are pictured in fig. 2a. Here, the red circled nodes define the contributing coupling nodes.

(a) Coupling nodes for constant shape functions.

BEM

FEM

(b) Coupling surface.

Figure 2: Coupling between soil and structure.

We consider Heaviside-time-varying unit forces for each nodal component of displacements

and tractions. If the load position is located inside the domain, the stresses t(x,xi) on the

surface are equal to zero and only the first part of the right side of eq. (2) will be considered in

further derivations, leading to the following expression for the the displacements:

ciwi(xi) =
E∑

e=1

N∑
n=1

qe
nΔGe

n (3)

where

ΔGe
n =

∫ 1

−1

∫ 1

−1

Nn(ξ, η)g(x,x
i(ξ, η))J(ξ, η)dξdη (4)
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Here, J(ξ, η) denotes the determinant of the Jacobian for the transformation of coordinates from

the original Cartesian to a local element reference coordinate system.

To obtain the flexibility matrix of the soil, the integral in eq. (3) is evaluated (E ·N)2 times.

The integral is performed for all the interaction nodes as an observation point and with the

loading position being located on every interaction node (collocation point method). This leads

to a matrix Gji, where the rows j indicate the loading position information whereas the columns

i indicate the observation position information. Once the unitary coefficients ci are included in

the system matrix, eq. (3) can be written in matrix form as:

w = Gq (5)

The fundamental solution g(x,xi) is a antisymmetrical second order tensor, originally de-

fined in cylindrical coordinates, as described in annex A:

gcyl =

⎡⎣ grr 0 grz
0 gφφ 0
gzr 0 gzz

⎤⎦ (6)

with gzr = −grz. The transformation from cylindrical to Cartesian coordinates is performed

according to [15] (s. annex B).

Following the suggestions in [20], if the loading point x coincides with the observation

point xi, a 1/r-singularity occurs. This integration is solved using a transformation to polar

coordinates according to [21] (s. annex C).

Summarizing, eq. (5) says that the interaction of the soil with any other elastic body at

its surface can be represented by integrals over the contact surface and a force-displacement

relationship can be established to built the stiffness or flexibility matrix of the soil.

The fundamental solutions depend on the dimensionless time τ which in turn depends on on

the time t. The time dependency will be treated in the next section.

2.3 Time discretization

According to [15], for the application of the proposed method in the time domain, the dis-

placement at the current time depends on the current contact pressures and on its history and

is obtained with a convolution integral. For a Heaviside loading function, the second Duhamel

integral is performed:

w(t) = G(t)⊗ q(t)

w(t) = q(0)G(t) +

∫ t

0

G(t− τ)dq(τ)
dτ

dτ =

∫ t

0

G(t− τ)dq(τ)
dτ

dτ.
(7)

The transient fundamental solutions are captured in the matrix G(t)

G(t) =

⎡⎣ Gxx(t) Gxy(t) Gxz(t)
Gyx(t) Gyy(t) Gyz(t)
Gzx(t) Gzy(t) Gzz(t)

⎤⎦ . (8)

The integral is split into intervals of the length Δt. By calculating the mean of the upper and

lower value, the soil displacements for the time step i+ 1 can be deduced

wi+1 =
Gi+1 −Gi

2 �
��
0

q0 +
Gi+1 −Gi−1

2
q1 + ...+

G1 −�
��

0

G0

2
qi+1 (9)
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Subsequently, the flexibility of the soil is obtained after inserting the following abbreviations

valid for constant time step duration for the whole simulation

Fi =
1

2

(
Gi+1 −Gi−1

)
Fcur =

1

2
G1 =

1

2
G(Δt)

(10)

and considering the initial condition q0 = 0 and the relation G0 = 0, which results from

causality, the deformations of the soil yield

wi+1 = Fiq1 + ...+ F1qi︸ ︷︷ ︸
whist

+Fcurqi+1 (11)

If, additionally, a seismic excitation s occurs, one has to substitute the absolute displacements

at the interaction nodes wi+1 with the relative displacements (wi+1 − si+1) to get

wi+1 = whist + Fcurqi+1 + si+1 (12)

3 Implementation of the coupling

First, interaction nodes are defined, which are located at shared surfaces of the structure and

the soil.

Fig. 2b shows the coupling surface between BEM and FEM for a square foundation. Since

the numbering of the nodes is different for the BEM and the FEM subsytem, different letters

identify different quantities:

• uI : displacements of the structure according to the nodal ordering of FEM at the interac-

tion surface

• v: displacements of the structure for nodal ordering of BEM at the interaction surface

• w: displacements of the soil for nodal ordering of BEM at the interaction surface

The transformation matrices Tu and Tq help to couple the displacements of the two subsys-

tems at the interface. These matrices are described in annex D.

From eq. (12), the soil’s contact pressure can be computed as

qi+1 = [Fcur]−1(wi+1 −whist − si+1) (13)

To satisfy compatibility at the interaction surface the structural displacements must equal the

soil’s displacement

wi+1 = vi+1 = Tuu
i+1
I (14)

The soil reaction forces at the FEM nodes result from the combination of eq. (14) with

eq. (15) as

Qi+1
I = Tqq

i+1 = Tq[F
cur]−1Tu︸ ︷︷ ︸
Kcur

soil

ui+1
I −Tq[F

cur]−1whist︸ ︷︷ ︸
Qhist

I

−Tq[F
cur]−1si+1︸ ︷︷ ︸
Qseism

I

,
(15)

where Kcur
soil is the soil’s stiffness matrix.
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Therefore, the equation of motion of the coupled problem becomes[
MRR MRI

MIR MII

](
üi+1
R

üi+1
I

)
+

[
CRR CRI

CIR CII

](
u̇i+1
R

u̇i+1
I

)
+

[
KRR KRI

KIR KII +Kcur
soil

](
ui+1
R

ui+1
I

)
=

(
Pi+1

R

Pi+1
I

)
+

(
0

Qhist
I +Qseism

I

)
(16)

where I indicated the degrees of freedom (DOFs) at the interaction nodes, whereas the remain-

ing DOFs are marked with R.

The flexibility matrix of the soil Fi in eq. (10) has to be calculated for every time step to

deduce the quantity whist.

The structural displacements ui
I at the interaction nodes are computed by ANSYS at every

time step and used to compute the soil reaction forces at i+ 1. The soil stiffness is added to the

structure’s stiffness through a user-defined super-element in ANSYS (element type MATRIX50)

and the soil reactions are applied as external loads at the interaction nodes. The master DOFs of

the soil super-element are the DOFs of the coupling nodes of the FEM-structure at the soil sur-

face. With this configuration the system can be solved with usual solution routines in ANSYS.

An overall calculation sequence for the proposed scheme is given in annex E.

It is to highlight, that, if the soil properties, the discretization of the elements at the inter-

action surface and the time step remain unchanged, a new analysis with different parameters

and seismic and/or external loading can be carried out reusing the same flexibility matrix. This

leads to a relevant reduction of computational time.

An interactive connection between MATLAB and ANSYS is created through the toolbox aaS
(ANSYS as a Server) and the Mechanical APDL preprocessor and solver are accessed directly

through MATLAB.

4 VERIFICATION

For the verification, we present the dynamic analysis of a rigid square foundation loaded with

a Heaviside point load at its center. After the oscillation has decayed, the static displacement

can be observed, so that also the static flexibility of the system can be compared to literature

values. The results are compared to the ones found in [16], although we assume a Poisson’s

ratio ν = 0.25 for the soil, while the reference results are computed with ν = 0.33. As an

additional reference, the static flexibility in different directions is compared to the reference

values given in [22, p. 43].

As the results are normalized w.r.t. the quadratic foundation geometry and to the soil prop-

erties, the foundation side length a, the foundation thickness h, the shear modulus of the soil

μs and the soil density ρs can be chosen arbitrarily. The Poisson’s ratio is given (νs = 0.25).

The other problem parameters are given in tab. 1. In order to simplify the invetsigation, the

Poisson’s ratio of the foundation is set equal to 0, but could take any arbitrary value.

The vertical displacement uz due to a vertical load Pz, the horizontal displacement ux due to

a horizontal load Px, the rotation φy due to a moment around the y-axisMy, the rotation φz due

to a torsional moment Mz and finally the rotation φy due to a horizontal load Px are examined.

The loading starts at τ = tcs
a
= 1. Two cases are investigated shown in fig. 4:

• massless foundation: the response follows the shape of the variation in time of the loading

until it reaches a state of rest at ≈ τ = 3.
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Table 1: Problem properties of the verification case.

Foundation density massless foundation: ρf = 0

massive foundation: ρf = ρs
h

√
a2

π

Young’s modulus of the foundation Ef ≈ μs ∗ 1011
Poisson’s ratio of the foundation νf = 0
Poisson’s ratio of the soil νs = 0.25

• massive foundation: the foundation oscillated around the static response and, eventually,

approaches the static solution at different times τ for the different directions of loading.

a

x

y

z

Pz(t)

ρs, μs, νs

ρf , Ef , νf

τ = tcs
a

1

Figure 3: Verification case, shown for a vertical load.

The foundation and the soil surface are discretised with 8 × 8 elements with the side length

l = a/8. The time step size is chosen as Δt = 0.75l/cs, where cs =
√

μs

ρs
is the shear wave

velocity of the soil.

The static flexibility is deduced from the displacements at rest. These are then compared in

tab. 2 to the results from [16, pp. 107-111] and from the static stiffness values in [22, p. 43].

μsa
Pz
uz

μsa
Px
ux

μsa3

My
φy

μsa3

Mz
φz

μsa2

Px
φy

Ssibefe 0.326 0.398 1.551 1.050 0.067

Bode [16] 0.2951 0.379 1.419 0.940 0.064

discrepancy [%] 1.11 1.05 1.09 1.12 1.05

Wolf [22] 0.319 0.380 1.5 0.964 -

Table 2: Static flexibility of a rigid, massless foundation on a homogeneous half-space.

As can be observed in tab. 2, the results are in good agreement. Nevertheless, small dis-

crepancies especially between [16] and the results from Ssibefe occur for all modes, because

of the different Poisson’s ratios used. This is also confirmed in fig. 4a and fig. 4b, which show

the transient displacements for the vertical and horizontal case respectively. Considering the

different Poisson ratios, the different methods show a satisfying agreement.
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μ
s
a
u
z

P
z

τ = tcs
a

(a) Vertical displacement.

μ
s
a
u
x

P
x

Ssibefe

Ssibefe

τ = tcs
a

(b) Horizontal displacement.

Figure 4: Normalized displacements for a rigid square foundation subjected to a transient point load at the center

in different directions.

5 SEISMIC APPLICATION OF THE Ssibefe

For the demonstration of the application of the Ssibefe for seismic problems, we present the

dynamic analysis of an elastic cube of side length a resting on an elastic half space subjected

to a seismic excitation resulting from an incident plane wave that propagates through the soil.

Fig. 5 shows the investigated scenario.

Depending on the angle of incidence the wave, the direction of propagation and the time

function, the seismic excitation at the interaction points xI can be estimated according to

eq. (17). The time function s(t) of the plane wave can be chosen arbitrarily, from synthetic

accelerogram to recorded data to analytical expressions. In this application, we assume a Ricker

wavelet for the function s(t), described by eq. (18) and plotted in fig. 6 for the specific loading

parameters given in tab. 3.

s = s

(
t− (xI − x0)

Tn

cind

)
s0 (17)

s(t) =
(
1− π2f 20 t2

)
e(−π2f2

0 t
2) (18)

The spectrum of the input is shown together with the output in fig. 9. In this application, the

seismic wave propagates in the positive x-direction and the soil particles move along the x-axis,

simulating a P-wave. The coordinates of the corner A of the building are x = [40 m, 5 m, 0 m]T

and the faces of the cubic building are oriented as the coordinate system.

The soil and structural properties are listed in tab. 5. The natural frequencies of the fixed-

base cube are also given in tab. 4 for a better result interpretation. The element size is l = 2.5 m

and the time step size is chosen equal to 0.025 s.
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ρs, μs, νs

ρf , Ef , νf

Seismic

plane

wave

A

B

C

D
E

Figure 5: Building resting on an elastic half space subjected to a seismic excitation resulting from an incident

plane wave that propagates through the soil.
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Figure 6: Time function of the seismic wave.

Table 3: Seismic load parameters.

Source position at t = 0 x0 = [0 0 0]T [m]

Orientation of the wave n = [1 0 0]T [-]

Amplitude of the wave s0 = [0.01 0 0]T [m]

Incident wave velocity cind = cp =
√

2μs(1−νs)

1−2νs
[m/s]

Central frequency of the Ricker wavelet f0 = 3 [Hz]
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Table 4: Soil and Structural properties.

μs 40·106 [N/m2]

ρs 2200 [Kg/m3]

νs 0.25 [-]

a 40 [m]

Ef 83·106 [N/m2]

ρf 1000 [Kg/m3]

νf 0.3 [-]

Table 5: Natural frequencies of the fixed-base building.

1. bending x, y 0.76750 [Hz]

1. torsion/bending 1.0436 [Hz]

1. axial 1.8322 [Hz]

2. bending x, y 2.0320 [Hz]

2. torsion/bending 2.5050 [Hz]

3. torsion/bending 3.0997 [Hz]

4. torsion/bending 3.1589 [Hz]

1. bending z 3.1680 [Hz]

2. axial/bending 3.5130 [Hz]

The results are compared to the ones obtained with the FEM/BEM coupling proposed by

Bode [23], which runs on a ANSYS/FORTRAN Framework. The authors had the possibility

to run the same identical example with both the existing framework [23] and the newly imple-

mented Ssibefe. The only difference is the material damping in the soil, which we assumed

equal to zero, while in Bode [23] it is small (0.1%) but not exactly zero. In the following dis-

cussion, only the horizontal displacements are shown, being those the largest. However, all the

components of displacements and stresses can be computed.

Fig. 7 shows the horizontal displacements at the building base, at A and C. The delay of

the wave arrival between the two points is correctly represented. Fig. 8 shows the horizontal

displacements at the building top, at B and D and E. The spectra in fig. 9 show that the response

at E is characterized by a natural frequency 0.6 Hz, which corresponds to the natural frequency

of the 1st bending mode of the fixed-base building (0.76750 Hz) considering the influence of

the soil. At the corners B and D also higher modes play an important role, as shown in fig. 9.

All the plots show good agreement between the reference results (Bode [23]) and the pro-

posed results based on the Ssibefe tool. In general, there is a very slight difference of damping

during the final oscillations, which leads to slightly different amplitudes and periods of oscilla-

tion. However, the difference can be neglected.
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Figure 7: Horizontal displacements at the building base, at A and C.
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Figure 8: Horizontal displacements at the building top, at B and D and E.
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Figure 9: Spectra of the horizontal displacements at D and E, compared to the spectrum of the time function of

the seismic wave.
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6 CONCLUSIONS

In this contribution, we presented a new implementation of the coupling between the BEM

and the FEM for soil-structure interaction problems, in the time domain. The developed com-

puter tool Ssibefe is based on an interactive connection between MATLAB and ANSYS. The

FEM part is generated through the ASNYS preprocessor, the soil reaction forces and the soil

dynamic stiffness are computed with MATLAB functions based on the BEM formulation . The

generated quantities are combined together into the coupled system of equations of the SSI sys-

tem and the resulting system is solved with usual ASNYS solver routines. We presented the

theoretical background of the methods and the time discretization approach. The tool can be

used for both external loads on the structure and seimsic excitation. For the verification, we pre-

sented the dynamic analysis of a rigid square foundation loaded with a Heaviside point load at

its center. The dynamic response as well as the static flexibility were compared to literature val-

ues, showing good agreement between the references and the results of the new implementation.

Finally, we demonstrated the applicability of the Ssibefe tool for seismic problems, showing the

dynamic analysis of an elastic cube of side length a resting on an elastic half space subjected

to a seismic excitation resulting from an incident plane wave that propagates through the soil.

The results match those from a reference software and show the potential of the proposed tool.

Further developments of the Ssibefe tool will enable the consideration of layered soils, using

fundamental solutions in the frequency domain, and additional forms of the seismic excitation.
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Appendices
A Green’s Functions

In this section the above mentioned fundamental solutions are shown [8, p.78-83].

A.1 Vertical load

r =
√
x2 + y2 distance between loading and source point (A.1)

a2 =

(
cs
cp

)2

=
1− 2ν

2(1− ν) ratio of s- and p-wave velocity (A.2)

τ =
tcs
r

dimensionless time (A.3)

H(t− t0) =

⎧⎨⎩
1 t > t0
1
2
t = t0

0 t < t0

⎫⎬⎭Heaviside step function (A.4)

K(k) =

∫ π/2

0

dθ√
1− k2 sin(θ)2

complete first elliptic integral (A.5)

Π(n, k) =

∫ π/2

0

dθ

(1 + n sin(θ)2)
√
1− k2 sin(θ)2

complete third elliptic integral (A.6)

R(ξ2) = (1− 2ξ2)2 + 4
√
ξ2 − 1

√
ξ2 − a2 = 0 Rayleigh function (A.7)

with ξ = cs/c a dimensionless wave slowness including the wave velocity c.

The Rayleigh function is further multiplied by (1− 2ξ2)2 +4
√
ξ2 − 1

√
ξ2 − a2 to obtain the

bicubic equation

1− 8ξ2 + 8ξ4(3− 2a2)− 16ξ6(1− a2) = 0 (A.8)

For this equation the three roots [ξ21 , ξ
2
2 , ξ

2
3 ] are being calculated. The first two are non-physical

values whereas ξ3 = cs/cr equals the ratio of shear and Rayleigh wave velocity. Due to con-

siderations of real and complex roots of equation (A.8) the solutions of the half-space uzz and

urz are split into two domains (ν < 0.2631 and ν > 0.2631). Additionally, the numerical calcu-

lation of the first and third kind of the elliptic integral has to be implemented. This is done by

adapting some parts but still applying the MATLAB code according to [8, pp. 250f.]. Further

parameters are derived as follows

Ai =
(1− 2ξ2i )

2
√

‖a2 − ξ2i ‖
4(ξ2i − ξ2j )(ξ2i .− ξ2k)

ξi 	= ξj 	= ξk (A.9)
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Bi =
(1− 2ξ2i )(1− ξ2i )
(ξ2i − ξ2j )(ξ2i − ξ2k)

ξi 	= ξj 	= ξk (A.10)

k2 =
τ 2 − a2
1− a2 (A.11)

ni =
1− a2
a2 − ξ2i

(A.12)

C =
(2ξ23 − 1)3

1− 4ξ23 + 8(1− a2)ξ63
(A.13)

Q1(τ) = 1 + 2z +
√
z2 + z (A.14)

z =
a2 − ξ21
τ 2 − a2 (A.15)

Important to notice is the fact that Q1 should be replaced with 1/Q1 if |Q1| > 1. With these

definitions the displacements uzz and urz can finally be obtained by

Case 1: ν < 0.2631

uzz =
P (1− ν)
2πμr

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 τ < a

1
2

[
1−∑3

i=1
Ai√

‖τ2−ξ2i |

]
a < τ < 1

1− A3√
ξ23−τ2

H(ξ3 − τ) τ > 1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (A.16)

urz =
Pτ

8π2μr

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 τ < a

1
(1−a2)3/2

[
2K(k)−∑3

i=1BiΠ(k
2ni, k)

]
a < τ < 1

k−1

(1−a2)3/2

[
2K(k−1)−∑3

i=1BiΠ(ni, k
−1)

]
+ 2πC√

τ2−ξ23
H(τ − ξ3) τ > 1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(A.17)

Case 2: ν > 0.2631
urz not available

uzz =
P (1− ν)
16πμr

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 τ < a

8Re
[
(1−2ξ21)

2(a2−ξ21)

(ξ21−ξ22)(ξ
2
1−ξ23)

1

Q1−Q−1
1 )

]
+ A3√

ξ23−τ2
− 4 a < τ < 1

2A3√
ξ23−τ2

H(ξ3 − τ)− 8 τ > 1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (A.18)

A.2 Horizontal load

For a horizontal load the quantities urx and uθx are only known in case of the Poisson’s ratio

ν = 0.25. Again some parameters have to be defined.

ah =
1

3

√
3, ξ21 =

1

4
, ξ22 =

1

4
(3−

√
3), ξ23 =

1

4
(3 +

√
3) (A.19)

3000



Francesca Taddei, Bettina Chocholaty, and Gerhard Müller

C1 =
3

4

√
3, C2 =

1

8

√
6
√
3 + 10, C3 =

1

8

√
6
√
3− 10 (A.20)

Subsequently, the displacements can be calculated

urx =
P

2πμr

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 τ < ah

τ 2
[

C1√
τ2−ξ21

− C2√
τ2−ξ22

− C3√
ξ23−τ2

]
ah < τ < 1

1− 2τ2C3√
xi23−τ2

[1−H(τ − ξ3)] τ > 1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(A.21)

uθx =
−3P

8πμr

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 τ < ah[
1
2
− 4

3
(C1

√
τ 2 − ξ21 − C2

√
τ 2 − ξ22 + C3

√
ξ23 − τ 2)

]
ah < τ < 1

1− 8
3
C3

√
ξ23 − τ 2[1−H(τ − ξ3)] τ > 1

⎫⎪⎪⎪⎬⎪⎪⎪⎭
(A.22)

The above derived relations for the displacements due to horizontal and vertical loads are plotted

while being scaled with the shear modulus μ and the distance r in the figures A.1 to A.4. For the

later description via the tensor g according to [15], the quantities are written in a new notation,

acconting for a changed coordinate system (the z-axis in the Ssibefe tool points downward while

it was defined upward in [8]).

gzz = uzz, grz = −urz, grr = urx, gφφ = −uθx, gzr = urz (A.23)

B Coordinate Transformation

The coordinate transformation

gcart = BT (φ)gcylB(φ) (B.24)

can be accomplished by the rotation matrix

B(φ) =

⎡⎣ cos(φ) sin(φ) 0
− sin(φ) cos(φ) 0

0 0 1

⎤⎦ (B.25)

This leads to tab. B.1.

gxx = grr cos
2(φ) + gφφ sin

2(φ) gxy = (grr − gφφ) cos(φ) sin(φ) gxz = grz cos(φ)

gyx = gxy gyy = grr sin
2(φ) + gφφ cos

2(φ) gyz = grz sin(φ)

gzx = gzr cos(φ) = −gxz gzy = gzr sin(φ) = −gyz gzz = gzz

Table B.1: Green’s functions in Cartesian coordinates.
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Figure A.1: Vertical displacement due to vertical

load, ν = 0.25.

Figure A.2: Radial displacement due to vertical

load, ν = 0.25.

Figure A.3: Radial displacement due to horizontal

load, ν = 0.25.

Figure A.4: Tangential displacement due to hori-

zontal load, ν = 0.25.

3002



Francesca Taddei, Bettina Chocholaty, and Gerhard Müller

x

ξ

η

φ

r

Figure C.1: Transformation to polar coordinates for constant boundary elements.

C Transformation to polar coordinates

To regularise the weak singularity of the integrand in eq. (4) a transformation to polar coor-

dinates according to [21] can be used.

ΔGe
n =

M∑
m=1

K∑
k=1

Nn(ξm, ηk)g(r(ξm, ηk), φ(ξm, ηk), t)J(ξm, ηk)WmWk (C.1)

The coordinate system for constant elements is located in the centre of the element because

the origin of the coordinate system should be at the loading node (see fig. C.1). The radius and

the angle are adapted as follows

r(ξ, η) =
√
ξ2 + η2 φ(ξ, η) = atan2

(
η

ξ

)
(C.2)

For the calculation of the Jacobian determinant changes of the partial derivatives occur

∂r

∂ξ
=

ξ√
ξ2 + η2

∂φ

∂ξ
=− η

ξ2 + η2

∂r

∂η
=

η√
ξ2 + η2

∂φ

∂η
=

ξ

ξ2 + η2

(C.3)

Except for these adaptations, formula (C.1) is valid for the constant elements as well. Since this

regularisation approach led to the best results, it is used for all further calculations in this thesis.

D Transformation matrices from BEM to FEM

Tu =

⎡⎣ [N] [0] [0]
[0] [N] [0]
[0] [0] [N]

⎤⎦ (D.1)

with e.g.

N =

⎡⎣ NM 0 0 0 ...
0 0 NP 0 ...
... ... ... ... ...

⎤⎦ (D.2)

Tq = TT
uA (D.3)

with the matrix A which contains the element area as a diagonal matrix.
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E Workflow of the Ssibefe tool

Figure E.1: Workflow of the Ssibefe tool.
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Abstract. A novel pile-driving technique, named Gentle Driving of Piles (GDP), that combines
axial low-frequency and torsional high-frequency vibrations has been developed and tested re-
cently. During the experimental campaign, several piles were installed onshore, making use of
the GDP shaker. Besides those, a number of additional piles were installed using conventional
pile-driving techniques, i.e. impact piling and axial vibratory driving. After the completion of
the installation phase, the installed piles have been subjected to impact hammer tests with the
following goals. First, the in–situ dynamic properties of the pile-soil system have been iden-
tified. Second, the post-installation soil state has been investigated, along with its evolution
in time for each pile driving scenario. Preliminary analyses, of the data collected during the
impact tests show dissimilar trends in the overall dynamic response between the piles installed
with impact hammer and those installed with the axial and the GDP shakers.This observation
suggests a difference in the post-installation dynamic behaviour of the pile-soil systems related
to different pile-driving techniques. In this paper, a first attempt is made to identify the dif-
ferences in the overall pile-soil dynamic behaviour of the piles installed by means of the three
different pile-driving techniques.
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1 INTRODUCTION

The offshore wind industry plays a major role in the energy transition. Due to the sus-

tainability targets set at international level, the installed capacity of offshore wind turbines is

growing, leading to greater depths and distances to shore [7]. In that framework the foundations

of offshore wind turbines are also affected by this consistent progression challenge. Monopiles

are the most common foundations used for offshore wind turbines in shallow waters, like the

North Sea [6]. Various alternative foundation concepts do exist, yet these substructures remain

the most favorable choice due to simplicity of manufacture, ease of the installation procedure,

robustness and proven reliability [1, 5].

Currently, impact pilling is the most common method for the installation of monopiles in the

offshore environment [8]. However, the latter installation method engenders several issues that

require further consideration. The major drawbacks are the high levels of noise generated during

pile driving [9], which may be harmful for the aquatic species, and the large stresses developed

at the pile head during hammer impact, that can reduce the structural life-time of the monopile

due to fatigue [2]. Consequently, an alternative pile driving technique that can mitigate the

noise emissions and does not peril the fatigue life of the structure, without compromise of the

driving efficiency and the pile bearing capacity, has been a growing need. To that end, a novel

pile-driving technique, named Gentle Driving of Piles (GDP), that aims to accomplish the stated

objectives, has been recently developed. This technique is based on simultaneous application

of low-frequency axial vibrations and high-frequency torsional vibrations at low amplitudes.

To test the novel pile driving technique, an experimental campaign was designed and exe-

cuted in a site of medium to medium-dense sand. This experimental campaign encompassed the

installation of several piles by means of three distinct pile driving techniques; namely, impact

pilling, axial vibratory driving and GDP. Following the installation tests, that were concluded

to be successful, further investigation was considered necessary to provide evidence that the

bearing capacity and the dynamic properties of the pile-soil system have not been compromised

and are within acceptable limits for operation. To this end, in the post-installation phase, lat-

eral loading tests and impact tests with an instrumented hammer were conducted, in order to

investigate further the effect of each installation method on the behaviour of the pile-soil sys-

tem. More specifically, the response in operational conditions, the vibration characteristics and

the temporal evolution of the dynamic properties of the pile-soil system are to be examined, in

accordance with the aforementioned experimental tests. The present work is focused upon the

instrumented hammer impact tests, in order to examine the dynamic behaviour of the installed

piles in terms of prior- and post-loading response, temporal evolution of the system properties

and influence of the respective installation method. At this point it was observed for the first

time that the method of installation can have significant influence on the vibration characteris-

tics of the system such as damping and dynamic stiffness.

This paper is structured as follows. In Section 2, the experimental tests and the identification

procedure followed are described. Onwards, in Section 3 a collection of the most representative

results are presented, along with some observations and relevant conclusions. In Section 4, the

main conclusions accompanied by the research questions to be addressed in the near future are

outlined.

2 EXPERIMENTAL TESTS AND IDENTIFICATION PROCEDURE

During the installation phase of the experimental campaign, several piles were installed by

means of impact pilling, axial vibratory driving and GDP techniques. The dimensions of the
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Kementzetzidis, Federico Pisanò, Ahmed Elkadi, Maxim Segeren, Timo Molenkamp and Andrei V. Metrikine

tests piles and the reaction pile are given in Table 1.

Pile Geometry Test piles [m] Reaction pile [m]

Length 10 10

Outer diameter 0.762 1.6

Wall thickness 0.0159 0.02

Table 1: Geometrical characteristics of the piles.

Evidently, since the main objective of the experimental campaign was the proof of concept

of the GDP method, the majority of the piles were installed by means of the latter method.

Furthermore, the rest of the piles in the experimental site were installed by impact and ax-

ial vibratory driving, the two conventional and currently most established installation methods

[3]. The latter were mainly chosen to serve as reference cases, since they are vastly used in

engineering applications and their features during and post-installation are considered to be

known. The configuration of the installed piles is shown in Figure 1. The position of the 8 piles

installed around the reaction pile is displayed, while the latter was used as a support for the

post-installation lateral tests loading apparatus.

Figure 1: Pile layout

As already presented in Table 1, the test piles were 10 meters long, with final embedment

depth of 8 meters. Accordingly, the height above the ground level was 2 meters, such that an

adequate part of the pile could be used to mount the loading frame for the lateral loading tests.
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2.1 Experimental set-up

In order to perform the impact hammer tests, 2 PCB tri-axial accelerometers and an instru-

mented impact hammer were used. The tests were performed on all the installed piles using the

instrumentation set-up displayed in Figure 2.

Figure 2: Experimental set-up and pile instrumentation

The instrumented hammer was used to excite the pile at two different locations and with

different impact direction. First, the hammer was impacted horizontally, as shown in Figure 2

and at 1.5 meters above the ground surface. Each test was comprised of three distinct hits, in the

same location and direction, in order to ensure the consistency of the measurements. In the same

manner, hammer impact tests were repeated with an impact force applied along z-direction, at

the top of the pile and in the same vertical line that the horizontal impacts were performed.

The accelerometers were mounted to the outer wall of the pile at the same height with the

location of the horizontal hammer impacts, 1.5 meters from the ground surface. Acceleration

data were registered in x, y and z directions simultaneously, with a sampling frequency that was

set to 16 kHz for all tests.

During a period of two weeks, three hammer impact tests took place, one week apart from

each other and in parallel with the lateral loading tests. The latter tests, conducted in parallel

with the impact tests due to time constrains, were detrimental for the direct comparison of all

the hammer tests, but did allow for a comparison of the installed piles in groups. Piles that were

tested in analogous circumstances are grouped together and conclusions are drawn based on the

features of each respective pile group.

In the present work two groups will be considered, one group including the four piles seen

in Figure 1 at a radial distance of 16 meters from the reaction pile. These piles had been

laterally loaded before the start of the impact hammer test, to mimic loading conditions similar

to the ones encountered in offshore environments. This group was chosen on the basis that

all piles had experienced lateral loading already and piles installed by two different techniques
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Athanasios Tsetas, Sergio S. Gómez, Apostolos Tsouvalas, Kees van Beek, Faraz S. Tehrani, Evangelos
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comprise the first group, namely the impact-driven and the GDP piles. Thus, without drawing

a conclusion with respect to the loading, the time evolution of the system properties and the

effect of the installation method could be identified. The second group is comprised of two

instrumented piles driven by axial vibratory driving and the GDP technique. At the first day

of the hammer tests, both piles were not loaded, so a comparison was performed based on the

data obtained from the testing on the first and last day of the experiments. In essence, the pre-

and post-loading behaviours were compared, to showcase the effect of loading on the two piles

driven with different techniques.

2.2 Identification procedure of the main system parameters

In this work, the half-power Band-width method (HPBW) is used to identify the main pile-

soil system parameters. A natural frequency of the system can be obtained based on the loca-

tion of a distinct peak in the acceleration frequency-response function (FRF) and its respective

equivalent viscous damping ratio can be quantified accordingly.

The quality factor Q and the frequency ratio in resonance Ωres of a damped system with

viscous damping ratio ξ, are defined in a classical manner:

Q =
ΔΩ 1

2

Ωres

=
Ω+

1
2

− Ω−
1
2

Ωres

; Ωres =
√

1− 2ξ2, (1)

in which Ω+
1
2

and Ω−
1
2

correspond to the frequencies at which the PSD function is half of the

maximum value. A general expression for the damping ratio of a SDoF system can be obtained

in terms of the quality factor, as follows [4]:

ξ =
1√
2

√√
−Q4 + 4Q2 + 4− 2√
−Q4 + 4Q4 + 4

(2)

Generally, for low-damped systems, it can be assumed that Q << 1. In these cases, the

damping ratio can be approximated by the following expression:

ξ ≈ 1

2
Q =

ΔΩ 1
2

2Ωres

. (3)

This procedure is used in Section 3 to compute the selected natural frequencies and the

equivalent damping ratios of the tested piles.

3 RESULTS

In the current section the power spectral density graphs (PSD) are presented for the selected

4 out of 8 piles, organized in a consistent manner as presented in subsection 2.1 to draw the

relevant conclusions. The following graphs have been produced using the acceleration response

measured along the y-direction of each sensor, during the lateral hammer impact tests, as shown

in Figure 2. Each pair of simultaneous recordings for each hammer impact was averaged prior to

signal analysis. Subsequently, the acceleration frequency-response functions from the 3 lateral

hammer impacts per day were averaged. Finally, the averaged power spectral density Syy of the

pile-soil system at each day, for all responses and only lateral impacts, was obtained.

In Figure 3, the power spectral density for Pile IH-103, for each of the 3 testing days can be

seen. Apparently, the PSD’s of the three tests do not showcase significant deviation within the
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testing period, while there exist some quite distinct peaks in the PSD of the system, which can

be considered to correspond to resonant frequencies of the pile-soil system.

0 50 100 150 200 250 300

10-2

100

102

104

106

Figure 3: Power spectral density graphs for Pile IH-103 for all testing days

The PSD of the Pile GDP-101 can be seen in Figure 4. Similarly to Pile IH-103, Pile GDP-

101 does not present significant alteration in its dynamic behaviour within the testing period.

0 50 100 150 200 250 300
10-4

10-2

100

102

Figure 4: Power spectral density graphs for Pile GDP-101 for all testing days

To showcase the possible differences between the measured properties of the two systems,

Figure 5 shows both PSDs of Pile IH-103 and Pile GDP-101, on the last testing day. It is evident

that the responses of the two systems are quite dissimilar and though the time evolution of the

properties of the two systems was shown to be insignificant in both cases. The difference in

magnitude and mainly in the form of the PSDs is an indication of lower damping present in the

pile-soil system of Pile IH-103. It needs to be noted that the piles have a structural dissimilarity.

Specifically, all piles except the ones driven with impact piling, have a cap welded on the top

of the pile, which was used to mount the axial vibratory and the GDP shaker. The effect of this
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cap is not expected to be significant, but is still to be investigated. A final conclusion about

the dynamic stiffness of the two systems can thus not be drawn at this stage. However, piles

driven with the same installation method, all present identical behaviour. Thus, a consistent

observation is made regarding the significant difference in the PSD magnitude and the damping

ratio of the IH- and GDP-driven piles.
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Figure 5: Power spectral density graphs for Pile IH-103 and Pile GDP-101 after the application

of lateral loading

The HPBW method presented in Section 2.2 is used to quantify indicative vibration charac-

teristics for Pile IH-103 and Pile GDP-101. In Figure 3, there are two distinct peaks observed

in the same frequency and same amplitude for all the tests. Those two peaks are analyzed in

Figure 3 and their corresponding natural frequencies ωn and equivalent viscous damping ratios

ζeq are presented in Fig. 6.
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n,2
 = 220.7031Hz

eq,2
 = 0.33595%

70 80 90 100
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n,1
 = 82.0313Hz 

eq,1
 = 1.0256%

Figure 6: Identification of equivalent viscous damping ratio by the HBWM for Pile IH-103

In the same manner, for the PSDs presented in Figure 4 one peak can be clearly identified,

that comprises also the fundamental frequency of the relevant time signal. Similarly to the IH-
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103, the same identification procedure is followed and the respective natural frequency ωn and

equivalent viscous damping ratio ζn are given in Figure 7.

200 210 220 230 240 250 260 270 280 290
10-1
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 = 2.2784%

Figure 7: Identification of equivalent viscous damping ratio by the HBWM for Pile GDP-101

In continuation, the effect of the lateral loading is to be addressed by the PSDs of two piles,

driven by axial vibratory and GDP techniques respectively. In Figure 8 the PSDs of Pile VH-2,

installed with an axial vibratory hammer, are presented for the first and last day of the mea-

surements, indicating prior and post-loading behaviour. The system characteristics, both in

frequency and magnitude, indicate a decrease of dynamic stiffness after the application of lat-

eral loading. As can be seen in Figure 8, the form of the PSD is preserved, but a shift to lower

frequencies and an increase in magnitude take place, which both indicate a dynamic stiffness

decrement. A multitude of reasons may have contributed to that observation, such as creation

of a gap between the pile walls and the soil and degradation of the soil in the immediate vicinity

of the pile.
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Figure 8: Power spectral density graphs for pile VH-2 in the first and last testing day

A qualitatively similar behaviour can be observed in Figure 9, which refers to Pile GDP-4.
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Albeit, the shift of the PSD form with respect to the frequency is distinguished, no drop in the

dynamic stiffness of the system, as was observed in the case of pile VH-2, is seen here.

0 50 100 150 200 250 300
10-4

10-2

100

102

Figure 9: Power spectral density graphs for Pile GDP-4 in the first and last testing day

To investigate the latter observation, a PSD graph including both Pile VH-2 and Pile GDP-4

is presented in Figure 10. By inspection of this figure it can be inferred that the difference

in pre- and post-loading behaviour is much greater in the Pile VH-2, compared to that of Pile

GDP-4.
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Figure 10: Power spectral density graphs for Pile VH-2 and Pile GDP-4 in the first and last

testing day

4 CONCLUSIONS

To summarize, the work presented herein comprises a part of a test campaign, conducted

in the context of investigating a novel pile driving method, namely the Gentle Driving of Piles

(GDP). During the campaign, onshore installation of scaled piles by means of two conventional
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pile driving methods, namely impact piling and axial vibratory driving and the novel GDP

method was performed. The proof of concept was successfully accomplished indicating the

potential of this novel method to fulfill the originally envisaged goals and motivations.

To realize these objectives, post-installation tests were conducted to examine the various

aspects of the behaviour of the pile-soil system with respect to the reference cases of the con-

ventional impact piling and axial vibratory driving. In this work, a part of the post-installation

tests, namely impact tests with an instrumented hammer, is briefly discussed. Main objective

of this work is to present a collection of selected results of these experimental tests, that can

summarize and showcase the dominant trends observed in the majority of the data obtained.

Final conclusions were not drawn, but mainly some indications, which will be used to guide a

further investigation of the experimental data. A concise consideration of each respective case

parameters, accompanied with numerical modeling and used in conjunction with all the avail-

able experimental results is intended with the aim to provide a better understanding of all the

addressed techniques and predominantly of the GDP method.
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Abstract. One of the most recent and interesting research topics of structural seismic pro-
tection nowadays is the use of seismic metamaterials. The idea is based on the concept of
phononic crystals or in another term the attenuation of propagating waves due to the periodic
distribution of materials. There are different types of seismic metamaterials under study such
as periodic void inclusion, periodic rigid inclusion, Metaforest that is considered as a natural
seismic metamaterial and seismic isolation by using periodic foundation which is the subject
and locus of this paper. Phononic crystals concept produces frequency band-gaps at different
levels that are related to geometrical, physical and mechanical properties of arranged mate-
rials. Therefore, each propagating wave with a frequency within attenuation range will be
blocked due to the local resonance phenomenon. The following research attempts to present
the evolution of metamaterial periodic foundation system designed for seismic protection and
the analysis of fundamental theory and methods of periodic materials. Finite element method is
also employed and dynamic responses of a frame structure with periodic foundations are com-
pared. Moreover, a parametric analysis is carried out to highlight on the influence of different
geometrical, physical and mechanical parameters of the composite periodic foundation on the
attenuation zone properties. In conclusion, this study proves that this seismic isolation concept
has the potential to significantly reduce the seismic risk which in turn confirms the validity of
the proposed metamaterial periodic foundation.
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1 INTRODUCTION

Natural disasters have been a threat to humanity with the support of industrial and urban

evolutions that take place nowadays. One of the most significant catastrophes is a natural earth-

quake, taking into consideration its physical damages and human loss that it causes. Major

research and studies have been implemented to discover the finest solutions to evade the chaos

and crises left over by natural disasters, chiefly seismic ones. However, the most recent and in-

teresting study is the propagating waves in periodic media that appeals to researchers’ concern

and generates approaches such as photonic crystals to alter the propagation of electromagnetic

waves and phononic crystal for seismic protection. The end of 20th century witnessed the

emergence of photonic crystals which comprise a periodic arrangement of materials with dif-

ferent dielectric properties that provide a dispersive medium to electromagnetic waves. Those

materials highlight a frequency range called band gap, where electromagnetic waves cannot

propagate. Photonic crystals’ capability to manipulate electronic waves evokes suggestions to

implement an analogous principle on propagating waves with different natures. Civil engineer-

ing researchers have applied that concept by changing scales on mechanical waves, such as

sound waves or seismic waves which paves the route to broaden the notion of phononic crystal

for seismic protection. The idea is based on the attenuation of propagating waves due to the pe-

riodic distribution of materials. There are different types of seismic metamaterials under study

such as periodic void inclusion, periodic rigid inclusion, Metaforest (that is considered as a nat-

ural seismic metamaterial), and periodic foundation for seismic isolation which is the subject

and locus of this paper. The addition of a flexible isolation system, such as rubber bearings, fric-

tional/sliding bearings, and roller bearings, between the structure and the foundation, reduces

the seismic effect on the structure and gives it a much lower fundamental frequency [12, 7,

3]. That system is the most prominent applied one in civil engineering for earthquake-resistant

design to protect installations and buildings. The disadvantage of this strategy is that buildings

usually have remarkably large horizontal displacements after an earthquake. To reduce those

displacements, additional dampers are often required, which can lead to new problems [11, 9,

5]. Theoretically, researchers have proved the effectiveness of a phononic crystal in general and

periodic foundation in particular to reach a new seismic isolation strategy.

This paper focuses on the development of metamaterial periodic foundation systems de-

signed for seismic protection and the analysis of fundamental theory and methods of periodic

materials. This research presents the design of a multidimensional composite periodic founda-

tion for seismic isolation. It highlights on the influence of geometrical, phtysical and mechani-

cal properties of periodic arrangements of materials on the band gaps properties. In addition, a

study of the effectiveness of this approach at the strcutural scale will be shown.

2 Phononic Crystal

Phononic crystals are macroscopic materials blended with periodic distribution in one or

many directions. Thus, they are able to block acoustic propagation in some directions and

frequency ranges, by Bragg reflections or local resonance phenomenon of the periodic array’s

elements. Accordingly, the key of this concept is the frequency band gap.

2.1 Phononic Band Gap Structure

The aim of studies that treat the propagation of waves is to determine its behavior in terms

of the relationship between the frequency and wave vector according to the other parameters in

the medium of propagation. That relation is called a dispersion relation.
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Figure 1: Dispersion relation between vectors and frequencies of waves [8].

Waves with frequencies that have no corresponding wave vector (K) on the abscissa cannot

propagate in the periodic structure, since there are no corresponding modes which means these

frequencies are inside the bandgap. The mechanism of forming the band gap is based on Bragg

reflections due to the periodicity of crystal or the phenomenon of local resonance of resonators

that are placed in protection systems.

2.2 Opening of Bandgap by Diffusion of Bragg

If the wavelengths (λ) of elastic waves are in the order of periodic structure’s frequency, the

bandgap is obtained due to Bragg reflection. You can distinguish between three different areas

according to the value of the wavelength (λ) compared to the period of structure (a) [4].

- For λ << a : the wave propagates in a succession of media.

- For λ >> a : the wave is a little bit affected by structuring and it propagates in a homoge-

neous material.

- For λ = a : the wave is seriously affected by the periodicity of media. The propagation of

waves is more complex than the previous cases.

2.3 Opening of Bandgap by Local Resonance

The appearance of bandgap of resonance is related to the fact that each resonator will trap

a part of the energy of the transmitted wave, thus the stresses caused by the propagations of

waves interact with the stresses of the resonance of resonators in anti-resonance frequency

range, therefore the waves will be reflected. This association plays a key role in the presence or

disappearance of a bandgap where wavelengths are far from the frequency of phononic Crystal

[2].

3 Periodic Foundation and Theoretical Formulation

The two-dimensional (2D) periodic foundation consists of three materials with different geo-

metrical, physical and mechanical properties of arranged materials. It consists of concrete plates
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that have cylindrical or square steel inclusions surrounded by rubber, and they are periodically

distributed in X and Y directions [6]. This type of foundation is a typical periodic foundation

with local resonance. The basic idea of this new seismic isolation method is to replace the

traditional solid foundation with the periodic foundation to reduce seismic risk.

3.1 Wave Equation

In a homogeneous medium, the equation of elastic wave propagation can be written in the

form (Cheong et al [6]):

ρ
∂2u

∂t2
= ∇ ·

(
ρC2

t ∇ui
)
+∇ ·

(
ρC2

t

∂u

∂xi

)
+
∂

∂xi

[(
ρC2

l − 2ρC2
t

)
∇ · u

]
(1)

With i=1, 2, 3. For a 2D infinite system, the displacement vector ui = u(x, y) and the

equation (1) will be:

ρ
∂2u

∂t2
= ∇T · (C44∇Tui) +∇T ·

(
C44

∂uT
∂xi

)
+
∂ [(C11 − 2C44)∇T · uT ]

∂xi
(2)

with UT = [ux, uy], ∇T =

[
∂

∂x
,
∂

∂x

]
,i=1,2

3.2 Periodic Boundary Conditions

The passage from one point of the array to another space of a mesh is translated by phase

shift of ei
−−→
KBL. The calculation of the bandgaps of a periodic array is limited to the study of an

elementary cell by applying periodic boundary conditions given by equation (4) below.

According to Bloch’s theory [1], the solutions of the wave equation in the form of Floquet-

Bloch can be written as:

u(r, t) = ei(k.r−wt).uk
−→r (3)

Where:

K: wave vector in the reciprocal space.

w: wave pulsation.

uk
−→r is on the same periodicity as the elastic parameters which is uk(r) = uk(r + L)

Thus,

u(r + L, t) = ei(k(r+L)−wt).uk(r + L) = e
ikL.ei(k.r−wt).uk(r) = u(r, t).e

ikL (4)

4 Design and Development of Metamaterial Periodic Foundation

To apply phononic crystal concept for seismic protection, a bandgap in low frequency range

(between 1 and 10Hz) should be found. Therefore, a local resonance phenomenon should be

used in order to prevent seismic waves propagation in the sub-wavelnegth range [10].

4.1 Structure Configuration

The studied model is a 2D periodic foundation composed of a concrete matrix (a=1.4m)

in which cylindrical steel inclusions (of radius r= 0,2m) are enrobed in rubber (of thickness

e=0,2m). Each enrobed steel cylinder is considered as a resonator (figure 2), where every res-

onator absorbs the energy from wave at a frequency range located in the anti-resonance fre-

quency range to reach an equilibrium between wave and resonators stresses, where the gap is

observed
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Figure 2: (a) plan (xy) section of periodic foundation, (b) plan (xy) section of the unit cell

4.2 Materials properties

The goal is to create a low frequency bandgap by using a local resonance phenomenon,which

imposes the use of rubber material for the randall and steel or plumb material for the core, where

the low rubber’s elastic modulus and the high mass core allow this type of a resonator to resonate

at low frequency

Materials ρ(Kg/m3) E (GPa) ν
Concrete 2450 28 0,3

Rubber 1300 1,3 ·10−4 0,463

Steel 7850 210 0,3

Plumb 11600 16,46 0,4

Table 1: Mechanical properties of used materials density ρ, elastic modulus E, Poisson’s ratio ν.

4.3 Parametric Study

In this part, an elementary cell has been studied to determine the influence of the physical

parameters (elastic modulus E, the density ρ and the Poisson’s ratio ν) on the characteristics of

the bandgap: the lower edge frequency (FEL), the upper edge frequency (UEF) and the width

frequency deviation (FGW).

4.3.1 Numerical Model

The periodic structure is modeled with 2D plane deformation in Comsol Multiphysics soft-

ware by implanting one cell. And, the finite element method is adopted to calculate structure’s

bandgap.

4.3.2 Boundary Conditions

The periodicity of the cells in the two directions (X, Y) are modelled by following Bloch’s

boundary conditions. The corresponding equations of Bloch’s conditions are:
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u3 = u1.e
i.Kx.a

v3 = v1.e
i.Kx.a

u4 = u2.e
i.Ky.a

v4 = v2.e
i.Ky.a

Figure 3: FE mesh and periodic conditions of a unit cell

4.3.3 Structure’s Bands Calculation

The calculation of the dispersion curve is limited by the principal symmetric axes of the first

Brillouin’s zone. For every wave vector, the modes are calculated by using frequency analysis

proposed by Comsol (figure 4).

Figure 4: First irreducible Brillouin zone for a square periodic structure

Figure 5 shows the dispersion curve of model
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Figure 5: Dispersion cure of the periodic structure with reference properties

4.4 Results

The results indicate that the main physical parameters affecting the band gap properties are

core density and rubber elastic modulus. The figures (6, 7) below show that LEF and UEF

decrease and FGW increases when core density increases, and all characteristics of bandgap

increase when rubber elastic modulus increases. These results demonstrate the important role

of the low rubber elastic modulus on construction of periodic foundation with low frequency

bandgap and the core density’s effects to create low frequency bandgap.

Figure 6: Core density Influence on bandgap’s characteristics
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Figure 7: Rubber elastic modulus influence on bandgap’s characteristics

5 Verification of the Effectiveness of a Metamaterial Periodic Foundation for Seismic
Protection

In order to verify the effectiveness of periodic foundation, it is necessary to compare between

the concrete base and periodic foundation. Thus, two models are built, one with a concrete

base and the other with a periodic foundation. Both foundations have the same geometrical

properties (3m*7 m*0.4m) and the same upperstructure which are composed of two storeys

(3m*3.2m*2,9m).

Figure 8: , Frame structure with (a) Concrete foundation (b) Periodic foundation,

The fundamental frequency of upperstructure is equal to 5.04 Hz, thus the cell’s bandgap

must cover its fundamental frequency. For this reason the following periodic foundation’s cells

properties (figure 9) have been adopted. These properties give a bandgap between [4.94; 6.8]

Hz. Comsol Multiphysics software was used to create the finite element model adopted in this

study with displacement conditions: zero displacement in the Z direction and 5cm of vibration

amplitude with different frequencies in Y direction
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Figure 9: Dimension of periodic foundation’s cell

5.1 Results and Analysis

The figure below shows the dynamic responses of the upperstructure and demonstrates the

effectiveness of the periodic foundation in seismic isolation with reduction factor about 7 times

inside the bandgap

Figure 10: Relative displacement responses in Y direction for second story
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6 CONCLUSIONS

The periodic distribution of materials provides itself with a new property, where it inhibits

the propagation of elastic waves in the same directions and frequency ranges. These periodic

materials are called phononic crystal. A big number of periodic structures is studied and all of

these studies indicate the presence of bandgaps, where the waves cannot propagate.

In this paper, a periodic foundation based on local resonance phenomenon was investigated

where the wavelengths of seismic waves are in order of a Kilometer. This research included

a parametric study to determine the effect of the materials parameters on the bandgap which

allowed us to deduce that the density of core and the elastic modulus of rubber are quite effective

on bandgaps’ characteristics. Moreover, a three-dimensional finite element structural model was

used to validated the effectiveness of this periodic foundation approach in achieving its role as

seismic attenuator in the desired frequency range [1 ; 10 ] Hz
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 Seismic response history analysis is the most significant approach for seismic anal-
ysis of structural and geotechnical systems, especially when nonlinearities are present. The 
main purpose of this analysis is the determination of the system response when it is subjected 
to a ground motion acceleration.  

Several approaches have been proposed to select the most appropriate seismic acceleration. 
The various approaches use, respectively: a) real accelerograms; b) synthetic accelerograms 
and c) artificial accelerograms. The artificial accelerograms for their versality are the most 
adopted. However, the main drawback of generated artificial accelerogram is the impossibility 
to take into account of both the time and frequency contents of real accelerograms when the 
spectrum compatibility is satisfied.  

In this paper an alternative method is proposed. The proposed method requires the following 
steps: i) to select a target accelerogram; ii) to find a fully non-stationary model of earthquake 
ground acceleration such that the target accelerogram may be considered as one of its samples; 
iii) to evaluate the mean elastic spectrum of a set of generate fully non-stationary accelerogram
samples; iv) to satisfy the compatibility of so determined elastic spectrum to elastic target re-
sponse spectrum by means of an iterative procedure. 

In order to quantify the influence of accelerogram models on the seismic response a non-liner 
geotechnical system is analysed. In particular, selected a target accelerogram recorded in a 
stiff soil, the response of a real soil deposit is evaluated assuming for the soil a non-linear one-
dimensional (1D) model. 
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Abstract. During the recent seismic events in Italy (such as L’Aquila 2009, Emilia 2012 and the
2016 Central Italy seismic sequence), several damages and collapses were observed in precast
reinforced concrete industrial buildings. Although reliable seismic design criteria are nowa-
days available for precast frame structures, recent earthquakes showed that the optimal design
of the cladding-to-structure connections is yet to be solved. Currently, in the seismic design
practice of precast structures, the panels are modeled as additional masses, without any stiff-
ness contribution. Then, the capacity displacement of the designed connection is compared with
its demand displacement. This design practice does not correctly reflect the actual behavior of
the connection because, due to the configuration of the anchorage devices that exert friction
and blockage effects, a force exchange can occur between the panels and the supporting beams.
This was demonstrated by the surveys carried out after the seismic events, reporting several
damages to traditional anchorage systems. In the context presented above, the research work
is aimed at investigating the seismic behavior of the first prototype of an innovative cladding-
to-structure connection for precast industrial buildings. The innovative device is capable to
guarantee higher robustness with respect to the devices currently available on the market, es-
pecially when friction forces on the sliding cart are significant and is able to avoid jamming of
the cart. Full scale experimental tests are carried out on a prototype precast building equipped
with cladding panels. The system is forced by a vibrodyne mounted on the roof and providing
an in-plane sinusoidal force along the direction of the panel. Tests are repeated with two dif-
ferent types of connection between the wall panels and the structure: a traditional one and an
innovative one, showing the superior performance of the new type of connection in reducing the
load transfer and avoiding damage to the panel and the beam even at large excitation levels.
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1 INTRODUCTION

Precast reinforced concrete technology is a construction method which gained success espe-

cially in industrial constructions and commercial buildings, due to the need of large spans and

plan dimensions. The 2012 Emilia-Romagna earthquake (central Italy) highlighted the seismic

vulnerability of these structures in terms of direct and indirect losses [1], focusing the attention

on damage prevention methodologies for prefabricated structures [2, 3].

In particular, precast buildings can experience collapses or serious damages in structural and

nonstructural elements, expecially due to the lack of adequate beams-to-columns and cladding-

to-structure connections [4], demostrating an insufficient safety level against seismic actions

[5]. Indeed, connections should be able to absorb the relative displacements due to cyclic seis-

mic loading in order to avoid damage for both vertical and horizontal panels [6, 7].

In this framework, the research work is aimed at investigating the in-plane anchorage perfor-

mance of an innovative cladding-to-structure connection device. The new device has a joint

capable of rotating along the two principal directions, as well as sliding along the vertical and

horizontal direction. It follows that, during the seismic event, the connection can perform a

rotational-translational motion. The idea is to effectively decouple the movement between the

panel and the structural element, overcoming the major limitations associated with traditional

anchorage systems, such as deformability, friction force and jamming of the cart.

2 THE CASE STUDY

The case study is a prototype single-story building (Figure 1) with plan dimensions of 10.2

x 14.6 m and with a height of 11.0 m. The frame is composed by reinforced concrete columns

with a rectangular cross section, prestressed I-shaped beams along the shorter side of the struc-

ture, and U-shaped precast roof beams along the longer side. A reinforced concrete cladding

vibrodyne

prototype building

Figure 1: The full scale prototype building.

panel can be mounted on the structure and is connected to a reinforced concrete support beam.
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The connection between the panel and the support beam is realized by 4 steel plates, two on

each side of the support beam, equipped with a hole to house a central connection pivot. The

support beam, integral with the wall panel and the principal beam as well, allows to measure

the cladding-to-structure force exchange through the displacements transducers installed on the

steel plates. A vibrodyne is installed on the rooftop, capable of inducing a sinusoidal force to

the structure, as better detailed in the next section.

Two different types of hammer-head strap devices are used to connect the cladding panel to the

support beam: a traditional hammer-head strap (Figure 2a) and a first prototype of an innovative

device (Figure 2b).

The traditional connection is composed by: a hammer-head strap whose head is connected to

the panel in a vertically oriented C-shaped steel channel; a bolt and a toothed washer connected

to the support beam through an horizontally oriented C-shaped steel channel. The basic idea is

that the panel and the structure are rigidly connected through the two blocks (channels). One

of the limitations associated with the use of a traditional non-seismic connection concerns the

significant amount of force exchange between the panel and the structure, due to the friction

exerted in the anchorage components which can lead to a collapse mechanism. In order to im-

prove the anchorage performance, the innovative connection has a rotating pin near the panel

coinciding with the vertical bolt which allows rotation to take place around the vertical axis

passing through the bolt (yellow dashed line in Fig. 2b). Furthermore, a sliding block is in-

stalled on the support beam that allows the sliding movement as indicated by the red arrow in

Fig. 2b).

a) b)

panel connection

rotation axisbeam connection
sliding movementpanel connection

beam connection

Figure 2: The tested connection devices: a) the traditional hammer-head strap; b) the first prototype of the innova-

tive device.

3 EXPERIMENTAL SET-UP

The prototype building is instrumented with several types of sensors (Figure 3): n. 8 uni-

axial piezoelectric accelerometers, model PCB393B12 with a sensitivity of 10 V/g, are located

at the top of each column (A1-A8); n.2 accelerometrs (A9-A10) are installed on the support

beam connecting the principal beam to the cladding panel; n. 2 accelerometers are positioned

at the top of the cladding panel; n. 8 strain gauges are installed on the two faces of each steel

plate (E1-E8 with reference to Figure 3) to measure the force exchange between the panel and

the support beam. All the sensors are simultaneously acquired with the data acquisition (DAQ)

system, model NIcDAQ9184, connected to the PC via Ethernet.
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Figure 3: Sensors configuration: a) global configuration in plan; b) uniaxial accelerometers installed in two or-

thogonal directions; c) strain gauges installed in the steel plates to measure transmitted forces between cladding

panel and structure.

The structure can be subjected to an harmonic force induced by a mechanical vibrodyne

jointed to the rooftop in an eccentric position with respect to the geometric center of gravity.

The vibrodyne is composed of two eccentric masses (70 Kg for each mass) whose movement

induces the sinusoidal force in the horizontal direction.

4 PRELIMINARY ANALYSIS RESULTS

The experimental tests were carried out on July 3rd and 5th, 2019. The different configura-

tions analyzed are:

• C1 - prototype building without the cladding panel.

• C2 - prototype building with the cladding panel connected through a traditional hammer-

head strap connection.

• C3 - prototype building with the cladding panel connected through the innovative con-

nection.

The response is measured by means of the accelerometers and displacement transducers as

shown in Figure 3.

4.1 Ambient Vibration Test

In order to identify the structural dynamic properties of the prototype building, ambient

vibration tests (AVTs) were carried out for the configurations C1 and C2, measuring micro

tremors induced by ambient vibrations and daily activities. The data were recorded for a du-

ration of 1 hour with a sampling frequency of 1652 Hz, which was down-sampled to 100 Hz.

Figure 4 shows the normalized singular values (SV) of the spectral density matrix of all data
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sets identified through the Frequency Domain Decomposition (FDD) approach with the indi-

cation of the first three principal vibration modes for configuration C1 (Figure 4a), configura-

tion C2 (Figure 4b) and configuration C3 (Figure 4c). The vibration modes associated to the
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Figure 4: Singular values (SV) of the power spectral density matrix obtained from the AVT and identified resonant

peaks of the first 3 modes: a) configuration C1, b) configuration C2, c) configuration C3.

first three principal vibration modes are presented in Figures 5-7. As regards configuration C1

(Figure 5), the first mode is flexural-torsional (f1 = 0.39 Hz), the second is flexural-torsional

(f2 = 0.73 Hz) and the third one is purely torsional (f3 = 1.17 Hz). As concerns configura-

tion C2, from Figure 6 it can be observed that the first mode is flexural (f1 = 0.68 Hz), the

second is flexural-torsional (f2 = 1.22 Hz) and the third is purely torsional (f3 = 1.90 Hz).

For further information, Figure 7 shows the first three principal vibration modes associated to

configuration C3: the first flexural (f1 = 0.63 Hz), the second flexural-torsional (f2 = 1.17 Hz)

and the third purely torsional (f3 = 1.81 Hz). It is worth noticing that the different technologies

used for the cladding-to-structure connection, i.e., configuration C2 vs configuration C3, does

not significantly affect the evaluation of the principal vibration modes. Indeed, at low levels of

vibrations the friction force exerted by the connection does not allow the sliding of the panel

with a consequent similar dynamic behavior. In any case, slightly lower natural frequencies

are observed using the innovative connection device, which is consistent with its mechanical

behavior.
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Figure 5: First three vibration modes obtained from the AVT for configuration C1.

Figure 6: First three vibration modes obtained from the AVT for configuration C2.

4.2 Forced Vibration Tests

In this section some results of the forced vibration tests associated to configurations C1,

C2 and C3 are presented. As an example, Figure 5 shows the horizontal lateral displacement

evaluated for channels A1 and A2 for all the configurations. Displacement time histories were

obtained by double integration of measured acceleration. In the case of configuration C1 (Fig-

ure 5a-b) the force induced by the vibrodyne has a maximum value of 3450 N. In the case of

configuration C2 (Figure 5c-d) the force induced by vibrodyne has a maximum value of 8600

N, while in configuration C2 (Figure 5e-f) the maximum value corresponds to 5500 N.

The significant panel-to-structure force exchange reached with configuration C2 caused the

partial damage of the traditional connection. This aspect is confirmed by analyzing Figure 6,

which represents the mean value of the force measured during the tests by the strain gauges E1-

E8 (Figure 3), suitably manipulated to reduce environmental effects (temperature and humidity)
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Figure 7: First three vibration modes obtained from the AVT for configuration C3.

and projected in the two main directions x and y. In particular, a Butterworth filter was used to

clean up the signal. From the Figure it can be noted that the force exchange in the case of the

traditional device is strongly higher (blue line) with respect to the case of the innovative device

(red line).

Furthermore, Table 1 shows the maximum horizontal displacement (d) of the support beam and

of the cladding panel corresponding to the maximum horizontal force provided by the vibro-

dyne considering configurations C2 and C3.

The experimental results confirm that force exchange between the panel and the structure due to

the friction exerted between the anchorage components of the traditional connection device is

not negligible, since it leads up to the connection collapse. Therefore, the reduced value of the

cladding panel displacement associated to configuration C3 with respect to the support beam

proves the superior performance of the new type of connection in reducing the load transfer

and, consequently the in-plane movement of the panel, avoiding damages to the panel and the

beam.

Results of forced vibration tests highlight the effectiveness of the first prototype of the innova-

Configuration Fmax Support beam Cladding panel

[N] dx [m] dy [m] dx [m] dy [m]

C2 8600 0.1954 0.1827 0.0479 0.0238

C3 5500 0.1390 0.0131 0.0018 0.0087

Table 1: Maximum horizontal displacement (d) of the support beam and of the cladding panel with the indication

of the maximum horizontal force provided by the vibrodyne for C2 and C3 configuration.

tive device in improving the seismic behavior of the panel-to-structure connection for in-plane

movement. Further prototypes, with optimized mechanical characteristics, will be tested con-

sidering both in-plane and out-of plane forces with the aim of improving robustness of the

connection device against seismic loads.
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Figure 8: Horizontal displacements evaluated during the experimental tests: a) configuration C1 channel A1; b)

configuration C1 channel A2; c) configuration C2 channel A1; d) configuration C2 channel A2; e) configuration

C3 channel A1; f) configuration C3 channel A2.

5 CONCLUSIONS

The study has focused on the evaluation of the seismic behavior of the first prototype of an

innovative connection between cladding panels and supporting structures. The main objective

is to decouple the movement between the panel and the structure. For the purpose, a prototype

building has been built and used to perform AVTs and forced vibration tests along the plane of

the panel. The structural response has been measured by means of accelerometers and strain

gauges. Both AVTs and force vibration tests were performed considering three different con-

figurations: C1, C2 and C3. The anchorage performance of two types of systems (traditional vs

innovative system) has been compared.

The effectiveness of the innovative device has been assessed by measuring the amount of force

transmitted between the support beam and the cladding panel. On the one hand, the results of

the experimental tests showed that the traditional device induces a not negligible force exchange

between cladding panels and supporting beam. On the other hand, the first prototype of the in-

novative connection device considerably reduces the in-plane force transmission, decoupling
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Figure 9: Panel-to-structure force exchange measured by the transducers for the traditional and innovative devices:

a) Plate 1, x direction; b) Plate 1, y direction; c) Plate 2, x direction; d) Plate 2, y direction; e) Plate 3, x direction;

f) Plate 3, y direction; g) Plate 4, x direction; h) Plate 4, y direction;.
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more effectively the panel-structure movement. It follows that such a proposed design solution

is promising towards an effective improvement of the seismic behavior of reinforced concrete

precast structures, leading the way to further enhancements of the prototype device with the aim

of considering both in-plane and out-of plane loads.
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Abstract. Relationships between seismic action, system response and relevant damage lev-
els in industrial plants require a solid background both in experimental data, due to the high
level of nonlinearity, and in knowledge of seismic input due to large uncertainty. Besides, risk
and fragility analyses depend on the adoption of a huge number of seismic records usually not
available in a site-specific analysis. In order to manage these issues and to gain knowledge on
the definition of damage levels, limit states and performance for major-hazard industrial plant
components, we present a possible approach and discuss results of an experimental campaign
based on a real prototype industrial steel structure. The investigation of the seismic behaviour
of the reference structure has been carried on through shaking table tests, focusing in particu-
lar on the structural or process-related interactions that can lead to serious secondary damages
as leakage in piping systems or connections with tanks and cabinets. This has been possible
thanks to the adoption of a ground motion model (GMM) able to generate a suite of synthetic
time-histories records for specified site characteristic and earthquake scenarios. In fact, model
parameters can be identified by matching the statistics of a target-recorded accelerogram to the
ones of the model in terms of faulting mechanism, earthquake magnitude, source-to-site dis-
tance and site shear-wave velocity. Hence, the stochastic model, based both on these matched
parameters and on filtered white-noise process, generates the ensemble of synthetic ground
motions capable to capture the main features of real earthquake ground motions, including in-
tensity, duration, spectral content and peak values. Finally, by means of the combination of a
high-fidelity and a low-fidelity FE model as well as the stochastic input generated by a GMM,
a seismic vulnerability assessment of both industrial components and the global structure can
be carried out.
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INTRODUCTION

Between major natural hazard critical for industrial facilities, we can undeniably enlist seis-

mic events. In fact, as well documented in literature - see [1]; [2]; [3] -, in these occurrence,

industrial process plants have shown to be susceptible to experience significant damages both

in primary structure and in secondary elements that usually constitute plant components and on

which rely the operation of facilities.

Besides, as demonstrated by recent catastrophic events - like Tohoku earthquake in 2011 -

and particularly stressed in the literature - see [4]; [5] - industrial facilities are especially vulner-

able to those natural hazards which may trigger technological accidents: the so called NaTech

events, i.e. Natural-Technological events. Therefore, there is a strong necessity to investigate

interactions between primary structure and plant components, but also between the components

among themselves, in order to avoid, as shown in previous references, serious consequences

and critical secondary damages which, in addition to loss of production, also pose a danger

to humans and the environment if hazardous substances are released due to leakages. In this

perspective, the objective of the project SPIF, i.e. Seismic Performance of Multi-Component
Systems in Special Risk Industrial Facilities, under the grant of European H2020 - SERA, Seis-
mology and Earthquake Engineering Research Infrastructure Alliance for Europe, is to carry

out a complete investigation of the seismic behaviour of industrial plants equipped with complex

process technology by means of shaking table tests.

The case-test structure is a three-storey moment resisting steel frame with vertical and hor-

izontal vessels and cabinets, arranged on the three levels and connected by pipes. The three

levels are constructed as flexible diaphragm made of steel cross beams, partially covered with

gratings. Tests are carried out without base isolation of the industrial structure. Furthermore,

firmly anchored components are taken into account to compare their dynamic behavior and in-

teractions with each other. Besides, the campaign structure is equipped with sensor systems

integrated into the test structure itself for a rapid damage assessment.

Along with this line, the following paper focuses on the main aspects of investigation of

seismic performances of a prototype steel-frame industrial plant, with a special focus on loss

of containment (LoC) from bolted flange joints (BFJs), see [6], pipe bends and tee-joints, ves-

sels’ connections and anchorages. Therefore, seismic risk is evaluated through fragility curves

analyses, according to [10] inside the framework of PBEE, [8].

In details, to take into account the variability of the seismic action and the high number of

time histories needed, a GMM has been adopted, in order to generate a suite of synthetic time-

histories records for specified site characteristic and earthquake scenarios, based on the results

of a site-specific probabilistic seismic hazard analysis in severe seismic prone zone in Italy -

PSHA, see [7].

Moreover, a faster-low (LF) and a refined high fidelity (HF) FE models are developed in

order to represent the complexity of the experimental campaign with two different level of

computational efforts and accuracy reproduced. The whole test campaigns provide then the

necessary background to properly calibrate FE models. Therefore, in order to reduce the space

of the GMM parameters, a global sensitivity analysis (GSA) over FE models is performed

to assess the individual contributions of each input variables to the total variance of the model

response. Finally, the LF model of the prototype industrial plant is adopted to perform a seismic

fragility analysis with a cheaper computational effort demanded.

In sum, the paper is arranged into 6 main sections: the first section illustrates SPIF test

structure, whilst the second one focuses on the characterization of the seismic input. The third
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section presents the arrangement of the experimental campaign, in the fixed configuration. The

fourth one deals with the description of the FE modelling of the primary structure and of the

industrial components, such as pipes, bends and vessels. In the fifth section, we show the

procedure in order to gain relevant seismic fragility curves both for components and the global

system. In the last section, main conclusions are drawn and future developments are proposed.

THE SPIF STRUCTURE

The primary steel structure is a three storey moment resisting steel frame with flexible

diaphragm made of crossbeams. The three dimensional primary steel structure is shown in

Fig. (1). The ground-plan dimensions are 3.7 m x 3.7 m and the storey height is 3.1 m, which

leads to a total height of 9.3 m. The rigid frame is simply supported on the reinforced con-

crete base plate and the crossbeams are hinged connected to the frame beams. In total four

tanks are installed, two vertical tanks on the first level and two horizontal tanks on the second

level. Furthermore one electrical cabinet is placed on the first level. Concerning piping system,

the nominal pipe diameter is DN 100, with the exception of the suspended pipes on the third

story that are DN 80. In addition, smaller single degree of freedom (SDOF) oscillators systems

are installed on each of the three levels to investigate the structure component interaction for

different periods in the linear and non-linear range.

(a) Top view. (b) Side view.

(c) 3D front view. (d) 3D back view.

Figure 1: Representation with quote of the prototype industrial plant for SPIF project: (a) top,

(b) side and (c)-(d) 3D front and back views.

Besides, the test structure is equipped with a complex system of sensors which includes FBG

3055



C. Nardin, R. di Filippo, R. Endrizzi, I. Lanese, F. Paolacci, O.S. Bursi

fiber optics sensors, for LoC and leakage detection, strain-gauges, LVDT and accelerometer in

strategical positions, as shown for example in Fig. (2).

(a) FBG sensors. (b) Accelerometers at base joint.

Figure 2: Part of system’s sensors applied to test structure: in more detail, (a) FBG sensors

connected to flange susceptible to leakage phenomena, (b) disposition of accelerometer at base

joint of the primary steel structure.

EXPERIMENTAL CAMPAIGN

Sequence and intensity levels of shaking table tests are performed so as to reach more se-

vere damages or even collapses in components by passing from fully operational (OP) to near
collapse (NC) limit states, or, as in case of major industrial plants, from operating condition
or design basis earthquake condition (OBE) to safe shutdown earthquake condition (SSE). In

particular, the first set of simulation tests are executed on the base isolated structure while the

second set is run on the non-isolated configuration. In both configuration’s setup, after tuning

the shaking table, input signals are launched and then scaled with coefficient related to the prob-

ability of exceeding the seismic action, PL, in TL years other than the reference probability of

exceedance PLR, over the same TL years, as reported in Tab. (2). In more details, according to

Components Buildings
EC8-4:(2.1.4) EC8-4:(4.2.5)

Cl. I 0.8 0.8

Cl. II 1 1

Cl. III 1.2 1.2

Cl. IV 1.6 1.4

Table 1: Important class and coefficients according to EC8, Part 1 and Part 4.

the assumption during design phase of considering an importance factor γI equal to 1.0, it has

been evaluated in Eq. (1) the ratio between the maximum allowed value of importance factor in

case of components versus the assumed one, see Tab. (1): this ratio is then used as a scale factor

in order to pass to a SLS safe life limit state for the structure and the equivalent OBE operating
condition or design basis earthquake condition for pipe systems.

γI =
1

1.6
= 0.625 (1)
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Probability of Exceedance
NTC18: 3.2.1

OP 81 % Fully Operational

DL 63 % Damage Limit

SD 10 % Significant Damage

NC 2.5 % Near Collapse

Table 2: Probability of exceedance according to Italian Standards.

Then, according to EC8-Part 1: (2.1-4(P)Note), the value of the importance factor γI is obtained

by the ratio between TL and TLR, i.e. time associated to the reference seismic action in order

to achieve the same probability of exceedance in TL years as in the TLR years for which the

reference seismic action is defined

γl =

(
TLR
TL

)−1/k

with k = 3 (2)

as well as

γl =

(
PL

PLR

)−1/k

with k = 3 (3)

again the needed factor with which multiply the reference seismic action. So, by referring to

Italian codes in Tab. (2), importance factors for different limit states are evaluated and reported

in Tab. (3), together with the reference peak ground acceleration of the spectra involved in the

design phase. Main assumptions in order to evaluate proper spectra for the test structure were

NC SD DL OP units
γI 1.000 0.625 0.541 0.498 [-]

agR 0.690 0.431 0.233 0.215 [g]

SSE OBE

Table 3: Important coefficients and reference peak ground acceleration for different limit states.

in fact the following ones: · nominal life: 50 years; · soil type: C –T1; · damping: 5%; · peak

ground acceleration: agR = 0.69 g and · importance class II.

Therefore, spectra-compatible accelerograms have been evaluated with a relative difference

between matched and target spectra less than 10%. These accelerograms are assigned to both

the configuration setup, i.e. structure with and without base isolation, with the 4 aforementioned

different scale factors related to separated limit states.

Furthermore, for the isolated setup, natural records from PEER NGA-WEST2 database are

selected, with the purpose of stressing the designed isolators. In particular, selection crite-

ria were devoted to have a strong frequency content around the range of the working-isolated

structure and to match the design spectrum. For this last point, it has been necessary to scale up

the natural accelerogram selected with the first main issue, according to a scale factor derived as

the ratio between maximum acceleration reached by the artificial seismic input and the natural

one.

Then, in order to induce damage or collapse in previous analysed components, as, for ex-

ample, leakage in selected flanges or collapse of vessel’s footing, seismic records from ground
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motion model are selected, thanks to the high variability of the ensemble site-characteristic gen-

erated. Hereafter, the main characteristics and peculiar aspects of the ground motion model are

presented.

SEISMIC INPUT FROM GMM

Synthetic ground motions are employed in order to cover the range of IMs of interest and

eventually obtain a sufficient large ensemble of time-histories for fragility curves analyses.

Here, a synthetic ground motion model has been assumed in order to reproduce the spectral

variability of recorded accelerograms. In particular, according to [9], with the purpose of cali-

brating the GMM for a specific geographical location and specific site characteristics, a PSHA

deaggregation is performed. Along this line, in the assumption of far-field scenario, a severe

seismic prone zone of central Italy is selected. Below, see Fig. (3), it is reported the main result

of the probabilistic seismic hazard deaggregation analysis.

Figure 3: Probabilistic seismic hazard deaggregation analysis for Palmoli, Central Italy.

Moreover, the original recorded accelerograms are selected from the INGV site (http://www.ingv.it/)

and ITACA - Italian Accelerometric Archive - Database, with the following criteria:

• fault to site distance > 10 km;

• moment magnitude > 5.5;

• main shock seismic records only.

Besides, another core assumption, both in design of the structure and in selection of ground mo-

tions time histories, is correlated to the soil characteristics, that is assumed of type C according

to European standards. Herein, in Tab. (4) compatible accelerograms are reported.

According to [11], GMM is defined in terms of a set of parameters based on ground motion

properties with physical meaning, as reported in Tab. (4). The model is based on a modulated,

filtered white-noise process and incorporates both temporal and spectral non-stationarities, as

shown in Eq. (4)

ag (t) = q (t, α)

[
1

σf (t)

∫ t

−∞
h (t − τ, λ(τ))ω(τ)dτ

]
(4)
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Earthquake Name Station Name VS,30[m/s] Distance
fault-site
[km]

Moment
Magnitude
[Mw]

1 IT-1979-0009-NORCIA BVG 211 38 5,8

2 IT-1984-0004-LAZIO-ABRUZZO CSN0 501 19,7 5,9

3 IT-1984-0004-LAZIO-ABRUZZO PNT 325 26,8 5,9

4 IT-1984-0004-LAZIO-ABRUZZO GRG2 187 49,1 5,9

5 IT-1984-0004-LAZIO-ABRUZZO GRG1 192 49,1 5,9

6 IT-2009-0009-L-AQUILA AVZ 199 35,1 5,5

7 IT-2009-0009-L-AQUILA GSA 492 14,4 5,5

8 EMSC-20160824-CENTRAL-ITALY TRE 353 45,3 6

9 EMSC-20160824-CENTRAL-ITALY FOC 342 45,7 6

Table 4: Set of selected accelerograms from ITACA database.

where ω(τ) is a white-noise process, while α̂ is defined by means of

α̂ = argmin
α

(
|Ia (t45) − Îa (t45) | + | (t95) − Îa (t95) |

)
(5)

It should be noticed that the modulating function q(t, α) completely defines the temporal char-

acteristics of the process, whereas h (t − τ, λ(τ)), denoting the impulse-response function IRF,

and its time-varying parameters define the spectral characteristics of the process. In particular,

IRF of a linear time-varying filter can be expressed as follows:

h (t − τ, λ (τ)) = f(ωf , ζf ) (6)

where

ωf = ωmid + ω′(t − tmid) (7)

Simulating process of GMM is then able to generate an ensemble of ground acceleration time-

history similar to those illustrated in Tab. (4) for a given set of model parameters, as reported in

Tab. (5).

Name Distribution Average Value Units
Ia Uniform 0,212 [m/s]
tmid Uniform 3,6 [s]
D5−95 Uniform 8,8 [s]
ωmid Uniform 43,7 [Hz]
ζf Uniform 0,25 [−]

Table 5: Distribution of stochastic GMM parameters.

Along this line, two main hyphotesis have been assumed: the first one is to consider param-

eters statistically independent; the second regards the choice of assuming uniform distributions

in order to describe probability distribution of all the parameters, with the only exception of

ω′ that is assumed constant. Thus, in order to reduce the variability of the seismic input and

to reduce the space of parameters, a set of 200 white-noises combining 200 accelerograms is

performed on the LF model with a convergence check upon the third quartile of both spectral

acceleration for T1 = 0.36 s and maximum displacement at top storey. Results are reported in

Fig. (4) and Fig. (5) and indicate that at almost 100 of white-noises convergence is reached.
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Figure 4: Check on number of white-noises Nwn at the third quartile for Sa(T1).

Figure 5: Check on number of white-noises Nwn at the third quartile for umax at top storey.

THE FINITE ELEMENT MODEL

According to [9], one of the most important feature of a GMM is the possibility to study the

structural response to earthquake with characteristics that are coherent with the site seismicity

(e.g. fragility curves). The main disadvantage of this technique is the great number of non linear

analysis necessary to take into account the variability of the seismic action. To overcome the

numerical effort required in such procedure two model are needed.

First a low fidelity model (LF) that aims to reproduce the essential characteristics of the

system with the smallest computational effort possible is developed. For our purposes this

essential characteristics are: natural periods, base shear and behaviour of the major component

such as tanks and piping system.

In a second phase an high fidelity model (HF) is introduced with the purpose to caught

the behaviour of the structure in greater detail even with reference to the interaction between

primary and secondary elements.

In the next section, only issues and principal techniques involved in the definition of LF

and HF model of the isolators are discussed, while a general comment on the main differences

between LF and HF model is briefly dwell.

Piping system

As can be seen in Fig. (1) the piping system is composed of straight pipes, bends, tee joint

and BFJs. Since our purpose is to include in the model only the foundamental aspects of the

structure, we firstly have to identify the most critical components for the LoC limit state. Ac-

cording to [14] there are only three possible failure modes for pipes: fracture due to excessive

tensile loading, local buckling due to compressive action and low cycle fatigue. The first failure

mode is prevent if the plastic deformation does not exceed the tensile strain limit εTu, that the

Author suggests to use a conservative value of 2%. Compressive failure is typical in pipe bends

and the limit compression strain εCu can be estimated from Eqn. (8)

εCu = 0.5 ·
(
t

D

)
− 0.0025 + 3000 ·

(σh
E

)2

(8)

Neglecting the effect of internal pressure, a value of 1% is found. Instead, the third failure
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mode arises only if the component undergoes large plastic deformation several times. Thanks

to results of preliminary analysis, it is possible to outline only two points (the nozzle in position

6 and the tee joint in position 5) with tension’s value above yielding limit. To investigate the

possibility of high stress level, those position are model with shell finite elements. It is important

to notice LF model is an elastic one, since the structure is designed to remain elastic even

under very high seismic shacking. In later analysis the elastic solution will be used as guide to

choose significant ground motions to evaluate inelastic response of components. In conclusion,

such level of deformation in pipes capable to induce failure seems to be unlikely. So, the

weakest component for the LoC prevention are the BFJs. The model proposed by [15] is used

to investigate the performance of the BFJs. This method is developed in the framework of the

EN 1591-2009 and results in a linear domain like the one shown in Fig. (6). The BFJs are

designed in accordance with EN 1591-2014 to ensure the performance level requested in two

seismic condition:

• Operating condition basis earthquake (OBE): it corresponds to an earthquake scenario,

considering the seismic hazard of the site, that could reasonably affects the structure

during his operating life time;

• Safe shut-down earthquake (SSE): it corresponds to maximum ground motion for which

some critical components of the plant must be designed to remain functional.
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Figure 6: Example of leakage domain of the La Salandra model

To model the rest of the piping system in terms of mass and stiffness, several techniques are

available. The easiest choice is to adopt beam element with reduced stiffness’ value by means of

flexibility factors. Codes provide an analytical formulation of these factors based on elasticity

theory. Example of such factors, in the case of elbow element, are shown in equations below.

h =
4 ·R · en
d2m

(9)

kB =
1, 65

h
(10)

In case of tee joint, no stiffness reduction is required. A more precise approach consist in

the determination of flexibility factors for elbows derived from a FEA. In this case a FEM of

pipe bends based on shell element is developed and moments are applied to one end. Then, by

equating deflection of the FE model with an analogous system of beam deflection, it is possible

to evaluate proper flexibility factors. According to [16] using this procedure flexibility factors
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Flexibility factor
Direction UNI EN 13480-3 FEM

In plane 9.24 8.28

Out of plane 9.24 8.21

Table 6: Comparison between flexibility factor

Figure 7: FEM of a single elbow

for in plane and out of plane action can be found. The results of the two procedure are resumed

in Tab. (6), while FE model employed is depicted in Fig. (7).

In this calculation, stiffening effects of pressure are neglected, since just few elbows are

pressurized and with a negligible resultant effect caused by internal pressure.

The main hypothesis by referring to flexibility factor is that the ends of the elbow are free

to ovalize. Thus, if this condition is not respected, a significant stiffening effect raise. In order

to individuate those critical conditions, a parametric study is carried out with this scheme: a

specimen made of two elbows (with direction specified in Tab. (7)) separated by a straight

pipe is analysed. Several simulations are launched for increasing length of the central pipe

from 200mm to 3000mm. During the simulation, two set of displacement are imposed to the

specimen: a linear displacement parallel to the straight pipe and a rotation of one end. As

a result mutual force to the imposed displacement are collected. For high length of central

pipe, flexibility contribution for elbow is constant and the central pipe behaves like a beam with

circular cross section. When the length of central pipe goes under a threshold value, a stiffening

effect can be seen and also induce an error greater than 10%, compared to the equivalent beam

behaviour. Thus, a cut-off length can be defined.

Bends scheme Direction L [mm]

L-R
Axial 450

Bending 200

L-L
Axial 450

Bending 300

L-U
Axial 450

Bending 450

Table 7: Cut-off length

Looking at Tab. (7), it is possible to notice that in case of bending a cut-off length equal to

2, 5D is adequate. This result are in good agreement with results of [16]. In the other cases,

when forces are of primary importance, a greater value of 4D looks adequate.
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FRAGILITY ASSESSMENT OF A STEEL STRUCTURE AND COMPONENTS

In this paragraph, a method for performing fragility assessment of components and structure

is illustrated, based on the seismic response of the test structure on the LF model. In fact, by

using outputs of the simulations, it is possible to evaluate fragility functions FD defined as the

conditional probability of an event - i.e. overpass a threshold for a certain damage state (D) -

given the observation of an intensity measure (IM) which describes the seismic event, see [7]

and [10].

FD (im) = P [D ≥ CLS|IM = im] (11)

So, it is clear the importance of the choice of both the intensity measure proper for the case-

test and the definition of the damage state D and its class of limit state CLS , seen as thresholds

- [17].

The most popular procedure to compute fragility functions via time-history analysis can be

summarized, according to [18] and [19], as follows:

• definition of a numerical model for the structure of interest, y(t) = M[ẍg(t|IM =
im); θM(t)] where M stands for the numerical model, θM for a set of model parameters,

and ẍg for the seismic input;

• selection of suitable IM and N ground motions of interest;

• selection of EDP of interest;

• definition of damage limit states D via EDP thresholds.

Given the N outcomes, it is common to assume a lognormal probability distribution for the

random variable IM associated with the given damage state D. Then, the parameter of the

lognormal can be estimated via the method of the maximum likelihood. However, one positive

aspect of the likelihood function is that it can be written also for a generic probability density

function f(x; θ), where θ is the set of parameter to be estimated. Thus, by dividing data into

two groups, i.e. data that causes collapse and data that do not cause collapse, the likelihood

function is given by:

L (θ) =
N∏

n=1

f (x; θ)N [ 1 − F (x; θ) ](N −N) (12)

or in logarithmic form

lnL (θ) =
N∑

n=1

f (x; θ) +
(
N − N

)
[ 1 − F (x; θ)] (13)

and solution of the parameter can be found

θ̂ = argmin
θ

[−lnL (θ)] (14)

3063



C. Nardin, R. di Filippo, R. Endrizzi, I. Lanese, F. Paolacci, O.S. Bursi

CONCLUSIONS

In this paper, we investigate relationships between seismic action, system response and rele-

vant damage levels in a prototype of an industrial plant. This has been possible by means of the

development of a procedure that combines modeling of the industrial structure, in both primary

and secondary elements, and selecting proper ground motion time histories for analyses. As

a first step, we have defined a seismic scenario associated to a geographical site by means of

a probabilistic seismic hazard analysis. Then, based on this analysis we provide an adequate

seismic input employing a stochastic ground motion model calibrated against coherent natural

seismic records. Successively, in order to select ideal signal causing desired damage in terms

of limit states, a large set of synthetic time histories has been generated and assigned to a low

fidelity finite element model. In particular, we focused on the modeling of secondary elements,

such as elbows, tee-joints and bolted flange joints, i.e. critical elements within the steel struc-

ture. As a result, both the steel structure and relevant industrial components have been subjected

to artificial spectrum-compatible and seismic records provided by a ground motion model. Thus

targeted LS have been sought. Finally, we present the methodology to derive fragility curves

based on the results of LF models.
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SIMPLIFIED ESTIMATION OF DESIGN FAULT DISPLACEMENT 
FOR BURIED PIPELINES AT FAULT CROSSING 

Vasileios E. Melissianos  and Dimitrios Vamvatsikos

Keywords:

Abstract. A set of simplified expressions are derived for estimating the design fault displace-
ment for pipelines crossing active faults by considering alternative scenarios, seismicity levels, 
and the pertinent uncertainties. Buried steel pipelines are an efficient and safe means of oil and 
gas onshore transportation and provide a direct link between extraction, processing, and con-
sumption of fuel. Hazardous materials are transported via pipelines and consequently, any pipe 
failure may have devastating consequences. In case of crossing an active tectonic fault, the 
pipeline may be subject to significant deformations and strains threatening its integrity in the 
event of an earthquake. Its design hinges on a single value of the fault displacement magnitude,
typically estimated as a specific “safe” percentile (e.g., 84%) from the surface displacement 
distribution given a “maximum” magnitude, estimated from regression models parameterized 
on fault characteristics. This single-scenario-based approach can lead to either conservative 
or unconservative designs as the actual level of safety is unknown. Instead, Probabilistic Fault 
Displacement Hazard Analysis (PFDHA) can provide a robust probabilistic basis to determine 
design values corresponding to specified return periods, at the cost of requiring extensive seis-
mological data that may be unavailable for every single major or minor fault that a transmis-
sion or distribution pipeline crosses. Herein, logic tree aggregation is employed to cater to
different levels of data completeness and provide design-level fault displacement values that 
incorporate all pertinent uncertainties.
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1 INTRODUCTION

2 FAULT DISPLACEMENT HAZARD

2.1 Probabilistic Fault Displacement Hazard Analysis
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Abstract. The present paper deals with the design and the mechanical modeling of a seismic
bracing system with tensegrity architecture, which operates as a lightweight mechanical am-
plifier for longitudinal displacements, efficiently limiting the inter-story drifts while dissipating
energy. The proposed brace is based on a D-bar tensegrity structure with rhomboidal shape
comprising Shape-Memory Alloy (SMA) tendons. The SMA tendons can develop austenitic-
martensitic (solid to solid) phase transformations, which enable them to amplify the signals
into wide super elastic hysteresis, while subjected to mechanical cycles, comprising strains up
to ≈6-7%, with no residual deformations. The underlying concept of the proposed device is
the use of SMA wire sections as the dissipating component, and some preliminary results have
been presented in previous studies. Enhanced energy dissipation and re-centering capability of
the current SMA-D-bar (SMAD) braces are illustrated by the seismic analysis of a benchmark
structure. The efficiency of the designed bracing to minimize the seismic damage of the served
structure paves the way for the development of advanced seismic energy dissipation systems
incorporating tensegrity concepts and superelasticity.
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1 INTRODUCTION

Near field seismic vibrations are represented by pulses of short duration with extensive time

periods with enormous peak ground speeds and accelerations [1]. Significant work in the field of

seismic structure response control through passive energy dissipation devices (PEDs) has been

outlined since previous two decades [2]. Which can be categorized into three different forms in-

cluding semi-control, active and passive [3]. Passive control devices (passive energy dissipation

devices (PEDD)) are considered to be the best in terms of efficiency, inexpensive and effective

techniques to dissipate and eliminate the risk of seismic activity [4]- [6]. Permanent config-

uration of the energy dissipation devices in structure for the sole purpose of dissipation has

been considered extremely effective which can dissipate significant seismic energy into other

forms of energy thus reducing the risk of potential damage to the buildings [7]. Yet permanent

devices are hard to fabricate and require a lot of resources to build them. In every field such

as electrical, mechanical and civil engineering additive manufacturing has emerged as one of

the basic and significant contributors. Due to its low cost and easy availability, the usability of

the FDM (fused deposition modeling) has been enhanced since the last decade. Using the CAD

(Computer Added Designs) packages, it has become possible to realize any pre-customized pro-

totype and part with zero waste production technology [8]. To date, additive manufacturing has

made a major contribution in the area of mechanical engineering. 3D printing has also shown

its wide-spread use in the civil engineering sector. But very less research has been conducted in

the field of additively manufactured seismic isolator. For civil / structural fields, this technology

has been recognized far less. However, even after so much potential these technologies bring,

these fields don’t actually apply these technologies very often. Because most of the configura-

tions were designed on site and in an industrial environment. But now several research works

are being carried out to explore the effectiveness and feasibility of the additive manufacturing

in civil engineering [9]- [12]. In present work an effort has been made to develop a tensegrity

architecture based seismic isolator in which SMA wires were used as restitution elements and

their response were observed in terms of amplification. Further, The main feature includes the

use of additive manufacturing to prepare the linking components and the joints. The structure

was developed using the commercial CAD program, and tested for prescribed motions that are

expected to occur in structure during lateral force activity. Finally, the device was operated by

implementing a customized NI based virtual interface. Furthermore, the presence of friction

in joints can not be ruled out and the unaccounted dissipation of energy would also occur in

joints. Which would also act as passive dissipation of energy in 3D printed bodies. In next

sections, procedure for manufacturing such device has been discussed along with the testing

and conclusions obtained from the research work.

2 MATERIALS AND METHODS

The main focus of this study was the development of an seismic bracing system with tenseg-

rity architecture that could be helpful in seismic analysis of a structures . As mentioned in the

previous section, the setup was intended to act as PED deviecs and SMA tendons were used as

restitution elements. The dissipation of energy in buildings can be separated into two major cat-

egories, such as elastic dissipation and inelastic dissipation [13]. In this research work a system

has been developed that relies on elastic dissipation mechanism such as PED devices. In Figure

1 various designs such as Diagonal 1(a) , Upper toggle 1(b), Chevron 1(c), Reverse toggle 1(d)

and Scissor-jack 1(e) [14] have been shown.

The present study generalizes the Scissor-jack PED device shown in in Figure 1(e) bu de-
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Figure 1: Different configurations of PED based systems [14]

signing a tensegrity structure with similar geometry, which is formed by a D-bar rhomboidal

arrangement of four bars (blue solid elements in Fig. 2) connected each other through longi-

tudinal and a transversal string/cable elements (red this elements in Fig. 2). This SMA-D-bar

(SMAD) design allows the brace to produce stretching in the longitudinal string when it is

loaded by a longitudinal force pointing upward, and, conversely, to produce stretching in the

transverse string when it is loaded by a longitudinal force pointing upward (see also [15]).

Figure 2: SMAD braces inserted into a frame structure

3 MECHANICAL MODELING

The SMAD bracing concept illustrated in Figure 2 is mechanically studied in terms of its

displacement amplification and energy dissipation properties which could be very useful while

assessing the seismic behavior of an earthquake-proof structure. The tensegrity-based SMAD

brace is assumed to be in zero self-stress state while the structure has been assumed to be under

zero external force P [15]. Because of the symmetry and loading condition of the SMAD brace,

it is easy to observe that all the bars of such a structure bear an equivalent axial force N, which

is assumed to be in compression. In addition, transverse SMA wires have been assumed to

be carrying horizontal tensile force while vertical tensile forces are carried by the longitudinal

SMAs. After assuming the forces in all the nodes, an equilibrium equation has been derived
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(See Equation 1).

N =
X

cosθ
, P = 2Xsinθ − Y = Xtanθ − Y (1)

Figure 3: Displacement amplification response

When the bars acts as rigid bodies (since they feature axial stiffness much greater than the

SMA wires), then the movement of SMAD brace can be described by Equation 2.

u/v =
(√

4cos2(θ)− β(β − 4sin(θ))− 2cos(θ)
)
/β (2)

where u, v and b denote the longitudinal and the transverse displacements of the structure, and

the length of the bars respectively. In the case where β approaches to 0, which shows nearly

negligible movement of the brace from original position, Equation 2 converges to ’tan θ’, where

θ is angle of inclination. Figure 3 shows the various position of the SMAD braces at different

angle of inclinations ’θ’. It has been observed that when θ approaches 90◦, u/v ratio tends to

achieve infinite values. Similarly at θ = 80◦ ratio becomes 5.67. Even at θ = 80◦ and β = 0.01,

the u/v ratio experience a small change but with with substantially large value i.e., 5.26 (Fig. 3).

In terms of the buckling load of the SMAD brace, it is useful to compare such a key mechanical

parameter with that exhibited by a straight beam with length equal to the longitudinal size of

the SMAD brace. Let us consider a SMAD brace with mass m1 and straight beam with mass

m0, made of the same material, which feature the same buckling load. The analysis presented

in Par. 3.3 of [16] allows us to conclude that such masses are related each other through the

following equation

m1/m0 = (2 sin5 θ)−
1
2 (3)

which gives m1/m0 < 1 for θ > 60.5 degrees (Fig. 3). In particular, we observe that it results

m1/m0 ≈ 0.73 when θ = 80 degrees (Fig. 3), which proves that tapered SMAD braces exhibit

much higher buckling loads, over straight beams with equal mass. The mechanical modeling of

the superelastic response of the SMA wires under stretching is given in Sect. 2.2 of Ref. [15],

to which we refer the reader for details.
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4 ANTI-SEISMIC BEHAVIOR

We wish now to study the seismic response of the SMAD-reinforced frame structure depicted

in Fig. 2, by assuming the presence of hinged connections between the vertical columns and

the horizontal beam, and at the basis of the columns. We let F denote the horizontal force

acting on the frame, which is produced by a shaking excitation of the foundation structure, and

let uf denote the corresponding lateral displacement. As in [14], [15], the bars of the SMAD

braces consist of TS 2×2×1/4’ profiles, while the SMA strings are formed by strand comprising

12+6+1 SMA wires with 2mm diameter each [17]. The external frame has horizontal span of

2540 mm, and height of 1972 mm.The horizontal beam of the frame features a W8×21 profile,

while the columns are made with W8×24 profiles [15]. Fig. 4 reports the F vs. uF curves

of frames reinforced with SMAD braces exhibiting different aspect angles ψ and θ, under of a

dynamical displacement loading at the frequency of 4 Hz with maximum lateral displacement

uF = 6 mm. The results in Fig. 4 highlight the noticeable energy dissipation properties of

the SMAD-reinforced brace, through superelastic response of the SMA strings/cables. Such a

response does not induce appreciable permanent strains in the SMA cables [?], and therefore

the SMAD-brace offers complete self-centering capabilities [18]- [19]. The additional results

presented in Ref. [?] show that the non-invasive and self-centering SMAD braces feature energy

dissipation capacity up to nearly 70% greater that that offerend by the schissor-jack device

analyzed in [14].

Figure 4: Force-displacement responses of a model frame reinforced with symmetrical SMAD braces.

5 CONCLUSIONS

The present paper has studied the seismic response of a tensegrity based bracing with supere-

lastic tendons. This study showed that tensegrity inspires, light-weight bracings have a great

potential in structural seismic protection. It can be clearly observed that compression efficiency

of the proposed bracing is associated with a geometrical advantage, due to a metamaterial-type

displacement amplification response. It has been shown that the proposed tensegrity bracing

acts as a mechanical amplifier for longitudinal displacements, thus increasing the level of de-
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formations experienced by the transverse SMA tendons, and the associated, superelastic energy

dissipation. Based on the seismic vulnerability assessment it is possible to conclude that the

proposed tensegrity-based bracings may successfully mitigate the earthquake induced damage

in earthquake-proof structures, significantly reducing the probability of collapse under strong

earthquakes [15]. Future work will include the experimental verification of the theoretical re-

sults presented in this work, to be conducted through structural identification procedures [20]

on additively manufactured physical models of SMAD braces.
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Abstract. The focus of this research is to evaluate and compare the mechanical behaviour of 
a big ship to shore low profile container crane subjected to earthquake actions, with and
without anti-seismic device applied to it. For this purpose, a specific machine was designed
considering different load and geometrical configurations. Subsequently, the earthquake ac-
tions were studied. The different acceleration spectrums were established by Italian standards. 
The anti –seismic device was chosen to limit the crane displacement to not compromise the 
crane performance due, for example, to the increase of the payload swinging effect. The nu-
merical results show that, for each load and geometrical configurations assumed, the anti-
seismic device has a positive effect, it reduces the maximum stress values (about 20%). The 
dynamical crane behaviour is practically unchanged with the isolation device adopted, it was 
observed a small reduction of the natural frequencies values and a little increase of the mag-
nitude of the maximum displacement. These results are valid also in case of dynamic action
applied to the crane due, for example, to the trolley and payload movement. 
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1 INTRODUCTION

The scope of this research it to analyze the dynamical behavior of the ship to shore low 
profile container crane, which is the popular crane utilized in the port for moving containers 
from the quay to the ship and vice versa. In particular, the object of this study is to analyze the 
seismic effects on crane considering the introduction of the anti-seismic devices. The crane 
can be subjected to many different actions: dead load and inertia actions [1,2,3,4], moving 
payload and trolley [5,6], impulse loading [7], wind [8,9,10], earthquake [11,12]. The earth-
quake actions can be very dangerous, in fact, for example during Kobe earthquake (17/1/1995) 
[13,14] different cranes collapsed causing considerable damage also on the economic point of 
view. In this case, the principal failure modes for these structures are local or global buckling 
phenomena.

This topic is very important, and so in [15], for example, are collected some recommenda-
tions for design these machines. Several papers report studies on this phenomenon [16] both 
experimental [17] and especially on scaled model [18,19]. From these study, different solu-
tions were proposed to avoid the damage caused by the earthquake, introducing a seismic iso-
lation [20,21,22].

The purpose of this research is a feasibility study of the crane with and without the anti-
seismic devices in order to promote (if there are positive benefits) the implementation of these 
components to the crane to increase the safety factor for the whole crane.

2 SHIP TO SHORE LOW PROFILE

The object of this research is a big ship to shore low profile container crane. The main 
characteristics and geometrical dimensions are reported in the table 1 and in the figure 1.

Maximum  payload 45000 kg
Lifting speed (unloaded) 35 m/min
Lifting speed (loaded) 85 m/min
Beam translation 30 m/min
Trolley translation 170 m/min
Bridge sliding 40 m/min

Table 1: Main crane performance.

Figure 1: Main geometrical dimensions [m] for ship to shore low profile container crane.
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2.1 Fem model

Figure 2 : Finite element crane model with the arm at sea side position and ground side position.

After preliminary analytical analyses, performed in order to design the main crane parts, a
subsequent solid model and finite element analyses were carried out with the aim to study the 
crane mechanical behavior. Figure 2 shows the crane finite element model, which is com-
posed of about 5000 quadratic beam elements and 8000 nodes.

The procedure adopted for dynamic analyses performed by finite element method tech-
nique (using Autodesk Simulation Software ®) is superposition modal method [23,24]. For 
this technique, the total mass involved for analyses is very important because it is correlated 
to the number of natural vibrational modes. Some standards adopt this value at least equal to 
80% or more. In this research, the value adopted is equal to 90 % which corresponds about to
the first 10 natural vibration modes.

2.2 Load conditions  

The crane analyzed can assume different geometrical configurations and can be subjected 
to different load conditions. With the aim to analyze the machine, some of these configura-
tions and actions were assumed as representative of the whole possibility of the working area
and loads of the machine. They are:

1) arm completely out (sea side position) and unloaded structure;
2) arm completely out, sea side payload;
3) arm completely out, ground side payload;
4) arm in resting position, unloaded structure.

For each combination, three different analyses were performed. These analyses are:
a) linear static analysis;
b) modal analysis;
c) response spectrum analysis (assuming three different peak ground accelerations).

2.3 Response spectrum

The external actions induced by the earthquake were studied basing on the Italian Tech-
nical Standards 2008 (D.M. 14 Gennaio 2008), which are replaced by NTC 2018 (D. M. 17 
Gennaio 2018) [25,26,27]; the acceleration spectrum is very similar to the Eurocode 8 Stand-
ard. Figure 3 shows an example of the accelerations spectra elaborated, which is equal for the 
two Italian standards adopted. 
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Figure 3: Comparison between acceleration spectra from NTC 2008 with that obtained by NTC 2018. 

The earthquake analyses were performed considering three different “peak ground acceler-
ations (PGA)”, these values are PGA=0.15g, 0.2g and 0.35 g. In particular, the load spectra 
assumed refers to a very high earthquake action in specific South - Italian zone considering 
the structure life equal to 50 years. 

.

Figure 4: Three different load spectra applied to the ship to shore crane.

2.4 Results

Figure 5: Stress and displacement in the second load condition (2,a).
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Figure 5 shows the crane displacements and the stresses distribution in the second load 
condition, i.e. when the arm is positioned at sea side and the payload is applied at the end of 
the arm. The material assumed for crane design is a classical structural high strength steel
(S460M or S460ML according to European standard EN 10025:2004) with the minimum 
yield strength equal to 460 MPa and tensile strength variable between 520 to 670 MPa. With 
this assumption, the safety factor is about 1.17, with respect to the yield strength and the ratio 
between the arm length and the maximum displacement that is about 300.

Table 2 shows the results from modal analyses for the same load condition. In particular, 
the table reports the first natural frequencies and the perceptual mass involved in the specific 
natural mode. The structure deformations are reported in the figure 6. The natural frequencies 
values are in agreement with the ones for this type of lifting machine [6,7,12].

Mode Frequency
[Hz]

%Mass 
X_direct.

%Mass 
Y_direct.

%Mass 
Z_direct.

1 0.213 0 50.51 0
2 0.409 0 49.05 0
3 0.416 99.29 0 0.09
4 1.07 0.33 0 33.59
5 1.18 0 0.03 0
6 2.64 0 0.01 0
7 3.97 0.01 0 48.34

Table 2: Main results from modal analyses in load condition 1,a).

Figure 6: Crane displacement in corresponding of each vibration mode. a) 0.213 Hz, b) 0.409 Hz, c) 0.416 Hz) 
and d) 1.07 Hz.

a) b)

c) d)
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Figure 7: Crane displacements in the second load configuration assumed, subjected to PGA=0.15g and 
PGA=0.25g.

The modal results for other loads conditions are comparable with the previous reported. 
Figure 7 shows the displacement in the crane in the second load condition subjected to the 
load spectrum with PGA=0.15g. and with PGA=0.25g. It is important to underline that the 
crane trend deformation is obviously equal. 

Table 3 reports the maximum displacement and the safety factor (respect to the yield 
strength) for the four load / geometrical conditions subjected to the static action and different 
earthquake magnitude. 

PGA/Static

Load condition 1 Load condition 2 Load condition 3 Load condition 4
Max dis-
placement 
[mm]

Safety 
factor

Max dis-
placement 
[mm]

Safety 
factor

Max dis-
placement 
[mm]

Safety 
factor

Max dis-
placement 
[mm]

Safety 
factor

PGA=0.35g 902.6 0.56 764.2 0.54 750.7 0.54 828.1 0.61
PGA=0.25g 528.5 0.96 447.3 0.92 439.9 0.91 485.2 1.09
PGA=0.15g 449.3 1.15 380.5 1.09 373.9 1.08 412.4 1.22
STATIC 125.3 1.98 273.8 1.17 92.8 2.31 71.4 3.43

Table 3: Main results from static and earthquake analyses for different load conditions.

3 INTRODUCTION TO ANTI SEISMCI SYSTEM AND TECHNOLOGIES

As known, the anti-seismic system is a classical device mainly applied in the civil field; 
these components must dissipate the earthquake energy. In synthesis, the seismic isolation 
consists in decoupling the movement of the structure, usually only in horizontal plane, from 
that of the ground. This operation can be performed by inserting at the base an extremely flex-
ible device and / or sliding ones or even rolling ones. With these components, the structure 
can move rigidly in the horizontal plane. The seismic dissipation consists in the insertion of 
several dampers in specific structure’s points.

.

3.1 Choice criterion adopted

It is important to underline that the isolation device, adopted in order to reduce the stresses
state magnitude on crane induced by earthquake, must not compromise the crane performance. 
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In another word, for example, it is important that the crane displacement isn’t excessive to 
limit the increase of the pendulum load phenomenon, the time for load and unload the con-
tainer, and so on. The finale product adopted (choose after several iterative analyses) consists
of alternate layers of rubber and vulcanized reinforcement steel plate of limited thickness
[28,29]. The commercial product reported in [30] can be applied to the cranes legs modifying 
the supports. The main parameter of this isolation device adopted is the horizontal stiffness, 
which is equal to 2kN/mm. This spring element was applied at the base of each crane leg.

After that the spring elements were included in the crane finite element model, the previ-
ous analyses were carried out again, in order to evaluate the seismic isolation device effects 
on the crane mechanical behaviour. The main results are reported in the table 4. 

Table 4 shows the same results reported in the table 3 but in this case, the analyses consid-
er the anti-seismic impact.

PGA/Static

Load condition 1 Load condition 2 Load condition 3 Load condition 4
Max dis-
placement 
[mm]

Safety 
factor

Max dis-
placement 
[mm]

Safety 
factor

Max dis-
placement 
[mm]

Safety 
factor

Max dis-
placement 
[mm]

Safety 
factor

PGA=0.35g 915.9 0.71 767.1 0.68 757.6 0.67 835.7 0.73
PGA=0.25g 536.7 1.20 450.3 1.10 443.9 1.14 489.7 1.24
PGA=0.15g 456.2 1.41 381.4 1.19 377.3 1.34 416.2 1.46
STATIC 125.8 1.98 274.5 1.21 92.8 2.31 72.1 3.49

Table 4: Main results from static and earthquake analyses for different load conditions.

4 INERTIA ACTIONS 

As reported in the previous chapters, the implementation of the anti-seismic device reduces 
the maximum actions on the crane. Its effect is positive, in fact, it decreases the maximum 
stress values, avoid the possibility to make plastic hinge in the specific point of structure, re-
duce the overturning moment that can make the crane collapse and so on.

It is important to underline that the crane is subjected to many different inertia action in-
duce by load and trolley movement as reported in the introduction paper. The maximum dis-
placement and the payload oscillation must be limited in order to not increase, for example, 
the time for loading and unloading the container (for this specific crane). The choice of the 
anti-seismic device must take into account this phenomenon and so the apparatus adopted is a 
compromise between the positive effect (reduce the stress values) and the maximum crane 
displacement due to the trolley and payload movements.

Figure 8: Trend of inertia action and schematic fem model.
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This chapter reports the numerical results for the crane subjected to inertial action and 
compare the crane performance with and without the anti-seismic device applied to it. It is 
important to underline that, for this load condition reported, the main inertia actions are in the 
arm direction due to the trolley and the payload movements. For the study of this phenome-
non, it was assumed that the inertia action is equal to 100000 N. This value corresponds to 
acceleration payload and trolley equal to a=2m/s2. The trend of this action is reported in fig-
ure 8 and it refers to start and stop the trolley movement.

Figure 9 reports the maximum crane displacement with and without the anti-seismic device. 

Figure 9: Maximum crane displacement a) without anti-seismic device and b) with it (in the static load applied).

Figure 10 shows the displacement trend in horizontal direction for crane with and without 
the anti-seismic device, subjected to the external action reported in figure 6.

Figure 10: Crane displacement to the variable inertia action.

5 RESULTS

The main results of this research in order to evaluate the anti-seismic effects on the crane 
studied are reported in the previous tables and graphs and can be summarized with these 
points. The worst load condition is n°2 and corresponds to the arm at seaside position with 
payload (and trolley) applied at the end. With the minimum earthquake action (PGA=1.4), for 
all load conditions, the maximum stress value is near the material yield strength. The anti-
seismic device reduces the maximum stress values and increases the safety factor about 20% 
especially in the case with the earthquake actions. In static load condition (for all configura-
tions) the anti-seismic device shows a minimum and negligible effect. The variation in the 
natural frequencies values in the cases with and without isolation systems is negligible. In the
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case of actions variable over time (like moving the payload), it is possible to observe an in-
crease in the displacement value but this new trend can be easily taken into account to design 
the trolley movement control. 

6 CONCLUSIONS 

This research reports the main numerical results for a big ship to shore low profile crane
with the seismic device applied at the crane base. The results of finite element analyses car-
ried out show that the implementation of specific anti-seismic device caused a general lower-
ing of the natural frequencies, that leads to maximum stress reduction and increase the 
displacements. However, the movements are not so high to prejudice the crane performance 
and usefulness of the isolation systems. With the specific isolation device implemented, the 
maximum displacements (for different geometrical and load conditions of crane) are compa-
rable. It is very important to highlight that the final isolation system device chosen do not sig-
nificantly increases the crane translation due to the inertial actions and so the crane 
performance in term of container movement per hour do not change. The different displace-
ment trend can be easily implemented in the control system for the trolley movement in order 
to unchanged the crane productivity. The results of this feasibility study with the aim of im-
plementing the isolation device to low profile container crane are encouraging. The research 
is still in progress in order to study both the crane mechanical behaviour subjected to earth-
quake with isolation device for different crane types, and the methodology adopted to choose 
the best isolation system device.
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Abstract. The buckling restrained bracing (BRB) is widely used to improve the seismic be-
havior of a building. It is employed for a bridge as well, but the application is very limited. 
The BRB device may also be used as a damper rather than the structural component or the 
bracing, in which case the device is called a buckling restrained damper (BRD). Yet, such ap-
plication has not been explored much. There are quite a few bridges designed according to 
the old seismic design codes in Japan. Their seismic resistance may not be satisfactory for the 
current seismic design codes. Against this background, the behavior of a steel truss bridge 
under a large seismic load is investigated by nonlinear dynamic finite element analysis. Some 
members are indeed found possibly damaged in the earthquake. Retrofitting is therefore 
needed. To this end, the application of the BRD is tried in the present study. A parametric 
study on the seismic behavior of the truss bridge with the BRD is conducted by changing the 
length and the cross-sectional area of the yielding core of the BRD, to this end. The FEA 
show that the BRD surely improves the seismic performance of the truss bridge and with some 
BRDs, all the members could stay intact. The points to note for the application of the BRD are 
also revealed. 
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Figure 1: Buckling restrained damper (BRD). 

1 INTRODUCTION
Many bridges were damaged by the earthquake in the past. The damage was investigated 

in the aftermath, and seismic design codes were upgraded whenever found necessary [1, 2]. It 
is noted that the 1995 Kobe Earthquake was the most influential in the revision of the Japa-
nese seismic design codes. 

New bridges are designed by the revised design codes. Existing bridges due to the old 
seismic design codes need be investigated to see if they satisfy the requirements of the revised 
seismic design codes. If the performance is not satisfactory, the bridge would be retrofitted. 

There are various ways to improve seismic performance. One of the commonly employed 
methods is to install dampers. A typical type is a fluid viscous damper. For the building, the 
buckling restrained bracing (BRB) is getting popular [3]. It is basically a structural member, a 
bracing, and it undergoes plastic deformation in large seismic loading. Buckling is prevented 
by limiting the lateral displacement so that seismic energy is absorbed by the plastic defor-
mation both in tension and compression. The application of the BRB to the bridge has been 
studied [4], yet it is still very limited.  

The BRB device is not necessarily used just as a bracing; It could be used as a damper, 
which is then called a buckling restrained damper (BRD). In the present study, the application 
of the BRD is explored for retrofitting a truss bridge that does not satisfy the requirements of 
the current seismic design codes. A parametric study of the BRD is to be carried out to reveal 
its effectiveness on the seismic performance of the bridge.  

The BRD is illustrated in Figure 1. Only a part of the BRD undergoes plastic deformation 
and absorbs seismic energy. This part is called the yielding core. The remaining part stays 
elastic and its deformation is small. In this study, the latter is assumed rigid. The length and 
the cross-sectional area of the yielding core are treated as parameters and several values are 
given to them. For all the analyses, ABAQUS [5]is used. 

2 SAFETY EVALUATION 

2.1 Safety evaluation 
A simply supported steel truss bridge is dealt with in the present study. Figure 2 shows the 

truss with node numbers. The node numbers at the centers of the lateral members are neglect-
ed for the sake of clarity. The dimensions of the cross sections and the steel grades are given 
in Table 1. The yield strengths y of SM490Y and SM400 are 355 N/mm2 and 235 N/mm2, 
respectively. Young's modulus E of the steel is 2.0×105 N/mm2, Poison's ratio is 0.3 and the 
mass density is 7.85 t/m3. Beyond the yield strength, the steel shows elastic-plastic behavior, 
which is modelled as the von Mises material with the kinematic hardening rule. The tangent 
stiffness beyond the yield strength in uniaxial tension is assumed E/100. 

The truss bridge is supported by the hinge at Nodes 1 and 2, while Nodes 25 and 26 are 
supported by the roller so that these nodes can move in the longitudinal direction. The bridge 
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(a) Top view 

(b) Side view 

(c) Bottom view 

Figure 2: Truss bridge model (mm). 

has a reinforced concrete deck of 10.60 m in width and 200 mm in thickness on the upper 
chords.  

The damage in the concrete deck wouldn't be so serious in general and the repair wouldn't 
be so difficult if any. The deck is therefore treated as an elastic body for the sake of simplicity. 
Young's modulus of the concrete is 2.1×104 N/mm2, Poison's ratio is 0.2 and the mass density 
is 2.35 t/m3. 

Damping factors are 2% for the truss members and 3% for the concrete deck. Rayleigh 
damping is employed. 3-D beam elements B33 are used for the truss members, and shell ele-
ments S4R are for the concrete deck. In total, 1180 beam elements and 168 shell elements are 
employed for modelling the truss bridge. 

2.2 Seismic performance 
The seismic behavior of the truss bridge under seismic loading is obtained by the nonlinear 

dynamic analysis. The seismic loading recorded in the 2005 Niigata-Ken Chuetsu Earthquake 
(Figure 3) is applied in the longitudinal direction.  

Following Specifications for Highway Steel Bridges [6], the safety is judged by the follow-
ing equations:  

Rt = / y      under tension (1) 
Rc = / cr     under compression (2)  

where  is the induced axial normal stress and  cr is the compressive strength. The violation 
of the inequality (1) indicates that the member yields; the violation of the inequality (2) im-
plies that local buckling takes place. 
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Table 1: Truss member

Members
Cross
Section

Web
(mm)

Flange
(mm)

Steel
Grade

1–5, 21–25,
2–6, 22–26 430 × 9 450 × 10 SM400

5–9, 17–21,
6–10, 18–22 412 × 22 450 × 19 SM490Y

9–17, 10–18 400 × 25 450 × 25 SM490Y
27–33, 45–51,
28–34, 46–52 518 × 14 450 × 16 SM490Y

33–37, 41–45,
34–38, 42–46 506 × 19 450 × 22 SM490Y

37–41, 38–42 502 × 21 450 × 24 SM490Y
1–29, 49–25,
2–30, 50–26 412 × 28 400 × 19 SM490Y

5–33, 45–21,
6–34, 46–22 418 × 22 400 × 16 SM400

9–37, 41–17,
10–38, 42–18 430 × 13 400 × 10 SM400

1–27, 2–28,
25–51, 26–52 430 × 13 400 × 10 SM400

29–5, 21–49,
30–6, 22–50 422 × 14 350 × 14 SM490Y

37–13, 13–41,
38–14, 14–42 430 × 11 350 × 10 SM400

33–9, 17–45,
34–10, 18–46 422 × 12 350 × 14 SM400

5–31, 6–32, etc. 422 × 12 350 × 14 SM400
25–52, 26–51,
1–28, 2–27 318 × 16 350 × 16 SM400

27–30, 28–29, etc. 138 × 10 350 × 14 SM400

1–4, 2–3, and etc. 180 × 10 200 × 10 SM400
27–28, 39–30, etc. 1068 × 10 350 × 16 SM400

1–2, 25–26 424 × 10 400 × 13 SM400
3–4, 5–6, etc. 230 × 10 250 × 10 SM400

5–32, 6–31,
21–48, etc. 140 × 16 250 × 10 SM400
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Figure 3: 2004 Niigata-Ken Chuetsu Earthquake. 

The nonlinear dynamic analysis reveals that the members highlighted in red in Figure 2 
would be possibly damaged, as the violation of Eq. (1) and/or Eq. (2) are/is found. The largest 
Rc is 1.21, which is observed in Members 1-3 and 2-4; the largest Rt is 1.07 which occurs also 
in Members 1-3 and 2-4. 

3 INSTALLATION OF BRDS 

3.1 BRD model and locations 
For the yielding core of the BRD, LY225 is used. LY225 is a steel grade with Young's 

modulus 2.0×105 N/mm2, Poisson's ratio 0.3 and the yield strength 225 N/mm2. It exhibits the 
elastic-plastic behavior of the von Mises material with the kinematic hardening rule. The tan-
gent stiffness beyond the yield strength in uniaxial tension is 3E/100. 

The BRD is made in such a way that the buckling is prevented. Therefore, the yielding 
core is modeled by a single truss element T3D2.   

Two BRDs are installed to the truss bridge near the lower chords possibly damaged. One 
end of one of the BRDs is set at the bridge abutment close to Node 1 and the other end is con-
nected to Node 5. The other BRD is set between the bridge abutment close to Node 2 and 
Node 6. 

3.2 Parametric study 
To study the effective use of the BRD, a parametric study is conducted. Two parameters 

are considered, the length of the yielding core Lyc and the cross-sectional area of the yielding 
core Ayc. Specifically, the following values are considered herein: 

Lyc =  1750,     3500,    7000,   10500 mm 
Ayc =  5000,   10000,  20000,   30000 mm2 

The combination of these values results in 16 different BRDs. The BRD is named using the 
values of the parameters. For example, the BRD with Lyc = 1750 mm and Ayc = 5000 mm2 is 
called BRD 1750-5000. 

3.3 Effectiveness
The nonlinear dynamic analysis of the truss bridge with the BRD is conducted. It is found 

that the BRD surely improves the seismic performance of the bridge. The improvement of Rc  
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(a) Influence of Lyc 

(b) Influence of Ayc 

Figure 4: Effectiveness of BRD (Member 1-3). 

is summarized in Figure 4. Through the parametric study, the following observations are 
made: 

1. BRD is more effective with a shorter Lyc;
2. BRD is more effective with a larger Ayc;
3. The reduction in Rc is more pronounced than in Rt.

Obviously both parameters have a significant influence on the seismic performance of the 
truss bridge. However, the way they work is different.  

Figures 5 and 6 show the time-history response with the BRDs. Figures 5 is the result with 
BRD 1750-5000, and Figures 6 is with BRD 10500-30000. In the former, the BRD is effec-
tive because it is short while the latter is effective because the cross-sectional area is large. In 
both figures, the stress in the truss member is the normal stress in the axial direction in the 
upper flange. 

BRD 1750-5000 undergoes plastic deformation and absorbs seismic energy. Large strain 
occurs. The stress in Member 3-5, inside the BRD range, is reduced. The stress in Member 5-
7, outside the BRD range, increases a little.  

On the other hand, the strain in BRD 10500-30000 is small and the BRDs stay in an elastic 
state. Seismic energy is not absorbed at all. Yet the stress in Member 3-5 is reduced consider-
ably, which is attributable to the large stiffness of the BRD. The significant increase in the 
stress in Member 5-7 is noted. 
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(a) Strain in yielding core 

 
(b) Stress in Member 3-5 

 
(c) Stress in Member 5-7 

Figure 5: Seismic response with BRD 1750-5000. 
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(a) Strain in yielding core 

(b) Stress in Member 3-5 

(c) Stress in Member 5-7 

Figure 6: Seismic response with BRD 10500-30000. 
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Table 2: Seismic performance of truss bridge. 

(a) Rc 

Lyc 
(mm) 

Ayc (mm2) 
5000 10000 20000 30000

1750 Intact Intact Intact Intact
3500 Intact Intact Intact Intact
7000 Damaged Intact Intact Intact 
10500 Damaged Damaged Intact Intact 

 (b) Rt 

Lyc 
(mm) 

Ayc (mm2) 
5000 10000 20000 30000

1750 Damaged Damaged Intact Intact 
3500 Damaged Damaged Intact Intact 
7000 Damaged Damaged Damaged Intact 
10500 Damaged Damaged Damaged Damaged 

Summary of the seismic performance is given in Table 2. "Damaged" indicates that some 
members violate Eq. (1) and/or Eq. (2). "Intact" means all the members satisfy Eqs. (1) and 
(2): with some BRDs, no damage would occur in this truss bridge. 

4 CONCLUDING REMARKS 
The BRB device was applied to the truss bridge as a damper. The nonlinear dynamic anal-

ysis of the truss bridge has revealed that the BRD could improve the seismic performance 
considerably. It was found that with the shorter length and the larger cross-sectional area, the 
BRD works more effectively. With proper BRDs, the truss bridge could stay intact even under 
rather large seismic loading. 

Both the length and the cross-sectional area influence the seismic performance of the 
bridge. A short yielding core absorbs seismic energy, but it may undergo large strain repeat-
edly; Low-cycle fatigue may take place. A larger cross-sectional area of the yielding core re-
duces the stress in the member inside the BRD range while the stress outside the BRD range 
increase noticeably. Those negative aspects must be taken into account carefully in the appli-
cation of the BRD. 
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Abstract. The non-linear behavior of beam-to-column joints may significantly influence the 
seismic performance of steel moment resisting frames (MRFs). The current Eurocodes does 
not give detailed rules for seismic-resistant joints, but the next version of EN1998 will provide 
specific rules for pre-qualified joints whose background was matured within the RFCS re-
search project “EQUALJOINTS”. Recently the research project “FUTURE” has been ap-
proved within the “H2020-INFRAIA-01-2016-2017 Research Infrastructure for Earth-quake
Hazard”. In this project shake table tests will be carried out on a two-storey one bay MRF 
equipped with the beam-to-column joints prequalified according to EQUALJOINTS proce-
dure, namely haunched joint, dog-bone and the extended stiffened joint. In this paper, the be-
haviour of joints under both monotonic and cyclic loads is investigated in order to verify the 
effectiveness of the design procedure. Parametric analyses were also carried out to investi-
gate the influence of the finger shims on both non-linear behaviour of the joints. The results
show that the design criteria are effective to guarantee the required performance of the joints 
and, despite the cumulative plastic deformation in the dissipative elements, the introduction of
the finger shims are useful for the dismantling phase.
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1 INTRODUCTION

The seismic response of steel moment resisting frames (MRFs) is largely influenced by the 
behaviour of joints. At the current stage, EN1993-1-8 [1] does not give detailed rules for 
seismic-resistant joints. EN 1998-1 [2] allows using dissipative joints, provided that the de-
sign is supported by testing, which results in impractical solutions within the time and budget 
constraints of real-life projects. Even though the lack of analytical models to predict the joints 
behaviour to meet code requirements is more evident for dissipative beam-to-column connec-
tions, reliable design tools for non-dissipative connections are also necessary. These criticisms 
have been recently overcome for a set of bolted joints that were studied within the European 
research project “EQUALJOINTS” [5].

Steel MRFs are also sensitive to the combined effects of the coupling between vertical and 
horizontal components of earthquake ground motions [6-9]. Indeed, differently from far-field 
input, the combined components of strong earthquake motions may (i) change the axial forces 
in columns, (ii) increase bending moment and shear force demands in the connections, (iii) 
amplify plastic deformations, (iv) extend plastic hinge formations and (v) reduce the available 
ductility of dissipative zones.

Besides the joints and the effects induced by vertical ground motions (VGMs), also the de-
sign requirements of EC8 largely influence the response and the efficiency of steel MRFs. In 
particular, it is generally recognized that the drift limitations (i.e., damage limitation checks at 
serviceability limit state) often impose an increase of the lateral stiffness of MRF, hence the 
increase of beam and column sizes to satisfy such requirement typically results in significant 
design overstrength and non-economical solutions [9]. Indeed, EC8 compliant MRFs may be 
generally massive and expensive structures [10], due to the large consumption of steel. In ad-
dition, the larger are the beam-column shapes the more difficult and expensive is the manu-
facturing of the joints. Provided that the overall stability of the structure is guaranteed, the 
possibility to increase the drift limitations (e.g. from 0.75% up to 1.5% of the inter-storey 
height) can be beneficial to optimize the design and to improve the structural efficiency by 
reducing the design overstrength. This can be achieved through the application of special duc-
tile claddings that are able to accommodate large interstorey drift ratios, higher than 1.5% 
[11]. The increase of lateral deformability may con-tribute to a greater sensitivity of the 
frames to P-Delta effects.

However, it is well recognized that the current EC8 provisions concerning the control of P-
Delta effects is extremely conservative and excessively penalising for steel frames since it 
does not account for the material overstrength, the design over-strength and the hardening ef-
fects associated with redundancy and plastic redistribution [10].

In the light of the considerations discussed above concerning the criticisms of EC8, the Eu-
ropean research project FUTURE (acronym of Full-scale experimental validation of steel 
moment frame with EU qualified joints and energy efficient claddings under Near fault seis-
mic scenarios) has been recently financed. The main objectives of the project FUTURE are
the investigation of seismic response of steel MRFs accounting for different types of pre-
qualified beam-to-column joints as well as the role of ductile claddings under NF earthquakes. 
To this end, comprehensive shake table tests on specifically conceived mock-up have been 
planned. The mock-up is designed to be used in several experimental tests, after the substitu-
tion of damaged dissipative parts at the end of each them. 

In this paper, the preliminary simulations to study
the influence of the finger shim plates on the monotonic and cyclic response of the beam-

to-column joints of FUTURE mockup are presentented. This article is subdivided in three 
parts, as follows: in the first part some information about the project and the design of the 
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joints are reported; afterwards the modelling procedure is described. Finally, the results in 
terms of moment rotation curves and equivalent plastic deformations are reported.

2 THE FUTURE MOCKUP 

The experimental mock-up is shown in Figure 1. The structure consists of a two storey 
steel MRF (5 m x 5 m) sub-structured from a reference archetype building. The mock-up is 
designed to detach and to replace easily all components that will experience plastic defor-
mations, namely the column ends at the base level and the end portions of the beams with cor-
responding end-plate connections. The schematic view of reduced beam section (RBS), 
haunched (H) and extended stiffened (ES-E) are shown in Figure 2.

Figure 1: Experimental mock-up

Figure 2: Investigated joints: a) Reduced beam section (RBS), b) Hunched (H) and c) Extended stiffened equal 
strength (ES-E)

3 THE INVESTIGATED BEAM-TO-COLUMN JOINTS

All investigated joints were designed according to the Equaljoints criteria [12]. In particu-
lar, the end-plate connections of haunched and RBS joints were designed as full-strength, 
namely to be stronger than the connected beam segment where plastic deformations are ex-
pected. ES joints were designed with equal strength connections, namely designed to guaran-
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tee the contemporary yielding of both connection and beam. In addition, for all joint configu-
rations the column web panel was de-signed to be stronger than the connected beam and con-
nections in order to remain elastic during the whole experimental campaign. The capacity 
design requirements to obtain the required joint behaviour can be expressed by Eq. (1):

, , ,E B, ,( )wp Rd con Rd con d Rd B Ed hM M M M V s (1)

, ,wp Rd wp RdM V z (2)

In Equation 1, Mwp,Rd is the flexural strength corresponding to the shear capacity of column 
web-panel (see Eq. (2), Vwp,Rd is the column web shear resistance, z is the internal level arm, 
Mcon,Rd is the flexural strength of the connection zone, Mcon,Ed is the design bending moment 
at the column face, MB,Rd is the design bending strength of the beam, VB,Ed is shear force cor-
responding to the occurrence of the plastic hinge in the connected beam, sh is the distance be-
tween the applied shear and the column face. α depends on the design performance level and 
it is given by γsh×γov for the full strength joints, while equal to 1 for equal strength joints and 
to 0.8 for partial strength joints. (being γsh the hardening factor and γov the ratio between the 
average and the characteristic yield stress of the steel) In the case of dissipative connections 
(i.e. equal and partial strength configurations), a further hierarchy criterion [12] was adopted 
in order to avoid the failure of the bolts, so that the design tensile strength of each bolt row 
should be larger than the strength of the connected plate accounting for both the random vari-
ability of its yield stress and the relevant strain hardening. This requirement is expressed by 
Eq. (3), being d the nominal bolt diameter, γM0 and γM2 the partial safety factors according to 
Eurocode 3.

M0

M2

0.42 ub

yov sh

fdt
f (3)

For each investigated joints two models were performed, namely one assumes the direct 
contact between the end-plate and the column flange and another con-siders the presence of 
finger shims that often are used for constructional reasons in the bolted beam-to-column joints 
(see Figure 3a).

Finger shime used for RBS 
and ES-E joint

Finger shime used 
for H joints

All the finger shime
plates has a thickness
equal to 8mm

w

d

e

p1

p2
hEP

bEP

a) b)
Figure 3: Geometric features of finger shims (a) and investigated connections (b).
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The beam (IPE240A) and the column size (HEB200) are the same for all joint assemblies. 
Table 1 and Figure 3b reports the main geometrical features of all investigated joints. In addi-
tion, the rib introduced in the ES-E has a base of 135mm and a thickness of 15mm.

In the following, the results of both monotonic and cyclic analyses of each beam-to-
column joint are reported in terms of moment rotation curves with also the distribution of the 
equivalent plastic deformation (PEEQ).

Joint Typologies
End plate Bolts M16 grade 10.9

bEP hEP tEP d e p1 p2 w
mm mm mm mm mm mm mm mm

Reduced Beam section (RBS) 210 450 20 24 50 125 100 110
Hunched (H) 210 450 15 24 50 125 100 110

Extended stiffened joint (ES-E) 210 450 8 24 50 125 100 110
Table 1: Geometric features of the investigated joints

4 MODELLING ASSUMPTIONS

Finite element analyses (FEAs) were carried out using the finite element software 
ABAQUS 6.14 [13]; all details about the modelling procedure are reported in previous study 
of the Authors [14-17]. However, the main information about the modelling assumptions are 
summarized hereinafter.  

All joints elements were discretized by C3D8I elements and a mesh sensitivity analyses
was performed in order to choose the most appropriate mesh dimension (see Figure 4). The 
beam imperfections due to the mill tolerance allowed by EN 10034 (1993) were accounted for 
and applied to the model by scaling the deformed shape of associated buckling mode as 
shown in Tartaglia et al [15]. All assemblies are made by the European S355 steel with the 
exception of Grade 10.9 for the pre-loadable bolts. The stress-strain curves of the materials 
were obtained from coupon tests performed within the EQUALJOINTs research project. In 
the FE model, the Von Misses criteria and the combined (i.e. isotropic and kinematic) plastic 
hardening were assumed. The behaviour of bolts was modelled by multilinear force-
displacement curve described by D’Aniello et al. [18]. To model the shank necking and the 
fracture in the threaded area the ductile damage was introduced in the model as proposed by 
Pavlovic et al [19]. The material of the welds was modelled by an elastic perfectly plastic 
constitutive law, with the yield stress equal to 460 MPa, which corresponds to an electrode 
grade A46 (as given by EN ISO 2560, 2009).

a) b) c)
Figure 4: Example of the mesh on the ES-E joint Mesh (a) and mesh sensitivity analyses on the beam (b) and on 

the bolts (c).
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5 RESULTS

5.1 Reduced beam section (RBS) joint

Figure 5 shows the results of both monotonic and cyclic analyses of RBS joints. The 
monotonic analyses were performed up to 10% of joint rotation while the AISC341 loading 
protocol was used for the cyclic simulations. Most of the plastic deformations are concentrat-
ed in the RBS section with the activation of a perfect plastic hinge leaving the connection al-
most elastic. However, some plastic deformation can be observed around the weld between 
the beam flange and the end-plate at a high level of imposed rotation (10%). The joints show 
a very ductile behaviour up to 6% of chord rotation with small decrease of resistance due to 
beam geometrical imperfections. 

Comparing the results in terms of backbone curve no appreciable differences can be ob-
served between the joints with and without finger shims. These considerations are also con-
firmed by the PEEQ distribution on both the investigated joints.
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Figure 5: Monotonic and cyclic behaviour of RBS joints with and without finger shims.
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5.2 Haunched joint

The results in terms of moment rotation curves and distribution of PEEQ for haunched 
joints with and without finger shims are summarized in Figure 6. As observed in the previous 
case also in haunched joints the plastic hinge forms at the extremity of the beam, leaving the 
connection and column web panel in elastic range. However, a larger reduction of resistance 
due to the beam flange local instability can be observed at 3.5% of rotation. The decrease of 
resistance is smaller than 20% at a 4% of rotation, hence these joints conform with both Euro-
pean and American requirements. 

As in the previous case also for this type of connection no appreciable differences can be
observed between the joints with and without the finger shims.
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Figure 6: Monotonic and cyclic behaviour of haunched joints with and without finger shims

5.3 Extended stiffened equal strength (ES-E) Joint

Also the extended stiffened equal strength joints show a very ductile behaviour with plastic 
deformation in both beam and connection (see Figure 7).

Differently from the previous cases, the presence of finger shims gives some slight differ-
ence in terms of moment-rotation response curves, but negligible differences in terms of dis-
tribution of plastic deformations. The reason of such differences is mainly due to the longer 
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length of the bolt shanks in the joints with finger shims, which increases the deformability and 
the gap opening of the connection in its non-linear range.
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Figure 7: Monotonic and cyclic behaviour of ES-E joints with and without finger shims

6 CONCLUSIONS 

The non-linear response and influence of finger-shim plates on three different beam-to-
column joints configurations was investigated by means of finite element simulations. On 
the basis of the results, the following remarks can be pointed out:

The bolted joint with reduced beam section ensures a very good ductile behaviour up to
rotation of 6% without showing any resistance decrease. The performance of this type of
joint is not influenced by finger shims.

The haunched joint designed in accordance with the criteria developed within the
Equaljoints research project allow to obtain a full rigid/full strength joint. The response is
not affected by the introduction of the finger shim plates

Differently from the previous cases, the influence of the finger shim plate can be ob-
served for equal strength connection due to the larger deformability of the connection and
some variation of the distribution of the contact forces when the connection opens. How-
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ever, the presence of finger shims does not significantly modify the global performance 
of the joint.
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Abstract. The severe social and economic impacts of recent earthquakes have inspired a 
growing interest in smart structural systems that offer immediate post-disaster occupancy. 
Post-tensioned rocking frames are emerging damage-avoiding seismic-resistant structures 
that employ rocking joints at member connections (to avoid major damage to primary struc-
tural elements) and unbonded post-tensioned strands (to provide self-centring capability). 
Nevertheless, currently available passive load-resisting systems to control the peak structural 
responses in steel rocking frames rely on sacrificial yielding components that accumulate 
damage during strong dynamic action. This results in a system with limited durability and a 
requirement for regular maintenance throughout the building’s lifetime. By contrast, the re-
cently proposed Buckling-Enabled Composite Bracing (BECB) elements can provide a thor-
ough damage-avoidance solution by means of carefully controlled elastic buckling behaviour. 
In these systems, compression-only elements with circular-arc-shaped cross-sections are in-
corporated into steel rocking frames as lattice bracing in order to improve their dynamic per-
formance. The proposed system has been shown to perform successfully under static loading 
and discrete sine-sweep ground motions for single-storey rocking frames. This further exam-
ines this innovative concept by performing numerical investigations on three-storey four-bay 
post-tensioned steel rocking buildings under real earthquake ground motions. The perfor-
mances of conventional moment frames (MRFs) and their rocking frame counterparts (RFs) 
with and without BECB elements are compared through numerical simulations. Glass-fibre 
reinforced polymer (GFRP) is selected for the BECB elements. Static Pushover, Discrete Si-
ne-sweep and Incremental Dynamic (IDA) analyses are performed to evaluate the buildings’ 
performances. Damage measures investigated include maximum inter-storey drifts and floor 
accelerations. It is demonstrated that BECB members enhance the dynamic response of steel 
rocking frames by significantly reducing maximum storey drifts and accelerations.  
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1 INTRODUCTION 
In response to the severe socioeconomic impacts of earthquakes [1], rocking self-centring 

frames that employ elastic gap-opening mechanisms at the column-foundation and beam-
column interfaces, have been proposed as damage-limiting alternatives. These systems utilize 
unbonded post-tensioned tendons to tie members together and re-centre the structure to its 
plumb position after strong ground motion. This configuration effectively prevents yielding of 
primary structural members, but can lead to large storey drifts and accelerations. Therefore, 
sacrificial elements that dissipate modest amounts of energy through yielding (damage) are 
typically provided to stabilize the rocking response.  

Research devising methods of enhancing earthquake resilience for rocking structures has 
spanned over the last decade [2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Particularly for self-centring steel 
frames, the use of yielding thin steel plate infill walls [12, 13, 14], buckling-restrained braces 
[15], yielding seat angles [16, 17], short axial yielding devices [18], yielding web hourglass 
pins [19], or beam web/flange friction devices [20, 21, 22] have been explored. Although the-
se technologies are very effective in reducing peak response quantities, they all comprise of 
sacrificial and/or replaceable components that accumulate damage during strong dynamic ac-
tion. This results in a system with limited durability, and a requirement for frequent inspec-
tions and maintenance. Furthermore, in spite the inclusion of these technologies, the 
structures often experience permanent post-earthquake damage and require significant repair 
or replacement.  

In contrast, the recently proposed buckling-enabled composite bracing (BECB) elements 
can provide a thoroughly damage-avoidance solution [23, 24]. In these systems, shell-like el-
ements with GFRP material properties, are employed to improve the dynamic performance of 
rocking steel frames through their elastic buckling properties. A curvature in the cross-section 
is provided to increase the section’s buckling capacity. Single-storey post-tensioned steel 
rocking frames with BECB have been shown to perform successfully under numerical testing 
to static displacement cycles and discrete sine-sweep ground motions [23], demonstrating re-
duced peak responses, greater lateral-load resistance, and no damage accumulation compared 
to systems without BECB.  

This paper builds on this innovative concept by performing numerical investigations on 
three-storey post-tensioned steel rocking buildings. The performances of conventional mo-
ment frames (MRFs) and their rocking frame counterparts (RFs) with and without BECB el-
ements are compared through numerical simulations. Numerically-generated frequency 
response functions (FRFs) are examined. Incremental Dynamic Analyses (IDA) are per-
formed to evaluate the buildings’ performances [25]. Multiple damage measures are investi-
gated, including maximum inter-storey drifts and floor accelerations. It is demonstrated that 
BECB enhances the static and dynamic performance of rocking frames by significantly reduc-
ing the storey drifts and accelerations without any damage accumulation. This study forms a 
strong foundation towards the provision of truly damage-avoidance solutions and supplies the 
tools for further investigations into practical design methods. 

2 PROPOSED STRUCTURES 

The 3-storey steel moment-resisting frame (MRF) proposed by the Structural Control 
Committee of the American Society of Civil Engineers [26] for the SAC Steel Project was 
selected as the benchmark building herein. The structure’s geometric and member details are 
presented in Figure 1. The building has a total height of 11.88 m, and width of 36.6 m. It rep-
resents a typical low-rise structure with an aspect ratio of 0.33. The beams are made of 248 
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MPa steel while 345 MPa steel is employed for the columns. The seismic mass of the first and 
second levels is 9.57×105 kg and the third level is 1.04×106 kg.  

Figure 1: Three-storey, four-bay steel moment-resisting frame. 

The rocking frame (RF) counterparts employed identical sections as the MRF with rocking 
connections at both the beam-column and column-foundation interfaces. To provide support 
for the BECB at ground level, a floor beam with section W33x118 was provided. A tendon 
cross section of 500 mm2 was incorporated for the beams and columns. A view of the cross-
section illustrating the geometric parameters of BECB member is presented in Figure 2 and 
the proposed configurations for the RF systems with BECB are presented in Figure 3.  

For configuration 1, two sizes of BECB (8 elements in total) were incorporated in a single 
bay, including shorter members with dimensions of L (length) = 3.3 m, α (curvature) = 50◦, t 
(thickness) = 16 mm, r (radius) = 100 mm and longer members with L = 6.7 m, α = 50◦, t = 25 
mm, r = 180 mm. For configuration 2 (C2), BECB elements were incorporated in two bays of 
the building. An isotropic elastic material with modulus ’E’ of 18 GPa and Poisson's ratio ’μ’ 
of 0.3 (GFRP) was used to simulate each BECB element in ABAQUS [27, 28] in order to ob-
tain the respective buckling response.  

Figure 2: BECB element cross-section with geometric parameters. 
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Figure 3: Three-storey, four-bay steel self-centring rocking frames with BECB in single and two bays (C2). 

3 FINITE ELEMENT MODELLING 
Four planar frames (MRF, RF, RF w/ BECB, and RF w/ BECB C2) with three-degrees-of-

freedom per node were defined using the open source finite element framework OpenSees 
[29]. Force-based non-linear beam-column elements were used for beams and columns. A 
Steel01 material model was employed for the fibre sections with their respective yield 
strengths. Each section was discretized into 40 fibres and 2 force-based elements with 3 
Gauss-Lobatto integration points per element. Geometric non-linearities were accounted for 
by means of a Corotational transformation. A constant stiffness proportional damping of 5% 
was specified for all models. All degrees of freedom for every structure were constrained at 
the foundation level to simulate a fixed base. Nodal masses were defined in the horizontal and 
vertical degrees of freedom, and lumped at the top of each column element. Beam gravity 
loads were applied as distributed loads along beam lengths.  

The details of the rocking frames were simulated using the numerical modelling proce-
dures proposed in [30]. The columns and tendons (beam and column) were modelled as con-
tinuous elements along the frame height and width. The post-tensioning tendons were 
modelled using Corotational Truss Elements with an initial stress uniaxial material (Steel02 
material in OpenSees [29]). Zero-length gap elements (springs) were used to simulate the 
rocking surfaces. Elastic Perfectly Plastic material with no tension stiffness was defined for 
the gap element. The Lobatto integration scheme introduced in [31], was used to determine 
the distribution of the gap elements along member edges.  

Elastic Bilinear uniaxial material was used to represent the pre to post-buckling behaviour 
of BECB. The MinMax uniaxial material [29] was used to define the failure envelope of the 
bracing members employing the fracture strain of GFRP [27]. Subsequently, the bracing 
members were represented as truss compression-only elements in the numerical models.  

Static lateral loads were applied at the nodes assuming linear first-mode distribution. A 
displacement control strategy was used to perform the non-linear static analysis. Frequency 
response functions (FRFs) were generated using discrete sine-sweep input ground motions as 
originally proposed in [30]. MATLAB [32] was used to generate input harmonic base motions. 
Subsequently, Incremental dynamic analyses (IDA) were performed to evaluate the buildings’ 
performances. The set of 22 far-field strong ground motion records from FEMA P695 (ATC-
63) were selected for the analyses [33].  
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4 STATIC RESPONSE 

Figure 4: Static response comparison between moment-resisting frames (MRF) and rocking frames with and 
without BECB (RF w/BECB and RF w/BECB C2).  

The results of the static analysis for the four buildings under consideration, are illustrated 
in Figure 4. This Figure plots the base shear ’V’ against roof drift (∆). The base shear ’V’ was 
normalized using the total weight of each frame ’W’. Each frame configuration was subjected 
to a series of four horizontal cycles.  

Figure 4 demonstrates that the bracing elements significantly increase the lateral load car-
rying capacity of both rocking frame configurations with BECB. The lateral resistance of the 
rocking frame without BECB (RF) was 55% lower than the moment-resisting frame (MRF). 
Rocking frame with BECB (RF w/BECB) exhibited a 30% increase in the lateral load re-
sistance whereas configuration 2 showed a 63% increase compared to the RF. In comparison 
with the MRF, the lateral capacity of the RF w/BECB was 20% lower, whereas the RF 
w/BECB C2 was 15% higher. Additionally, Figure 4 demonstrates that all the RFs experi-
enced zero residual drifts and damage accumulation, in contrast to the MRF. 

5 FREQUENCY RESPONSE FUNCTIONS 
A series of dynamic analyses were performed for low, medium, and high forcing ampli-

tudes. The frequencies were normalized against the natural frequencies of the corresponding 
finite element models. The FRFs for all buildings are presented in terms of maximum storey 
accelerations in Figure 5. Moreover, the FRFs were utilized to identify the fundamental fre-
quencies of the rocking building models using the maximum inflection points of the low-
amplitude curves.  

It can be observed from Figure 5 that the natural frequency of the MRF is 1 Hz, whereas 
the RF is 0.7 Hz. In comparison, the fundamental frequency of the RF w/ BECB and RF w/ 
BECB C2 are approximately 1.5 Hz and 2 Hz, respectively. Therefore, it is apparent that both 
configurations of the buckling-enabled braced frames are stiffer than their pure rocking frame 
counterpart. Contrary to the rocking structures, the fundamental frequency of the MRF is con-
stant across all forcing amplitudes until yielding. It is also apparent that the RF has greater 
flexibility than its MRF counterpart, which is expected because of the increased storey dis-
placements due to the gap-opening mechanisms and the absence of any lateral control de-
vice/mechanism. 
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Moreover, it can be observed that the maximum storey accelerations for the RF for high 
amplitude excitations is 55% greater than the MRF. The RF w/ BECB exhibited accelerations 
that were 25% higher than the MRF whereas the accelerations of RF w/ BECB C2 were very 
close (about 2-5% higher) to the MRF. Similarly, the RF w/ BECB showed a substantial re-
duction of upto 50% and the RF w/ BECB C2 of 35%, compared to the RF under medium to 
high amplitude excitations. Likewise, the maximum inter-storey drifts for RF were 40% high-
er than MRF. The RF w/ BECB 15% greater and RF w/ BECB C2 were 10% lower than MRF. 

From the foregoing it is evident that steel rocking frames equipped with BECB result in 
significantly lower peak response quantities compared with systems without BECB and close 
to those exhibited by a conventional steel moment-resisting frame. Besides, BECB was also 
observed to enhance the overall stability of the rocking structure and numerical convergence 
during the analyses was achieved significantly quicker.  

Figure 5: Frequency Response Functions (FRFs) for MRF (Top left), RF (Top right) RF w/ BECB (Bottom left), 
and RF w/BECB C2 (Bottom right). 

6 INCREMENTAL DYNAMIC ANALYSIS 
Previous sections have examined the static and dynamic behaviour of rocking steel frames 

equipped with BECB to conventional moment-resisting steel frames by subjecting them to 
idealized ground-motions. This section examines the effectiveness of the BECB by subjecting 
the buildings to a set of real earthquake records. To this end, the 22 far-field earthquake suite 
detailed in FEMA P695 and obtained from the Pacific Earthquake Engineering Research Cen-
ter (PEER) database, were employed. The peak inter-storey drift ratio, was adopted as the 
damage measure (DM), while the spectral acceleration at the fundamental period of each re-
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spective building, Sa(T1), was selected as the intensity measure (IM). The median (50th per-
centile) IDA curves comparing the four buildings are presented in Figure 6.  

It can be observed that the IDA curves of RF w/ BECB and RF w/ BECB C2 exhibited a 
higher elastic slope than the MRF, indicating a stiffer structure and hence lower relative dis-
placements than MRF and RF. Likewise, the RF w/ BECB C2 remained in the elastic range 
for drifts of upto 4% whereas the elastic-plastic transition for the MRF was at the 2% ratio, 
with RF and RF w/BECB around 3%. Moreover, the MRF experienced softening after 2% 
drift and global collapse at approximately 10% drift. For the RF w/ BECB C2, softening was 
observed after yielding of the post-tensioning (at 4% drift) and this was followed by BECB 
fracture at 5% drift. Similarly, the RF w/ BECB building experienced first brace fracture at 
around 4% drift. The global collapse for RF w/ BECB C2 occurred at 7% drift. In contrast, 
the global collapse for the RF w/ BECB was at 5% and RF at 3%. It can also be observed that 
in the buildings with BECB, hardening occurred after BECB member buckling at 0.5% drift. 
The IDA curves of some records for the rocking frames displayed successive segments of sof-
tening and hardening behaviour (weaving) before final instability. This was more prominent 
for the RFs compared to other buildings.  

In a practical setting, each building will be designed differently to satisfy similar demands 
and identical sections were used herein to allow a direct comparison of the structural respons-
es. Furthermore, the proposed BECB system relies on controlled elastic buckling of GFRP 
members that do not accumulate plastic strains. Therefore, it is crucial that a compression-
only response is ensured. A possible connection has been proposed in [23] between the BECB 
and the steel members. This was designed to allow a transfer of compressive forces during the 
lateral frame movement, causing the brace to buckle, while preventing tension stresses to be 
developed in the BECB. It is also important to mention that the proposed system is expected 
to remain elastic for typical recurrent lateral loads such as winds. Subsequently, the BECB 
members can be tuned to allow activation of the buckling response leading to a change in the 
dynamic behaviour only during periods of high demand. 

Figure 6 Summarized (50% fractile) IDA curves comparing the MRF, RF, RF w/BECB, and RF w/BECB C1 for 
22 far-field earthquake records from FEMA P695 report. 
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7 CONCLUSIONS 
Currently available lateral-load resisting systems for rocking frames comprise of replaceable 
yielding components that are damaged after strong motion leading to non-negligible mainte-
nance costs and downtime. By applying the recoverable elastic buckling properties of the 
newly proposed bracing elements with circular-arc shaped cross-section this paper has 
demonstrated that a damage-avoidance rocking system can be achieved. The main research 
findings of this study are summarized below. 

• In comparison with the moment-resisting frame, the lateral capacity of the rocking frame
with BECB in two bays was 15% higher.

• Both configurations of the buckling-enabled braced frames were 1.5-2 times stiffer than
their pure rocking frame and the moment-resisting frame buildings.

• The rocking frame with BECB in two bays exhibited maximum storey accelerations that
were within 10% of the values experienced by the moment-resisting frame.

• The IDA curves of rocking frames with BECB displayed a greater elastic slope than the
moment-resisting frame and pure rocking frame, indicating stiffer structures and hence
lower relative displacements in the elastic range (for constant Sa).

• In the buildings with BECB, some hardening was observed after the initial BECB mem-
ber buckling at an average of 0.5-1% drift ratios for the records considered.

• Both buildings with BECB remained elastic up to 3-4% drifts which are greater than the
moment-resisting frame at 2% drift.

• The rocking frame with BECB employed in a single-bay experienced brace failure at 4%
drift whereas the model with BECB in two bays exhibited the first brace fracture at 5%
drift ratio.

• The pure rocking frame exhibited numerical non-convergence (collapse) at a drift ratio
close to 4%. In contrast, the buildings with BECB collapsed at 5% and 7%, for each con-
figuration respectively.

• The area between yielding and global instability was greater with the addition of BECB,
compared to the pure rocking frame.
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Abstract. The Dissipative Replaceable Link Frame (DRLF) is an innovative lateral load re-
sisting system, recently developed, investigated, and further optimized in the European re-
search projects FUSEIS, MATCH, INNOSEIS and DISSIPABLE. The system consists of two 
strong columns, which are rigidly interconnected by several horizontal beams, forming a ver-
tical VIERENDEEL beam. The interconnecting beams are attached by a bolted head plate con-
nection, making them easily detachable. As they are separated from the slab, they do not take 
part in the gravity load bearing function. The dissipative beam links being the only intended 
spots of inelastic action and therefore energy dissipation, plus being easily exchangeable be-
cause of their bolted connection and missing participation in the gravity load bearing paths, 
act as exchangeable seismic fuses during a strong earthquake. After such an event, exchanging 
the beam links is foreseen to bring the structure back to its undamaged pre-earthquake stage 
quickly. However, Eurocode 8 demands on damage limitation affecting non-structural compo-
nents – like e.g. partition walls – might represent a tough requirement on global lateral stiffness 
of the Link Frame systems. For high buildings, displacement verifications often govern the de-
sign, similar as known for conventional Moment Resisting Frames (MRF). In order to overcome 
this restriction, in this paper, a solution to increase lateral stiffness of Dissipative Replaceable 
Link Frames is investigated: Keeping the connections of the regular gravity frame hinged, 
strong elastic steel coupling beams are introduced, connecting two adjacent Link Frames.
These coupling beams are not intended to dissipate energy, but instead should remain elastic, 
in order to keep the whole building easily repairable, by restricting seismic damage to the Dis-
sipative Replaceable Links. Moreover, such additional source of lateral stiffness is able to im-
prove re-centering capability to diminish accumulation of residual displacements during an 
earthquake and further to re-center the building when the seismic fuses are replaced. In this 
paper, preliminary conclusions on the concept and performance of this innovative system under 
development in the ongoing project DISSIPABLE are presented. 
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1 INTRODUCTION 
The Dissipative Replaceable Link Frame (DRLF) is an innovative lateral load resisting sys-

tem, which was initially developed and investigated in the European research project “FUSEIS 
- dissipative devices for seismic-resistant steel frames” [1]. The objective of the FUSEIS project 
was to overcome the drawback of non-repairability of traditional systems such as Moment Re-
sisting Frames (MRF), Concentrically Braced Frames (CBF) or Eccentrically Braced Frames 
(EBF). While such conventional systems perform well during strong seismic events due to dis-
sipation of a large amount of energy, however, they are not economically repairable after the 
design basis earthquake has struck the structure. Thus, usually the only available option is the 
demolishing of the damaged building and replacing it by a new one. To overcome this issue, 
within the FUSEIS project several innovative systems have been developed, where the dissipa-
tive elements called fuses are the only source of energy dissipation and above all are easily 
replaceable after an earthquake. 

One of the investigated systems was the formerly called FUSEIS-1 system (see [1], [2], [3]), 
which in this paper is called Dissipative Replaceable Link Frame (DRLF). It was further devel-
oped and investigated within the MATCH [4] and INNOSEIS [5] projects, and is further en-
hanced within the ongoing DISSIPABLE [6] project. 

The DRLF system consists of two strong columns, which are rigidly interconnected by sev-
eral beams, forming a vertical VIERENDEEL beam. In order to be easily detachable, these
interconnecting beams – the Dissipative Replaceable Links (DRL) – are attached by a bolted 
head plate connection. As they are not coupled with the slab, consequently, they are not a part 
of the gravity load bearing frame. Optimally, inelastic action is foreseen to take place solely in 
the Dissipative Replaceable Links (DRL). When achieving this, they can act as exchangeable 
seismic fuses during a strong earthquake. Being the only source of energy dissipation by design, 
along with the missing participation in the gravity load bearing paths and moreover their de-
tachable connection design, exchanging the Dissipative Replaceable Links is foreseen to bring 
the structure back to its undamaged pre-earthquake stage quickly, without the need of rebuild-
ing the whole structure.  

Eurocode 8 [7] demands on damage limitation affecting non-structural components – like 
e.g. partition walls – represent a tough requirement on global lateral stiffness of such Dissipa-
tive Replaceable Link Frame systems. For high buildings, displacement verifications often gov-
ern the design. In this case, usually partial-strength moment connections may be introduced to 
the gravity load bearing frames, in order to increase global stiffness. However, this may result 
in damage of the gravity frame connections, which are usually not feasibly repairable, finally 
pre-venting full exploitation of the potentially excellent energy dissipation capacity of such a 
system. 

In this paper, an alternative solution of increasing lateral stiffness of Dissipative Replaceable 
Link Frame systems is investigated: Keeping the connections of the gravity frame hinged, 
strong elastic steel coupling beams are introduced, connecting two Dissipative Replaceable 
Link Frames. These coupling beams are not intended to dissipate energy, but instead should 
remain elastic, in order to keep the whole building easily repairable, by restricting seismic dam-
age to the Dissipative Replaceable Link fuses only. 

In the following, after a general introduction to the innovative concept of the Coupled Dis-
sipative Replaceable Link Frame (CDRLF) system, two case studies of an 8-storey office build-
ing are presented. The first one, acting as ‘reference system’, is the already known Dissipative 
Replaceable Link Frame. Because the building is quite high, in total three bays with such frames 
were required, to comply with seismic requirements on stiffness. The second system, labelled 
as ‘optimized system’, introduced the concept of coupling beams. Consequently, only two bays 
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of DRLFs were needed. In a first step, the performance of both systems was assessed and com-
pared via pushover analyses. Target displacements were derived based on the N2 method. Fur-
ther on, for verification of the conclusions derived by the non-linear static analyses, dynamic 
time history analyses with seven recorded accelerograms have been conducted. The gain in 
performance achieved by the introduction of the coupling beams is discussed in terms of push-
over curves, plastic mechanisms, inter-story drifts, residual displacements and repairability. It 
is demonstrated, how the optimized system is well able to comply with the foreseen perfor-
mance targets. 

2 DISSIPATIVE REPLACABLE LINK FRAMES 
A schematic sketch of the Dissipative Replaceable Link Frame (DRLF) is shown in Figure 

1, left panel. For high buildings, this type of system may have the issue of inherent flexibility, 
which is also a well-known issue for classical Moment Resisting Frames (MRF). Moreover, 
residual displacements may hinder the repairability performance target. In order to increase 
stiffness and re-centering capability, two of such frames might be connected by Coupling 
Beams, as shown in Figure 1, right panel. This combination results in the Coupled Dissipative 
Replaceable Link Frame (CDRLF). The lateral strength and stiffness of such a coupled frame 
is basically due to the frame action of the two single DRLFs as well as the Coupling Frame, 
which consists of the coupling beams and the strong columns, where the coupling beams are 
attached to. Thus, the internal strong columns contribute to both frames. The in total three frame 
actions act in series resulting in the global frame behavior (see Figure 2).

Dissipative Replaceable Link Frame (DRLF) Coupled Dissipative Replaceable Link Frame (CDRLF)

Figure 1: Single Dissipative Replaceable Link Frame (DRLF) (left) and two DRLFs coupled by elastic HSS 
Coupling Beams (CB) forming the Coupled Dissipative Link Frame (CDRLF) (right). 

Figure 2: Two single Dissipative Replaceable Link Frames (DRLFs) and the Coupling Frame (CF) 
acting in series as resulting total lateral load resisting system. 

Linked column

Dissipative Replaceable
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Gravity frame girder
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The concept of coupling beams is a well-known one for linking two reinforced concrete 
shear walls. However, in this context, usually it are the coupling beams, which are foreseen to 
dissipate energy. See e.g. [8] for an innovative system of concrete shear walls connected via 
replaceable steel coupling beams. Contrary, in the scope of the research presented herein, the 
coupling beams need to remain elastic for the design basis earthquake (usually 10% in 50 years /
475 years return period). Therefore, the investigated innovative system could be best compared 
to dual frame systems, e.g. a combination of an EBF with a MRF, where the MRF is deemed 
to add stiffness and residual strength to the system, see e.g. [9].

Design equations for the DRLF have been developed in the FUSEIS [1] project and dissem-
inated throughout the INNOSEIS [5] project. However, the coupling frame connecting two 
DRLF is a recently developed enhancement during the ongoing DISSIPABLE [6] project. 
Therefore, design equations and guidelines for the coupling frame are missing yet. For the time 
being, design verification by non-linear static (pushover) and/or response history analysis 
(RHA) is needed. Development of design guidelines is foreseen during the DISSIPABLE [6]
project. 

The coupling beams are suspected to high seismic strength demands. Moreover, once the 
beam links are plastified, the contribution of the Coupling Frame on the overall stiffness in-
creases, further enlarging demands on coupling beams. Consequently, usually relatively high 
strength steels will be needed to be applied for these elements. 

Figure 3: Load transfer and resistance contribution of the single DRLF and the CF. 

Figure 4: General behavior of the CDRLF and contribution of its single components. 
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The general design philosophy behind the CDRLF is summarized in Table 1. For frequent 
earthquakes, no damage shall occur to the overall lateral load resisting system. For the design 
basis earthquake, only the Dissipative Replaceable Links shall be damaged, while coupling 
beams are foreseen to remain elastic. Thus, the whole building results to be repairable, prevent-
ing its demolition. Only for very rare earthquakes, also the coupling beams are allowed to suffer 
damage, in order to prevent collapse of the building while sacrificing its reparability. 

Table 1: Design philosophy for the Coupled Dissipative Replaceable Link Frame (CDRLF).

3 CASE STUDY 
To illustrate the concept of the CDRLF, in the following a typical 8-story office frame build-

ing has been designed in two different ways. In the first one, no coupling beams have been 
introduced, which rendered the system to be a DRLF. In the latter approach, the coupling frame 
effect was introduced, resulting in a CDRLF system.

The main dimensions of the initial situation used as starting point are shown in Figure 5.
Firstly, the two designs have been conducted to satisfy seismic design requirements according 
to Eurocode 8 [7] regarding strength as well as stiffness. Table 2 shows an overview of the 
loads considered in design. Furthermore, the characteristics of the considered seismic action 
are summarized in Table 3.

Figure 5: General floor plan and elevation of 8-story case study. 

Possible design 
scenarios

10% in 10 yrs
95 yrs

10% in 50 yrs
475 yrs

2% in 50 yrs
2475 yrs

Performance target No damage Reparability No collapse

Damage to
dissipative links No Yes Yes

Damage to
coupling beams No No Allowed

Reparability --- Yes No, if coupling
beams damaged

3131



M. Pinkawa, C. Vulcu, B. Hoffmeister, M. Feldmann 

Design loads Description Load value
Dead loads Composite slab and steel sheeting 2.75 kN/m²
Superimposed loads Services, ceiling and raised floor

- intermediate floors
- top floor

0.70 kN/ m²
1.00 kN/m²

Perimeter walls 4.00 kN/m²
Live loads Offices (Class B) 3.00 kN/m²

Movable partitions 0.80 kN/m²
Table 2: Loading conditions used for design. 

Seismic design action Description
Peak ground acceleration gR = 0.3g
Importance factor (Class II) 1 = 1.0
Ground type B (S = 1.2, TB = 0.15 s, TC = 0.5 s, TD = 2.0 s)
Type of response spectrum Type 1
Lower bound factor 0.2

Behavior factor q 2.0 for the reference structural system
2.8 for the optimized structural system

Table 3: Seismic design action according to Eurocode 8. 

Finally, the designs resulted in the following case study frames shown in Figure 6:
Reference structural system: 2D frame with three Dissipative Replaceable Link Frames
and pinned coupling beams (see Figure 6a), thus no coupling frame action;
Optimized structural system: 2D frame with two Dissipative Replaceable Link Frames and
two bays with coupling beams, for which alternating pinned/fixed connections were used
(see Figure 6b); thus, the whole system is a Coupled Dissipative Replaceable Link Frame.

For a better understanding of the structural response, especially the influence and contribu-
tion of dissipative links and coupling beams, these two structural configurations were studied 
in detail by means of pushover and response history analyses. 

(a) Reference system – 3 × DRLFs
(all coupling beam ends are pinned)

(b) Optimized system – 2 × DRLFs + 2 × CFs
(coupling beam ends alternating pinned and fixed)

Figure 6: Case study frames: (a) reference system; (b) optimized system. 
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The general properties for the case study frames are summarized in Table 4. The design and 
analyses were performed with RSTAB 8 [10] and SAP2000 [11]. Based on the presence of the 
reinforced concrete slabs, a rigid diaphragm constraint was considered for the nodes of each 
floor. The masses were calculated automatically from the applied gravitational loading on the 
structure. The importance of the second order effect was evaluated through the value of the 
inter-story drift sensitivity coefficient θ [12]. The coefficient θ was computed for each level, 
and the maximum value was found between 0.1< θ ≤ 0.2. Consequently, second order effects 
were considered in an approximate way by multiplying the design values of the demands with 
the following factor: α=1/(1-θ). 

The cross-sections used for the lateral force resisting system of the reference and optimized 
structural systems are presented in Table 5. The design of the lateral force resisting system was 
governed by the deformation limitation (corresponding to the serviceability limit state – SLS, 
and/or to the ultimate limit state – ULS). In case of the optimized system, the coupling beams 
were modeled with alternating pinned/fixed connections with the aim to increase their flexibil-
ity and to avoid the formation of plastic hinges at serviceability limit state (SLS), ultimate limit 
state (ULS) and as much as possible at near collapse (NC) seismic intensity level. Beside the 
pinned/fixed connection solution, the coupling beams corresponding to floors 1÷4 were realized 
with S460 steel grade (Table 5). Reduced beam sections (RBS) were considered for the dissi-
pative links for both structural systems. The P-Delta effect of the seismic masses that was not 
attributed to the frame was considered by employing a leaning column. The maximum usable 
behavior factor q was 2.0 for the reference system and 2.8 for the optimized system. Larger 
behavior factors were not exploitable (i.e. not needed), because stiffness requirements did not 
allow for a further decrease of cross sections. 

Structural system Reference Optimized
Stories 8 @ 4 m 8 @ 4 m
Bays 3 @ (5.5 + 2.5 m) 2 @ (5.5 + 2.5 m) & 1 @ 8 m
Column base connection pinned pinned
Coupling beam connections pinned at both ends fixed at one end, pinned at the other end

Table 4: General properties of the case studies. 

Reference system (T1=2.75 sec.) Optimized system (T1=2.56 sec.)

Floor Links
(S235)

Columns
(S355)

Links
(S235)

Coupling beams
(S460 & S355)

Columns
(S355)

8 HEA-200 HEB-450 HEA-200 HEB-400 (S355) HEB-450
7 HEA-220 HEB-450 HEA-200 HEB-400 (S355) HEB-450
6 HEA-220 HEB-450 HEA-200 HEB-400 (S355) HEB-450
5 HEA-240 HEB-450 HEA-220 HEB-400 (S355) HEB-450
4 HEA-240 HEB-450 HEA-240 HEB-400 (S460) HEB-450
3 HEA-260 HEB-450 HEA-260 HEB-400 (S460) HEB-450
2 HEA-260 HEB-450 HEA-280 HEB-400 (S460) HEB-450
1 HEA-280 HEB-450 HEA-280 HEB-400 (S460) HEB-450

Table 5: Cross-sections of elements for the reference and optimized system. 
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4 SEISMIC PERFORMANCE EVALUATION
The seismic performance was evaluated through: (i) nonlinear static analyses (pushover) 

using the N2 method [13]; and (ii) nonlinear dynamic analyses (time-history). Both types of 
analyses were performed using SAP2000 [11] and considering the 2D structural configurations 
illustrated in Figure 6. The N2 method [13] was used for determining the target displacements 
and the state of the two structural systems corresponding to the three seismic intensity levels. 
The response under a set of seven recorded accelerograms was evaluated through time-history 
analyses. 

4.1 Nonlinear static analyses 
The N2 method, developed by Fajfar [13] and comprised in Annex B of EN 1998-1 [7], can 

be used to verify the seismic performance of buildings designed by current methods (i.e. re-
sponse spectrum analyses). The method combines the nonlinear static analysis of a multiple 
degrees of freedom system (MDOF) with an analysis based on the response spectrum of a single 
degree of freedom system (SDOF). The lateral story forces were assumed to be proportional to 
the 1st mode of vibration. Furthermore, the structural performance was evaluated for the limit 
states shown in Table 6, where “agr” is the reference peak ground acceleration of 0.3g, and “ag” 
represents the peak ground acceleration for a specific earthquake level. 

Limit state Return period,
[years]

Probability of 
exceedance ag/agr ag/g

Damage Limitation (DL / SLS) 95 10% / 10 years 0.5 0.15
Significant Damage (SD / ULS) 475 10% / 50 years 1.0 0.30
Near Collapse (NC) 2475 2% / 50 years 1.7 0.51

Table 6: Limit states and corresponding scaling factors for the seismic input. 

For beams subjected to flexure, based on FEMA 356 [14] and Annex B of EN 1998-3 [15],
the following acceptance criteria were considered corresponding to the rotation at DL, SD and 
NC: 1·θy, 6·θy and 8·θy, where θy is the yield rotation. The damage state conditions of the plastic 
hinges associated to three limit states are similar in both codes, and it can be assumed that 
Immediate Occupancy (IO) corresponds to Damage Limitation (DL), Life Safety (LS) stands 
for Significant Damage (SD), and Collapse Prevention (CP) relates to Near Collapse (NC). 

The plastic hinge definitions for the Dissipative Replaceable Links (see Table 7) were based 
on the parameters reported in [2]. 

Point M/Mpl,RBS θ/θpl,,RBS Acceptance criteria
A 0 0 Limit state (θ/θpl,RBS)
B 1 0 IO 15
C 1.27 40 LS 20
D 0.6 40 CP 35
E 0.6 45

Table 7: Non-linear hinge parameters considered for the Dissipative Replaceable Links. 

From the nonlinear static analyses, a pushover curve (capacity curve) was obtained for each 
structure. Further, using the N2 method [13], the target displacements (Dt) were obtained for 
the two structural systems corresponding to each of the three seismic intensity levels (i.e. SLS, 
ULS, NC). The obtained target displacement values are summarized in Table 8. As can be ob-
served, very similar values were obtained for the two structures. 
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Limit state ag/agr Reference structure Optimized structure

Dt [m]
DL / SLS 0.5 0.157 0.157
SD / ULS 1.0 0.314 0.315
NC 1.7 0.533 0.535
Table 8: Target displacements of reference and optimized structures. 

The outcomes of the nonlinear static analyses are shown in terms of: (i) capacity curve (base 
shear force vs. top displacement); (ii) the state of the lateral load resisting frames corresponding 
to the three seismic intensity levels (SLS, ULS, NC), i.e. at the computed target displacements. 
It is to be noted that the target displacements are marked on each capacity curve. The outcomes 
are presented for the following configurations: (i) Reference structure (see Figure 7); (ii) Opti-
mized structure (see Figure 8).

Based on the state of each structural configuration (plotted for the three seismic intensity 
levels – SLS, ULS and NC), the following observations can be made: 

at SLS – both structural configurations were characterized by an elastic response;
at ULS – the reference structure was characterized by an elastic response, while plastic
hinges developed in the dissipative links at the first five stories of the optimized structure;
at NC – both structural systems evidenced plastic hinge development in the dissipative
links, but the rotations did not reach the life safety or collapse prevention levels; in case of
the optimized structure, the coupling beams did not develop plastic hinges.

SLS ULS NC

Figure 7: Reference structure: capacity curve and the state of the frame at the three seismic intensity levels –
SLS, ULS, NC (i.e. ag/agr=0.5; 1.0; 1.7). 

SLS ULS NC

Figure 8: Optimized structure: capacity curve and the state of the frame at the three seismic intensity levels –
SLS, ULS, NC (i.e. ag/agr=0.5; 1.0; 1.7). 

A comparison between the pushover curves of the two structural systems, i.e. reference and 
optimized, is shown in Figure 9a. As can be observed, the initial stiffness and the post-yield 
response of the two structural systems evidence some differences: 
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The reference structure (for which the coupling beams were pinned at both ends) showed
a relative lower initial stiffness. In the post yield region, the pushover curve was charac-
terized by a horizontal tendency (i.e. large deformations with little decrease of force).
In case of the optimized structure (for which the coupling beams were modeled with alter-
nating pinned/fixed connections), the pushover curve evidenced a linear ascending ten-
dency in the post yield region (i.e. capacity increases with the deformation).

The improved response of the optimized structures, i.e. bilinear shape with a linear ascending 
tendency in the post yield region, can be explained by examining the shape of the pushover 
curves of the two subsystems (i.e. coupling beam frames, dissipative link frames). Subsequently, 
the contribution of each of the two subsystems is illustrated in Figure 9b. Compared to the link-
frame subsystems, the coupling beam frames are characterized by a linear-elastic response, with 
a lower stiffness and capacity. The linear-elastic response of coupling beam frames is therefore 
responsible for the linear ascending tendency in the post yield region of the optimized structural 
system and confirms the potential for improved performance and increased re-centering capac-
ity. 

(a) (b)

Figure 9: (a) Comparison between the pushover curves of the reference and optimized structural systems;
(b) response/contribution of the dissipative link frames and coupling beam frames. 

4.2 Nonlinear dynamic analyses 
The two systems were further analyzed by means of dynamic time history analyses. A set of 

seven accelerograms matching the target spectrum has been chosen from the PEER NGA online 
ground motion database [16]. The scaling factors have been set such, that requirements accord-
ing to the current draft of the revision of Eurocode 8 are met. These are as follows: 

Scaling factors not larger than 2.0, nor smaller than 0.5.
The period range of interest has been set to 0.2·T1,min to 1.5·T1,max, whereby T1,min and T1,max
are the minimum and maximum fundamental periods of the considered frames.
Within this period range, the ratio of mean to target spectrum should be within the range
of 0.75 to 1.30. Moreover, the average of this ratio over the considered period range should
be larger than 0.95. Also, for each individual spectrum the ratio should nowhere be below
0.5 within that range.
Not more than two records of the same earthquake should be used.

The final suite of seven accelerograms is listed within Table 9. Each record can be correlated 
to the PEER data base with the Record Sequence Number (RSN). Figure 10 shows the target, 
mean and individual spectra along with a vertical line, indicating where the period range of 
interest begins. The first mode periods T1 for the reference and optimized structure correspond 
to 2.75 s and 2.56 s, respectively. The 50%, 75% and 130% scaled target spectrum used for 
ground motion selection is also indicated in the figure. 
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# RSN Scale 
factor

R
[km] M Earthquake name Year Station

1 6 1.11 6.1 6.95 Imperial Valley-02 1940 El Centro Array #9
2 15 1.95 38.7 7.36 Kern County 1952 Taft Lincoln School
3 20 1.32 26.9 6.5 Northern Calif-03 1954 Ferndale City Hall
4 30 1.65 9.6 6.19 Parkfield 1966 Cholame-Shandon #5
5 68 1.70 22.8 6.61 San Fernando 1971 Hollywood Stor FF
6 95 1.38 3.8 6.24 Managua Nicaragua-01 1972 Managua ESSO
7 96 1.85 4.7 5.2 Managua Nicaragua-02 1972 Managua ESSO

Table 9: Recorded acceleration time histories used for dynamic analyses. 

Figure 10: Elastic response spectra of mean and individual accelerograms compared to the target spectrum. 

The outcomes of the time-history analyses are presented for both reference and optimized 
structural configuration in terms of: (i) comparison of the displacement at top floor; (ii) state of 
frame corresponding to the maximum displacement (i.e. scaled deformed shape with marked 
plastic hinges). Consecutively, the response under one of the seven accelerograms (i.e. 
#5 – RSN 68) at the three intensity levels (SLS, ULS and NC) is shown in Figure 11. 

As can be observed, the time-history analyses evidenced the following: 
at SLS (serviceability limit state – ag/agr=0.5): ▪ plastic hinges did not develop in any of 
the two structural systems (reference or optimized); ▪ the comparison between displace-
ments at top floor showed similar deformations – with slightly lower values corresponding 
to the optimized structure; 
at ULS (ultimate limit state – ag/agr=1.0): ▪ plastic hinges developed in the dissipative links 
(at seven out of eight stories) for both structural configurations; ▪ the comparison between 
displacements at top floor showed some differences, i.e. lower deformations corresponding 
to the optimized structure; ▪ the rotations within plastic hinges did not reach the life safety 
or collapse prevention levels; 
at NC (near collapse – ag/agr=1.7): ▪ a global plastic mechanism was evidenced with plas-
tic hinges in the dissipative links for both structural systems; ▪ the comparison between 
displacements at top floor showed significant differences between the reference and opti-
mized structure for five out of seven accelerograms which lead to residual deformations 
(i.e. #1,3,5,6,7); ▪ for both structural systems, the replaceable dissipative links did not ev-
idence rotations corresponding to life safety or collapse prevention levels; ▪ the optimized 
structure evidenced plastic hinges in the coupling beams only for one out of seven accel-
erograms (i.e. #3 – RSN 20).
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Response under SLS intensity earthquake

Response under ULS intensity earthquake

Response under NC intensity earthquake
(a) Comparison of the response (b) Reference structure (c) Optimized structure

Figure 11: Outcomes of time-history analyses: (a) comparison of the response (top displacement vs. time); 
(b) & (c) state of reference and optimized structures. 

The nonlinear dynamic analyses also allowed to evaluate the inter-story drifts corresponding 
to each: (i) structural configuration (reference / optimized); (ii) accelerogram (#1 to #7); 
(iii) seismic intensity level (SLS, ULS, NC).  

Exemplarily, Figure 12 illustrates the inter-story drifts generated by one of the accelerograms 
(#5 – RSN68) within the two systems. In general, largest inter-story drifts occur at the mid-
floors for the reference system, whereby the optimized system is characterized by larger drifts 
at the bottom and small ones at the top. Besides the lower floors, inter-story drifts tend to be 
less large for the optimized system compared to the reference structure.  

The average of the maximum (+/-) inter-story drift values for the reference and optimized 
structures, corresponding to each seismic intensity level (SLS, ULS, NC), was computed from 
the outcomes of the set of seven selected accelerograms listed in Table 9. The average values 
summarized in Table 10 confirm the observations mentioned above regarding the minimum 
inter-story drifts also for other accelerograms. The maximum inter-story drifts occurred at 
6th÷7th floor for the reference structure, respectively at 5th÷6th floor for the optimized structure. 
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In Figure 13 the average inter-story drifts between reference and optimized structure can be 
compared. Besides the first two floors, the optimized structure showed in general lower drifts. 
Moreover, the inter-story drift profile is more uniform throughout the height. 

(a) (b)

Figure 12: Inter-story drifts generated by #5 – RSN68 within the corresponding structural systems: 
(a) reference structure; (b) optimized structure. 

Story Reference structure Optimized structure Ratio optimized/reference
SLS ULS NC SLS ULS NC SLS ULS NC

8 7.4 13.9 19.6 5.3 9.3 12.2 0.72 0.67 0.62
7 7.7 14.5 21.0 6.5 11.8 15.8 0.84 0.81 0.75
6 7.5 14.1 21.5 7.1 13.2 18.5 0.95 0.94 0.86
5 6.9 13.4 20.5 6.8 12.6 18.6 0.99 0.94 0.91
4 6.5 12.9 20.3 6.4 11.8 17.6 0.98 0.91 0.87
3 5.8 11.5 18.6 5.8 10.9 17.5 1.00 0.95 0.94
2 5.2 10.1 15.9 5.3 10.5 17.7 1.02 1.04 1.11
1 4.1 7.6 12.3 5.1 10.4 18.4 1.24 1.37 1.50
Table 10: Average of the maximum inter-story drifts [mrad] corresponding to the three seismic intensity levels 

(SLS, ULS, NC) and the two structural configurations (reference / optimized). 

(a) (b)

Figure 13: Average of the maximum (+/-) inter-story drifts corresponding to the three seismic intensity levels 
(SLS, ULS, NC) and the two structural configurations: (a) reference; (b) optimized. 

The response of the two structural systems was evaluated by comparing the residual defor-
mations. Figure 14 shows the residual deformation at the top floor corresponding to each of the 
seven accelerograms at NC intensity level for both structural configurations. As can be observed, 
the largest residual deformations were evidenced for #3 – RSN 20. Furthermore, for five out of 
seven accelerograms (RSN 6 / 20 / 68 / 95 / 96) the residual deformations of the optimized 
structure were approximately by two thirds lower compared to the reference structure.
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Regarding the seismic performance and resilience of a structural system, some important 
aspects are represented by: (i) the possibility of structural repair; (ii) a low amount of residual 
deformations; (iii) the re-centering capability of the structure. Table 11: Reference vs. opti-
mized structural configuration: fulfilment of resilience/seismic performance criteria shows an 
overview with regard to the fulfillment of the resilience and seismic performance criteria by the 
two structural systems (reference vs. optimized). Through the use of replaceable dissipative 
links, potentially both structural systems have the possibility to be repaired after a seismic event. 
In contrast to the reference structure (with relatively high residual deformations, and no re-
centering capability), the optimized structural system fulfils all three criteria: 

Structural repair – through the use of replaceable dissipative devices; 
Low residual deformations – through the use of coupling beams of high strength steel and 
with alternating pinned/fixed connections (for an elastic response); 
Re-centering capability – by incorporating the two bays with coupling beams (of high 
strength steel and pinned/fixed connections) characterized by an elastic response, which 
will contribute to the structural re-centering during the replacement of the dissipative links. 

Figure 14: Reference vs. optimized structural system: residual displacements at the top floor corresponding to 
each of the seven accelerograms (NC seismic intensity level). 

Performance
criterion

Reference structure Optimized structure

Structural
repair

Yes: both structural systems are generally reparable through the use of 
Dissipative Replaceable Links (DRL)

Low residual
deformations

No: the reference 
structure is character-
ized by relatively high 
residual deformations

Yes: the optimized structural system is charac-
terized by a significant reduction of residual 
deformations, resulting from the use of the two 
bays with pinned-fixed coupling beams

Re-centering
capability

No: the reference 
structure does not pos-
sess any worth men-
tioning re-centering 
capability

Yes: the optimized structure contains two bays 
with pinned-fixed coupling beams that re-
sponded elastically, and therefore, would con-
tribute to the re-centering of the structure 
during the replacement of the dissipative links

Table 11: Reference vs. optimized structural configuration: fulfilment of resilience/seismic performance criteria. 

RSN_06 RSN_15 RSN_20 RSN_30 RSN_68 RSN_95 RSN_96
Reference 0.166 0.024 0.485 0.066 0.070 0.152 0.171
Optimized 0.050 0.024 0.099 0.048 0.021 0.055 0.041
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5 CONCLUSIONS 
The preliminary investigations on the newly developed CDRLF system within this paper 

show its general feasibility and potential of enhancing the already known DRLF system regard-
ing stiffness increase and improved re-centering capability for mid to high rise buildings. Thus, 
it renders an alternative to application of partial-strength joints to the gravity load bearing frame 
of a system with DRLFs, as conventionally done for introducing additional stiffness. Main con-
clusions derived from the investigated case study are as follows: 

The design philosophy was shown to work effectively for the considered case study. Dam-
age to coupling beams was not triggered up to NC and beyond, while almost all of dissi-
pative links showed plastic response.
The optimized system, two DRLFs with ‘one end fixed – the other end hinged’ coupling
beams, showed a significant improvement over the reference system with three DRLFs.
The improvement consists of:

the decrease in needed amount of DRLF bays (two compared to three),
an improved global force displacement relationship (introduced hardening slope after
damage to dissipative links),
lower inter-story drifts,
noteworthy re-centering capability and, thus,
much lower residual displacements.

This optimization results in a system that fully complies with the envisaged performance
targets, which is repairability by restricting damage to dissipative replaceable links only,
limiting of residual displacements and providing re-centering capability by the coupling
beams.
To achieve the performance targets – widespread damage to dissipative links before dam-
age to coupling beams is triggered – a balanced stiffness distribution between the two
DRLFs and the coupling frames is necessary. The coupling frame needs to be stiff enough,
to increase noteworthy overall stiffness, but on the same time flexible enough, to prevent
attraction of too much force, once the DRLFs soften du to energy dissipation.
The balance of the stiffness was achieved by introducing a hinge at one end of each cou-
pling beam.
Sophisticated static nonlinear (pushover) are needed to assure that the foreseen perfor-
mance targets are met. Simple application of current seismic design equations for design-
ing the CDRLF system does not necessarily guarantee a well performing structure.
Therefore, simplified design equations especially for the coupling beams are needed to
ease application of the CDRLF system in practice.
The strength design of the coupling beams might be challenging, especially when both
coupling beam ends are designed to be fixed. Thus, often coupling beams in high strength
steel will be required, as the increase of section size would jeopardize the need of a bal-
anced stiffness distribution between DRLFs and CFs.

Finally, it can be stated that the CDRLF system is currently under investigation within the 
ongoing DISSIPABLE project. The study presented in this research shows promising results. 
A testing campaign consisting of hybrid tests on a 2D frame as well as shaking table tests on a 
3D structure is underway. Eventually, the project consortium will deliver design guidelines 
along with a worked example. 
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Abstract. Among the various strategies for the seismic protection of buildings, the use of pas-
sive devices based on energy dissipation through the development of plastic deformations rep-
resents a valid, simple and economic solution. During seismic events, damage is concentrated 
in correspondence of the dissipative elements which are thought to be replaced in the post-
seismic phase in order to fully recover the initial capacity of the device and, therefore, to restore 
the original building behaviour. In this context, the adoption of steel devices has relevant im-
pact and advantages on the overall building performance. In the present study, the implemen-
tation of a steel dissipative and replaceable device using High-Strength Steels (HSS) for the 
non-dissipative components was deeply analyzed, and results are briefly presented. The im-
provement due to HSS adoption accounted for the direct/short-term economic aspects (i.e. cost 
of the device, weight) and the indirect/long-term ones (i.e. seismic risk performance) within a 
multi-criterial optimization procedure.   
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1 INTRODUCTION 
In the last decades, with the aim of preventing damages on structures due to seismic events, 

several passive protection devices were developed exploiting different energy dissipation strat-
egies such as friction, viscous, viscoelastic or plastic [1],[2]. Concerning dissipative plastic de-
vices, the adoption of steel systems progressively diffused thanks to their optimal mechanical 
performance, lightness, workability and application versatility. Steel components can be con-
nected through “dry” systems to structural elements, e.g. using bolted joints, and this can pro-
vide relevant advantages in the post-seismic phase allowing the easy replacement of the 
damaged components and providing the fully-recovery of the initial capacity.  
In the present study, a steel Dissipative and Replaceable Device (in the following called DRD) 
developed within the research project DISSIPABLE “Fully dissipative and easily reparable 
device for resilient buildings with composite steel-concrete structures" funded by the Research 
Fund for Coal and Steel of European Commission and actually ongoing, is presented and deeply 
analysed. DRD’s conception was developed as improvement of the existing INERDTM connec-
tions, already proposed by [3]-[4]. Figure 1a shows the geometric configuration of the DRD 
device. Two pairs of plates (external and internal) are connected to the steel frame and braces 
within the structural configuration; the transversal pin, located between the plates, is the dissi-
pative component devoted to absorb the relative displacements of the plates, developing plastic 
deformations and then dissipating the seismic energy stored during the earthquake; as visible, 
the pin is designed to be replaced after damages. 

Respect to the previous configuration of the INERDTM system, additional transversal spacers 
between plates were added to avoid transversal deformation, observed during cyclic experi-
mental tests [5] (Figure 1b). Another relevant aspect concerns the accumulation of ovalization 
of plates’ holes, causing pinching phenomena on the hysteretic cycle resulting in the reduction 
of the dissipative capacity of the system (Figure 1c). 

a) b) c) 

Figure 1: a) Configuration of DRD device; b) lateral deformation of plates in the INERDTM system [5]; c) typical 
hysteretic behaviour of the DRD device. 

The present work, as suggested by the project's guidelines, deeply investigates the possible 
use of high-strength steels (HSS) for the DRD realization: the impact of HSS in terms of overall 
cost/benefits over the whole life-cycle of hypothetical structures equipped with DRDs, in terms 
of both of direct (i.e. fabrication, installation, working) and indirect (i.e. the expected annual 
losses due to the seismic risk) costs’ reduction was considered. Several different mechanical 
configurations of the devices, defined by varying both material and geometry, were studied 
through a parametric numerical and economic analysis. The following decision variables were 
adopted to carry out a multi-criterial optimization analysis aiming to determine the optimal 
design solution. 
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Material’s cost for device fabrication.

Device’s weight: including diseconomies of manufacture, transport, installation and load
on the structures.

Dissipative capacity of the device, in terms of energy dissipation with respect to the stiff-
ness of the device.

2 THE USE OF HIGH STRENGTH STEEL 
In last decades, the use of HSS progressively increased for the manufacturing of structural 

components; several countries started to elaborate and adopt standard provisions including HSS 
in the structural design [6]. However, currently, the application of HSS for the seismic design 
is limited by existing seismic design codes and constructional practice. Mild Steel (MS) is typ-
ically preferred since presenting a higher ductility and a higher dissipative capacity [7]. Besides, 
if the use of HSS can effectively reduce elements’ sections since provided by higher strength, 
deformability problems can affect steel structures, highly limiting – from a practical point of 
view – the employment of those grades. If properly used, HSS can guarantee several advantages 
to seismic constructions: 

Economic advantages: increasing the strength, it is possible to reduce sections and there-
fore the self-weight of structures as well as costs for material, transportation, fabrication, 
assembling, processing and welding, overall management.  

Structural safety: self-weight’s reduction leads to reducing the seismic mass. Therefore,
excellent toughness proprieties guarantee higher safety level.

Architectural advantages: the reduction of elements’ size enables special aesthetical and
elegant structural solutions.

Sustainability advantages: the employment of lower materials’ quantity leads to a lower
use of resources, energy consumption, to the reduction of CO2 emissions and of waste
material during the whole life of the structure.

On the other hand, the cost of HSS is usually higher than the one associated to MS grades,
increasing with the increase of the yielding strength; however, the costs’ increase is lower 
respect to the increase of the strength performance [8]. This means that, for a static design, 
the adoption of HSS can be preferred to MS, but, in the case of seismic design (or even in the 
case of fire design [8]), due to the more brittle behavior of HSS, the lower resistance to crack 
propagation [9] and the higher sensitivity towards heating induced by processing (flame cut-
ting, welding, flame straightening, etc.), usually MS is preferred to HSS. 

3 PARAMETRIC ANALYSIS  
Taking into consideration the structural performance of DRD previously defined, HSS can 

be used for the non-dissipative components (i.e. plates and stiffeners). Increasing the strength 
capacity of the plates, it is expected to achieve lower accumulation of plastic ovalization phe-
nomena with the following increase of the overall dissipative capacity of the device. The HSS 
implementation can be assessed in parallel to the possible reduction of plates’ thickness, then 
decreasing the resulting weight and costs of the system. 

3.1   Definition of parametric configurations’ set 
The geometrical configuration of the DRD device considered is shown in Figure 2. The pin, 

with a shaped circular section, is located within the holes of the plates with a gap of 1.0 mm. 
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For the pin, S235 steel grade was selected in order to provide optimal ductility performance; 
for the plates, five different steel grades and three different thickness combinations were other-
wise considered (respectively equal to 30/20 mm, 30/15 mm and 25/15 mm for the external/in-
ternal plates), globally resulting in 5x3=15 different possible configurations. 

Figure 2: Geometrical configuration of the DRD. 

Table 1 shows the five steel grades used for the plates, with indications concerning mechan-
ical performance as suggested by EN10025-6-2004 [10] and estimated cost [€/kg], being fy and 
fu respectively the yielding and ultimate tensile strength, ey and A the yielding and ultimate 
deformation. For the S235 used for the pin, the following values were adopted: fy=215 MPa, 
fu=360 MPa, Ag=0.40. In order to compare the results achieved by using HSS and ordinary MS, 
S355 steel grade was also considered. For the materials’ cost estimation of Table 1 reference is 
made to [11], presenting the trend of the material cost (normalized to the one associated to S23) 
for each yielding stress of steel (Figure 3). 

Steel grade fy [MPa] ey [-] fu [MPa] Ag [-] Cost [€/kg] Weight [kg/m3] 
S355 355 0,0017 470 0,30 1,1549 7850 
S500 500 0,0024 590 0,17 1,3434 7850 
S620 620 0,0030 700 0,15 1,4994 7850 
S690 690 0,0033 770 0,14 1,5904 7850 
S890 890 0,0042 940 0,11 1,8504 7850 

Table 1: Steel grades considered for optimization procedure. 

Figure 3: Steel material price vs yielding tension [11]. 
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Cost vs yielding trend can be reliably approximated by equation (1), used for the evaluation 
of the costs presented in Table 1: 

 (1) 

With the aim of assessing the practical application of the proposed solutions/combinations 
for the structural design, it was necessary to evaluate the connector-plate coupling as a "pin" 
connection, carrying out the resistance checks indicated by Eurocode 3 [12]. This highlighted 
that all the above-mentioned configurations satisfy all the requirements except for the bearing 
capacity of the internal plates, whose plasticization is therefore expected. 

3.2   Numerical modelling of the DRD device 
The numerical model of the DRD device was developed using the Finite Element (FE) soft-

ware Abaqus® [13] basing on the model provided within the DISSIPABLE research project by 
the Instituto Superior Técnico (IST - Portugal), made available to the involved partners (Figure 
4). Materials were represented through the used of elastic-plastic with isotropic-hardening law. 
A more refined mesh (cubic 4 mm sizes instead of 8 mm) was defined for the pin and the plates’ 
portions close to it, providing better accuracy in the stress and strain distributions’ calculation; 
element type selected was C3D4R. Contact between pin and plates was modelled as tangential 
“penalty” friction (with friction coefficient 0,45) and normal “hard” contact. 

Figure 4: Numerical model of DRD developed with Abaqus ®. 

3.3   Execution of numerical analyses and results 
Each configuration was tested under cyclic loading condition using incremental imposed 

displacement according to the ECCS protocol [14]; 25 cycles were performed, whose amplifi-
cation trend is presented in Figure 5a. In order to make each configuration easily comparable 
to the others, an equivalent yielding displacement (ey) equal to 2.5 mm was assumed. The exe-
cution of preliminary monotonic pushover analyses showed that resulting capacity curves are 
not strictly affected by the variability of the steel grade adopted or by the internal plates’ thick-
ness and, as visible from Figure 5b, resulting differences are very small. Cyclic analysis was 
the performed using Abaqus/Standard. 

Figure 6 shows the trend of the energy dissipated by the device for each considered config-
uration. Energy ( ) was evaluated in correspondence of each n-th load step by means of equa-
tion (2), being  and  respectively the force and the displacement associated to each n-th 
cycle. 
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(2) 

a) b) 

Figure 5: a) Displacement history according to ECCS protocol; b) capacity curves for configurations with S355 
and different thickness configurations (similar results for other steel grades were achieved) 

a) b)

c) d)

Figure 6: Accumulated energy vs N° cycles for different thickness combinations: a) 30-20 mm; b) 30-15 mm; c) 
25-15 mm; d) comparison for S355. 

It can be observed how the relative trend of the different curves remains proportional to the 
progress of the load cycles: higher HSS grades show better results in terms of dissipated energy 
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and reduction of the pinching effect. The optimization comparison is carried out in relation to 
the 12th cycle, achieved for all the configurations without numerical convergence errors.  

The dissipative capacity shall be appropriately analysed in relation to the device’ stiffness, 
proportional to the seismic input energy entering the structure. Analytical relationships availa-
ble [3]-[15] allow to evaluate the device’s stiffness according to the characteristics of the pin 
only; however, as can be observed by the numerical results, relevant differences in the stiffness 
occurred varying the thickness of the plates. For this reason, the value of the total energy accu-
mulated by devices was divided by the average value of the stiffness developed ( ) by the 
selected configuration, evaluated for each step according to equation (3): 

(3) 

The weight, cost (normalized according to the most expensive configuration), dissipated en-
ergy, maximum stiffness, energy/stiffness ratio for each configuration are presented in Table 2. 

Configuration W [kg] Cost [-] Energy [kNmm]  [kNmm] Energy /  
S355_30/20 54,8 0,64 1335,220 59,04 22,62 
S500_30/20 54,8 0,74 1407,283 59,04 23,84 
S620_30/20 54,8 0,82 1392,881 59,04 23,59 
S690_30/20 54,8 0,87 1555,155 59,04 26,34 
S890_30/20 54,8 1,00 1533,460 59,04 25,97 
S355_30/15 51,4 0,60 1301,158 57,78 22,52 
S500_30/15 51,4 0,69 1391,148 57,78 24,08 
S620_30/15 51,4 0,77 1415,064 57,78 24,49 
S690_30/15 51,4 0,81 1492,313 57,78 25,83 
S890_30/15 51,4 0,93 1488,243 57,78 25,76 
S355_25/15 46,6 0,54 1243,519 53,16 23,39 
S500_25/15 46,6 0,62 1436,039 53,16 27,01 
S620_25/15 46,6 0,69 1441,435 53,16 27,12 
S690_25/15 46,6 0,73 1389,082 53,16 26,13 
S890_25/15 46,6 0,84 1399,892 53,16 26,33 

Table 2: Summary table on the optimization aspects for each configuration. 

It is possible to observe how the configurations having of 25-15 mm thickness combination, 
although provided by lower dissipative capacity respect to the 30-15 mm ones (the best combi-
nation for energy optimization was S690_30/20), show the least stiffness and therefore allow 
to achieve the higher Energy /  ratio. S620_25/15 configuration turns out to be the best. 

4 OPTIMIZATION PROCEDURE 
In order to consider together the three performance aspects previously mentioned (i.e. weight-W, cost-C, en-
ergy/stiffness ratio-R) a multi-objective performance index (I) was defined as the weighted sum of the three 

quantities, linearly normalized as shown in  
Table 3 (0 – best, 1 – worst): 

(4) 

 The weights associated to each of the three involved parameters, namely pW, pC and pR, are 
related to the importance of each aspect within the decision-making process of optimization. 
These weights can then vary in relation to several factors such as the typology of the structure, 
its function, the events expected during its whole life cycle, etc. For simplicity, two decisional 
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scenarios were considered: the first (corresponding to the index I1) where equal importance is 
given to each optimization parameter (pW, pC, pR = 0.333) and the second (corresponding to the 
index I2) where the weight parameter has been neglected (pW = 0.0, pC, pR = 0.5). 

The normalized values for the quantities and the resulting indexes are reported in 
Table 3. 

Configuration W C R I1 I2 
S355_30/20 1 0,22 0,98 0,73 0,60 
S500_30/20 1 0,43 0,71 0,71 0,57 
S620_30/20 1 0,61 0,77 0,79 0,69 
S690_30/20 1 0,72 0,17 0,63 0,44 
S890_30/20 1 1,00 0,25 0,75 0,63 
S355_30/15 0,59 0,13 1,00 0,57 0,57 
S500_30/15 0,59 0,33 0,66 0,53 0,49 
S620_30/15 0,59 0,50 0,57 0,55 0,54 
S690_30/15 0,59 0,59 0,28 0,49 0,43 
S890_30/15 0,59 0,85 0,30 0,58 0,57 
S355_25/15 0 0,00 0,81 0,27 0,41 
S500_25/15 0 0,17 0,02 0,06 0,10 
S620_25/15 0 0,33 0,00 0,11 0,16 
S690_25/15 0 0,41 0,21 0,21 0,31 
S890_25/15 0 0,65 0,17 0,27 0,41 

Table 3: Results of the optimization procedure. 

Both for first (I1) and second (I2) scenario, configuration S500_25/15 is able to optimize the multi-objective in-
dex, being also the lightest solution and the one characterized by the lower resulting cost; this can be then con-
sidered as the best configuration. Differently, the configuration S355_25/15 is the one able to optimize the cost 

(and the weight) but showing the most disadvantageous dissipated energy/mean stiffness ratio. From  
Table 3, it can also be observed the value of R, which is progressively optimized by increas-

ing the steel grade. 

5 CONCLUSIONS 
In the present study, the possibility of implementing a dissipative and replaceable device 

(DRD) with the use of high-strength steel (HSS) was considered using different combinations 
of thickness for the plates (i.e. the non-dissipative components of the device). The economic 
and performance aspects of the device, as the weight, the material’s cost and the dissipative 
capacity were evaluated with the support of numerical analyses within an overall optimization 
procedure. Results clearly indicate that the adoption of HSS can increase the dissipative capac-
ity without thereby increasing, necessarily, the stiffness of the system: this is particularly ad-
vantageous in combination to small thicknesses, for which the weight and cost of the device are 
then optimized. 
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Abstract. The main challenges of the construction sector (at this point and in the coming dec-
ades) are: natural hazards, climate change, sustainability, competitiveness, technology take-
up, in service performance, re-industrialization. Regarding natural hazards, the latest seismic 
events evidenced the need for more resilient earthquake-resistant structures. Justified by ex-
pensive repairs, downtime and/or building demolition – it has become a widely held belief that 
the ductility of a structure is not the final goal, and that preventing the loss of life is not sufficient 
for a modern structure. Consequently, the current study was launched with the aim of providing 
structural configurations and practical solutions for enhanced resilient and sustainable build-
ings and communities. In particular, the research aims at reducing the repair costs and down-
time of a structure damaged by natural hazards (e.g. earthquakes) and, consequently, at 
providing a more rational design approach, with regard to sustainability. Both replaceable 
dissipative components and structural re-centering capabilities are addressed. In brief, the re-
search activities consist in developing a set of bolted beam-to-column joints with replaceable 
dissipative components and investigating the applicability potential of innovative “leaf-spring” 
columns into building frames. The central idea of the current study is to combine and rigidly 
connect several columns in the shape of a ”leaf-spring”, and to benefit from the mechanical 
properties of such an innovative element. Primarily, the “leaf-spring” columns are aimed to 
provide the structure with re-centering capability and to improve the overall structural re-
sponse. The current paper presents: (i) the aim, objectives and particularities of the current 
research; (ii) the outcomes of a case study (i.e. the design and seismic performance evaluation 
of standard vs. innovative structural configurations); (iii) a proposed solution for beam-to-
column joints with replaceable components and for structural re-centering; (iv) the main con-
clusions and future research activities. 
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1 INTRODUCTION 

Advanced modern technologies have significantly pushed the development of our society. 
Yet, nature continues to offer proof of its unpredictable and destructive character. When sub-
jected to natural hazards, buildings and other engineering structures should possess the ability 
to provide safety and stability. However, in the light of the latest seismic events, it has become 
clear that the current degree of seismic protection is unsatisfactory. This aspect was evidenced 
during recent earthquakes in: Mexico (19.09.2017 - 7.1 Mw magnitude), Italy (24.08.2016 - 6.2 
Mw), Nepal (25.04.2015 - 7.8 Mw), China (03.08.2014 - 6.3 Mw), Turkey (23.10.2011 - 7.2 Mw), 
Japan (11.03.2011 - 9.0 Mw), New Zealand (22.02.2011 - 6.2 Mw), and Chile (27.02.2010 - 8.8 
Mw). Under severe or even moderate earthquake activity, buildings have suffered extensive 
damage and even total collapse. 

Buildings designed according to modern seismic codes are expected to exhibit a controlled 
ductile inelastic response during major earthquakes, implying extensive structural damage (see 
examples in Figure 1), along with, possibly substantial residual deformations. However, the 
structures might be difficult or uneconomical to repair due to the experienced damage and re-
sidual drifts and may need demolition and rebuilding. 

(a) (b) 

Seismic  
Performance 

Level: 
IO - Immediate 

Occupancy; 
LS - Life Safety; 

CP - Collapse 
Prevention; (c) 

Figure 1: Examples of expected inelastic response of structural members: (a) dual eccentrically braced frame  
(D-EBF) with plastic hinges in shear links and beams; (b) moment resisting frame (MRF) with plastic hinges in 

beams; (c) beam-to-column joint (before and after test) with large plastic deformations in the dissipative zone [1] 

The 2011 Christchurch (New Zealand) earthquake is a recent example of the necessity of 
more resilient earthquake resistant structural systems. Approximately 50% of the buildings in 
the central business district were declared unusable due to significant damage or due to prox-
imity to dangerous and unsafe buildings, and nearly 1000 buildings were demolished [2]. The 
cost of rebuilding was estimated at $40 billion NZD (approx. 20% of New Zealand’s GDP), 
without including the economic losses related to business downtime [2]. 

In order to reduce the structural damage caused by moderate to strong earthquakes, different 
strategies can be employed. The most sophisticated existing solutions are base isolation and the 
implementation of active and semi-active structural control [3]. Other strategies rely on supple-
mentary damping through viscous, friction or yielding dampers. While some of these solutions 
are more efficient than others at reducing structural damage, all of them have the following 
disadvantages: specialized knowledge is required during design and erection; carefully carried 
out maintenance is needed; the initial cost is high. Another option implies a conventional struc-
tural design with replaceable dissipative members (easy to substitute after a moderate-to-strong 
earthquake), which will reduce the repair costs. An efficient system has to fulfil two require-
ments: (i) the inelastic deformation should occur only in removable elements; (ii) the damaged 
dissipative elements must be replaceable [15]. 

Self-centering systems, a relatively new concept, address the drawbacks of the conventional 
yielding systems, and have recently received much attention. A review is shown in [2]. Of sev-
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eral practical applications, the following few are mentioned here: self-centering moment resist-
ing frames (SC-MRFs) based on post-tensioned beam-to-column [4] and column base [5] con-
nections, self-centering concentrically braced frames (SC-CBFs) [6], self-centering energy 
dissipative (SCED) bracing [7], steel self-centering devices (SSCDs) [8], and shape memory 
alloy self-centering buckling restrained braces (SC-BRBs) [9]. 

For a structure to be repairable, in addition to constraining the inelastic deformations to the 
removable dissipative members, any permanent (residual) drift needs to be eliminated, while 
providing a re-centering capability (in contrast to self-centering). Some of the most renowned 
removable dissipative component systems are: INERD connections [10], FUSEIS devices [11], 
buckling restrained braces (BRB) [12], steel plate shear walls (SPSW) [13], removable links in 
eccentrically braced frames (EBF) [14][15][16]. Beam-to-column joints with replaceable com-
ponents were investigated as the following: (i) damage free joints with friction dampers [17]; 
(ii) joints with replaceable T-stub fuses [18][19] and yield-links [20][21][22][23][24][25][26]. 

Concepts as “re-centering capacity” and “removable dissipative element” were recently im-
plemented in a dual structure, obtained by combining steel eccentrically braced frames (with 
removable bolted links) and moment resisting frames [27]. The easily replaceable bolted links 
provided the energy dissipation, while the more flexible, but still sufficiently stiff, moment 
resisting frames provided the necessary re-centering capability. 

2 AIM AND OBJECTIVES OF THE CURRENT RESEARCH 

The current research represents an attempt to face the challenges of the construction sector, 
and to respond to the vision documents from U.S. [28] and Europe [29]. Particularly, the current 
research has the aim to provide structural configurations and practical solutions for enhanced 
resilient and sustainable buildings and communities. The main objectives are: 

To look at the construction/deconstruction process from an open-minded perspective, and
to propose solutions that provide enhanced resilience and sustainability, and that take into
account also the concept of design for deconstruction;
To develop a set of bolted beam-to-column joints with replaceable dissipative components;
To investigate the applicability potential of “leaf-spring” columns in building frames;
To investigate (experimentally and numerically) the behavior of joint assemblies with re-
placeable dissipative components undergoing large cyclic strains;
To investigate the re-centering capability of frames equipped with “leaf-spring” columns;
To provide a technical and economical comparison between a conventional, respectively
a more resilient and sustainable structural system;
To elaborate a set of design examples and to propose structural application schemes for
the implementation of replaceable dissipative components and re-centering solutions.

3 CASE STUDY: STANDARD VS. INNOVATIVE STRUCTURAL SYSTEM 

3.1 Structural configuration benchmark 

For the development of a structural configuration benchmark, a representative 3D multi-
story building configuration was selected. The following parameters were chosen considering 
as being representative for a 3D multi-story building located in a region with seismic hazard: 

Location: (a) Romania / Bucharest (Soft Soil); (b) Europe (Stiff Soil / Spectrum Type C)
Building use: Office
Structural type: Moment Resisting Frame (MRF)
Number of stories: 4
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Number of spans/bays: 3
Story height: 3.5 m
Span/bay length: 6.0 m
Outline of the slab: Exceeds the perimeter composed by the outer axes with 0.5 m

The arrangement and dimensions of the structural configuration are illustrated in Figure 2. 
In particular, the floor layout with columns, main beams and secondary beams are shown in 
Figure 2a. Only the outer frames (illustrated in Figure 2b) act as lateral force resisting systems, 
while the internal structural system transfers the gravitational loading. Regarding the perimeter 
frames, only two of the three spans/bays are moment resisting. The obtained structural config-
uration is therefore symmetrical and has the same mechanical properties in both directions. 

(a) (b) 

Figure 2: Arrangement and dimensions (mm) of the structural configuration: (a) floor layout (with columns, 
main beams and secondary beams); (b) perimeter moment resisting frame 

3.2 Characteristic values of actions 

The permanent actions include the self-weight of the primary and supporting structure, as 
well as finishing elements connected with the structure: 

Uniform load acting on the slab: 5 kN/m2

Uniform load acting on the perimeter beams (from the glass façade): 3.5 kN/m
The weight of beams and columns is considered automatically within the analysis software

The variable actions acting on the slab, considering that the building is used for offices 
(category B), and including the equivalent load from partitioning walls, is: 

Uniform load acting on the slab at intermediate floors: 3.3 kN/m2

Uniform load acting on the slab at the top floor: 2.5 kN/m2

The seismic action is defined for two soil conditions, and the following building data: 
Soil type (see the elastic and design spectra in Figure 3):
o Soft soil (Tc=1.6 sec.): specific soil condition in Bucharest according to P100-2013 [31]
o Stiff soil (Tc=0.6 sec.): soil type C according to EN 1998-1 [30]
High seismic zone, considering a peak ground acceleration of: ag=0.3g
Importance of the building: office building, γ1=1.0 (→ ag = 0.3×9.81 = 2.95 m/s2)
Behavior factor corresponding to moment resisting frames and high ductility class: q=6.5
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Figure 3: Soft & Stiff Soil: elastic and design spectrum for the horizontal components of the seismic action 

3.3 Design of the standard structural configurations (MRF) 

Two standard structural configurations were designed and analyzed with SAP2000 [32], i.e. 
one for soft and one for stiff soil. The structural configurations have a compact planar shape, 
the lateral force resisting system is placed symmetrically, and the reinforced concrete slab has 
a sufficient in plane stiffness in order to assure the diaphragm effect. The structural design was 
performed on 3D models (based on the layout illustrated in Figure 2), using a modal response 
spectrum analysis. 

Based on the presence of the reinforced concrete slabs, a rigid diaphragm constraint was 
considered for the nodes of each floor. The outer columns were fully fixed at the base, and the 
connections between beam elements (fixed/pinned) were modelled according to the layout in 
Figure 2. The gravitational loads were applied on slabs (permanent and variable loads), and on 
the perimeter beams (permanent loads from the façade walls). The masses were calculated au-
tomatically from the applied gravitational loading on the structure. The beams were realized 
from S235 steel grade and the columns from S355 grade. 

The modelling of global imperfections was performed based on the provisions from Section 
5.3.2 of EN 1993-1-1 [33], i.e. through a system of equivalent lateral forces for each horizontal 
direction. The importance of the second order effects was evaluated through the value of the 
inter-story drift sensitivity coefficient (θ), which was determined according to Section 2.10 of 
[34], respectively Section 4.6.2.2(2) of P100-2013 [31]. The coefficient (θ) was computed for 
each level and each direction, and the maximum value was found between 0.1< θ ≤ 0.2. Con-
sequently, the second-order effects were considered in an approximate way by multiplying the 
design values of the demands with the following factor: α=1/(1-θ). 

The cross-section of elements for the lateral force resisting system of the standard designed 
structures (in Soft and Stiff Soil conditions) are presented in Table 1. The design of the lateral 
force resisting system was governed by the deformation limitation (corresponding to the ser-
viceability limit state – SLS, and/or to the ultimate limit state – ULS). 

Standard structure located in Soft Soil 
conditions (T1=0.751 sec.) 

Standard structure located in Stiff Soil 
conditions (T1=0.977 sec.) 

Floor Beam Column Floor Beam Column 
4 IPE-600 HEB-600 4 IPE-500 HEB-500 
3 IPE-600 HEB-600 3 IPE-550 HEB-500 
2 IPE-750x137 HEB-600 2 IPE-550 HEB-500 
1 IPE-750x137 HEB-600 1 IPE-550 HEB-500 

Table 1: Cross-section of elements for the standard lateral force resisting system – Soft & Stiff Soil conditions. 
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3.4 Structural configurations with Leaf Spring Columns (LSC) 

3.4.1. Description of the concept 

The idea within the current research is to rigidly combine several columns in the shape of 
a ”leaf-spring”, and to benefit from the mechanical properties of such an innovative element. 
In contrast to a standard moment resisting frame (see Figure 4a), which does not possess any 
noteworthy re-centering capability, an innovative structural system is proposed as part of the 
current research (see Figure 4b). In particular, the structural configuration is composed of: (i) a 
Moment Resisting Frame (MRF) that acts as a lateral load resisting system and as a seismic 
energy dissipation system (through the development of plastic hinges in beams); (ii) an inno-
vative Leaf Spring Column (LSC) that acts as a lateral load resisting element, which will suffer 
only elastic deformations and will provide the re-centering capability of the structure. 

  
(a) [MRF] (b) [MRF+LSC] 

Figure 4: Structural configuration: (a) standard moment resisting frame (MRF); (b) innovative structural system, 
i.e. a moment resisting frame equipped with a “leaf-spring” column (MRF+LSC) 

3.4.2. Design of the innovative structural configurations (MRF+LSC) 

The “leaf-spring” column (LSC) is intended to be realized by joining and connection of 
several steel profiles in a progressive manner (see Figure 4b). The individual profiles of the 
LSC are to be connected in such way as to prevent the relative displacement between each other, 
and to work as a unitary element. Ongoing finite element analyses are devoted to the investiga-
tion of the performance of LSC’s with bolted/welded connection between profiles. 

Considering the standard moment resisting frames with 6.0 m span/bay (Figure 4a and Table 
1) as a starting point (reference system), two structural configurations were developed and mod-
elled using LSC’s and moment resisting bays (as illustrated in Figure 4b and Figure 5). An 
offset of 250 mm (half of the HEB-500 column height) was defined for the beams in MRF bays 
(for both standard and innovative structures). Also, the same input data was considered with 
regard to the material properties, geometry, loading conditions and combinations. 

Compared to the designed reference structures (with standard MRF’s), the new structural 
system (see Figure 5) has been adapted regarding the following aspects: 

 LSC: one “leaf-spring” column was used for each perimeter frame using HEB-500 profiles 
for the structure in Soft soil, and HEB-400 profiles for the structure in Stiff soil; 

 Secondary beams: the secondary beams were arranged parallel to the main beams (see the 
perimeter MRF’s in Figure 5 and layout in Figure 17); this new arrangement has the aim 
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to allow the replacement of the dissipative main beams (which will be positioned with a 
certain gap below the slab); 
Material for LSC’s: as the “leaf-spring” columns are to remain in the elastic range, the use
of S700 high strength steel (HSS) was essential, and therefore in case of unavailable pro-
files of such steel grade, these would be realized from welded plates of equivalent thickness;
Beams from MRF bays: the cross-section of the beams in the MRF bays could be decreased;
Base connections for columns: the base connections of the MRF columns was considered
as pinned based on the observation that a fixed connection would not result in noteworthy
benefit, and that the presence of the LSC’s prevents the development of bending moment
at the other column bases;

An overview of the structural configuration is shown in Figure 5: (i) 3D view; (ii) perimeter 
lateral load resisting frame [LSC+MRF]; (iii) location of the LSC’s; (iv) connections at column 
bases; (v) connections for secondary beams and main beams; (vi) secondary beams oriented 
parallel to the main beams (that are part of the perimeter frames). 

Figure 5: Proposed innovative structural configuration [MRF+LSC]: 3D view and floor layout (with connection 
characteristics for main and secondary beams) 

The cross-section of elements for the lateral force resisting system of the designed innovative 
structures (in soft and stiff soil conditions) are presented in Table 2. As for the reference struc-
ture, the design of the lateral force resisting system was governed by the deformation limitation 
(corresponding to the serviceability limit state SLS, and/or the ultimate limit state ULS). 

Innovative structure located in Soft Soil 
conditions (T1=0.711 sec.) 

Innovative structure located in Stiff Soil 
conditions (T1=0.966 sec.) 

Floor Beam Column LSC Floor Beam Column LSC 
4 IPE-450 HEB-500 1 x (HEB-500) 4 IPE-400 HEB-400 1 x (HEB-400) 
3 IPE-550 HEB-500 2 x (HEB-500) 3 IPE-450 HEB-400 2 x (HEB-400) 
2 IPE-550 HEB-500 3 x (HEB-500) 2 IPE-450 HEB-400 3 x (HEB-400) 
1 IPE-550 HEB-500 4 x (HEB-500) 1 IPE-450 HEB-400 4 x (HEB-400) 

Table 2: Cross-section of elements for the innovative lateral force resisting system – Soft & Stiff Soil conditions. 

3.4.3. Preliminary remarks regarding the use of LSC’s 

The particularities of standard moment resisting frames (i.e. design governed by deformation 
limitations, formation of plastic hinges in beams and at column bases) was confirmed during 
the design process of the two structural systems: standard [MRF] and innovative [MRF+LSC]. 

3160



Cristian Vulcu, Marius Pinkawa, Aurel Stratan and Benno Hoffmeister 

The state of a standard designed [MRF] system after a major seismic event would be char-
acterized by large lateral deformations and yielded structural members (dissipative zones of the 
beams and the base of the columns). Such damages are usually very difficult to repair, making 
the demolition of the building and replacement by a new one the only available options. 

The proposed innovative structural system (see Figure 4b and Figure 5), represents an im-
portant step forward towards the aim of providing structural configurations and practical solu-
tions for enhanced resilient and sustainable buildings. From the design of the innovative 
structural system [MRF+LSC], the use of LSC’s evidenced some advantages: 

It provided a change in the load transfer mechanism, i.e. compared to a standard [MRF]
the lateral load was distributed among both LSC’s and MRF bays;
The LSC’s acted like a “leaf-spring” – being characterized by elastic deformations (with a
tendency to recover their initial un-deformed shape), and making them good candidates for
providing structural re-centering capability;
The use of LSC’s and the change in the load transfer mechanism allowed reducing the
cross section of beams and columns, as well as using pinned column base connections.

4 SEISMIC PERFORMANCE EVALUATION 

The seismic performance was evaluated through: (i) nonlinear static analyses (pushover) 
using the N2 method [35]; and (ii) nonlinear dynamic analyses (time-history). Both types of 
analyses were performed using Sap2000 [31] and considering 3D structural configurations. 
However, for the current study the seismic action was applied only on “x” direction, and the 
deformations of the structure were blocked in “y” direction. Thus, 2D analyses were performed 
on the 3D structures that include two perimeter lateral load resisting frames on each direction. 

4.1 Nonlinear static analyses 

The N2 method, developed by Fajfar [35] and comprised in Annex B of EN 1998-1 [30], 
can be used to verify the seismic performances of buildings designed by current methods (i.e. 
spectral analysis). The method combines the nonlinear static analysis of a multiple degrees of 
freedom system (MDOF) with an analysis based on the response spectrum of a single degree 
of freedom system (SDOF). The lateral story forces were assumed to be proportional to the 1st 
mode of vibration. Furthermore, the structural performance was evaluated for the limit states 
shown in Table 3, where “agr” is the reference peak ground acceleration of 0.3g, and “ag” rep-
resents the peak ground acceleration for a specific earthquake level. 

Limit state Return period, 
[years] 

Probability of 
exceedance ag/agr ag/g 

Damage Limitation (DL / SLS) 95 10% / 10 years 0.5 0.15 
Significant Damage (SD / ULS) 475 10% / 50 years 1.0 0.30 
Near Collapse (NC) 2475   2% / 50 years 1.7 0.51 

Table 3: Limit states and corresponding scaling factors for the seismic input. 

For beams subjected to flexure, based on FEMA 356 [36] and Annex B of EN 1998-3 [37], 
the following acceptance criteria were considered corresponding to the rotation at DL, SD and 
NC: 1θy, 6θy and 8θy, where θy is the yield rotation. The damage state condition of the plastic 
hinges (see the results of the structural analyses performed with Sap2000 [32]) associated to 
three limit states are similar in both codes, and it can be assumed that Immediate Occupancy 
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(IO) corresponds to Damage Limitation (DL), Life Safety (LS) stands for Significant Damage 
(SD), and Collapse Prevention (CP) relates to Near Collapse (NC). 

From the nonlinear static analyses, a pushover curve (capacity curve) was obtained for each 
of the four structural configurations: (i) standard [MRF] in soft soil; (ii) innovative [MRF+LSC] 
in soft soil; (iii) standard [MRF] in stiff soil; and (iv) innovative [MRF+LSC] in stiff soil. Fur-
ther, using the N2 method, the target displacements (Dt) were obtained for each of the four 
structural systems, and corresponding to the three seismic intensity levels (i.e. SLS, ULS, NC). 
Table 4 and Table 5 summarize the values of the computed target displacements corresponding 
to the standard and innovative structures located in soft and stiff soil, respectively. 

Limit state ag/agr 
Standard structure: 
[MRF] 

Innovative structure: 
[MRF+LSC] 

Dt [m] 
DL / SLS 0.5 0.09 0.09 
SD / ULS 1.0 0.17 0.19 
NC 1.7 0.30 0.32 

Table 4: Target displacements of standard and innovative structures located in Soft Soil conditions 

Limit state ag/agr 
Standard structure: 
[MRF] 

Innovative structure: 
[MRF+LSC] 

Dt [m] 
DL / SLS 0.5 0.09 0.10 
SD / ULS 1.0 0.18 0.20 
NC 1.7 0.31 0.34 

Table 5: Target displacements of standard and innovative structures located in Stiff Soil conditions 

The outcomes of the nonlinear static analyses are shown in terms of: (i) capacity curve (base 
shear force vs. top displacement); (ii) the state of the perimeter lateral load resisting frame cor-
responding to the three seismic intensity levels – SLS, ULS, NC – i.e. at the computed target 
displacements. It is to be noted that the target displacements are marked on each capacity curve. 
The outcomes are presented for the following configurations: 

Figure 6 – Standard structure [MRF] located in Soft soil conditions;
Figure 7 – Innovative structure [MRF+LSC] located in Soft soil conditions;
Figure 8 – Standard structure [MRF] located in Stiff soil conditions;
Figure 9 – Innovative structure [MRF+LSC] located in Stiff soil conditions.

Based on the state of each structural configuration (plotted for the three seismic intensity 
levels – SLS, ULS, and NC), the following observations can be made: 

at the SLS earthquake plastic hinges were developed in beams of both structural systems
and soil conditions, but with rotations lower than the corresponding acceptance criteria;
at ULS and NC earthquake plastic hinges developed in beams and at column bases for the
standard MRF’s (see Figure 6 and Figure 8), while for the innovative structures
[MRF+LSC] – plastic hinges developed only in beams (see Figure 7 and Figure 9) as the
column bases were pinned and only the LSC´s were considered with fixed connection; the
plastic hinges from beams and/or columns did not reach rotations corresponding to life
safety or collapse prevention criteria.
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Figure 6: Standard structure located in Soft soil conditions: capacity curve (with marked target displacements) 
and the state of the perimeter lateral load resisting frame [MRF] at the three seismic intensity levels –  

SLS, ULS, NC (i.e. ag/agr=0.5; 1.0; 1.7) 

Figure 7: Innovative structure located in Soft soil conditions: capacity curve (with marked target displacements) 
and the state of the perimeter lateral load resisting frame [MRF+LSC] at the three seismic intensity levels –  

SLS, ULS, NC (i.e. ag/agr=0.5; 1.0; 1.7) 

Figure 8: Standard structure located in Stiff soil conditions: capacity curve (with marked target displacements) 
and the state of the perimeter lateral load resisting frame [MRF] at the three seismic intensity levels –  

SLS, ULS, NC (i.e. ag/agr=0.5; 1.0; 1.7) 

Figure 9: Innovative structure located in Stiff soil conditions: capacity curve (with marked target displacements) 
and the state of the perimeter lateral load resisting frame [MRF+LSC] at the three seismic intensity levels –  

SLS, ULS, NC (i.e. ag/agr=0.5; 1.0; 1.7) 
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A comparison between the pushover curves of the two structural systems, i.e. standard [MRF] 
and innovative [MRF+LSC], designed for soft and stiff soil conditions – is shown in Figure 10. 
As can be observed, the initial stiffness of the two structural systems is similar, but the post-
yield response is different: 

In case of the standard structure [MRF], the pushover curve is characterized by a relative
horizontal tendency (i.e. large deformations with little increase of force).
In case of the innovative structure [MRF+LSC], the pushover curve is characterized by a
linear ascending tendency (where the capacity increases with the deformation).

(a) (b) 

Figure 10: Comparison between the pushover curves of the standard [MRF] and innovative [MRF+LSC] 
structural systems located in: (a) Soft soil conditions; (b) Stiff soil conditions 

The improved response of the innovative structures, i.e. bilinear shape with a linear ascend-
ing tendency in the post yield region, can be explained by examining the shape of the pushover 
curves of the two subsystems (LSC’s, MRF’s with fixed columns). Subsequently, the contribu-
tion of each of the two subsystems is illustrated in Figure 11 for both soil conditions. Compared 
to the MRF subsystems, the LSC’s are characterized by a linear-elastic response, with a lower 
stiffness and capacity (up to a 0.3 m top displacement). The linear-elastic response of LSC’s is 
therefore responsible for the linear ascending tendency in the post yield region of the 
[MRF+LSC] structural system and confirms the potential for the re-centering capacity. 

(a) (b) 

Figure 11: Contribution of the two subsystems (MRF & LSC) corresponding to the innovative structure located 
in: (a) soft soil conditions; (b) stiff soil conditions 

The linear-elastic response of the LSC’s modeled using beam elements was checked also 
using a more advanced finite element modeling procedure, i.e. a pushover analyses were per-
formed on an LSC modeled with shell elements using Abaqus (v2019) platform [38]. The com-
parison between the capacity curves from Sap2000 [32] and Abaqus (v2019) [38] was very 
close, and confirmed the modeling procedure used for the current structural configurations. 
Further numerical studies will be devoted for a more detailed investigation of LSC’s. 
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4.2 Nonlinear dynamic analyses 

For the nonlinear dynamic analyses, two sets of seven artificial accelerograms were adopted. 
The elastic response spectrum of the selected accelerograms is compared in Figure 12 with the 
corresponding target spectrum (for soft and stiff soil). For soft soil conditions the first mode 
period for the standard, respectively innovative structure corresponds to: T1-st=0.751 sec;  
T1-inno=0.711 sec. Regarding stiff soil, the first mode period for the standard, respectively inno-
vative structure corresponds to: T1-st=0.977 sec; T1-inno=0.966 sec. 

Figure 12: Elastic response spectrum of accelerograms compared to the target spectrum for Soft and Stiff Soil 

The outcomes of the time-history analyses are presented for both standard and innovative 
structural configuration in terms of: (i) comparison of the displacement at top floor; (ii) state of 
frame corresponding to the maximum displacement (i.e. scaled deformed shape with marked 
plastic hinges). Consequently, the response under one of the most severe accelerograms (i.e. 
Acc-7_soft; Acc-7_stiff) at the three intensity levels - SLS (serviceability limit state - ag/agr=0.5), 
ULS (ultimate limit state - ag/agr=1.0), and NC (near collapse - ag/agr=1.7) - is shown in: 

Figure 13 for standard [MRF] and innovative [MRF+LSC] structures designed for soft soil;
Figure 14 for standard [MRF] and innovative [MRF+LSC] structures designed for stiff soil.

The time-history analyses under Soft Soil conditions (see Figure 13) evidenced the following: 
at SLS (serviceability limit state – ag/agr=0.5): ▪ plastic hinges did not develop in any of
the two structural systems (standard or innovative); ▪ the comparison between displace-
ments at top floor showed almost identical deformations;
at ULS (ultimate limit state – ag/agr=1.0): ▪ plastic hinges developed in beams (at three out
of four stories) for both structural configurations; ▪ plastic hinges developed at the column
bases of the standard structure corresponding to only one accelerogram (i.e. Acc-7, see
Figure 13); ▪ the comparison between displacements at top floor showed differences with
some residual deformations corresponding to the standard structure [MRF];
at NC (near collapse – ag/agr=1.7): ▪ a global plastic mechanism was evidenced with plas-
tic hinges in beams and at column bases for the standard [MRF], and with plastic hinges
in beams for the innovative structural system [MRF+LSC]; ▪ the comparison between dis-
placements at top floor showed significant differences between standard and innovative
structure for five out of seven accelerograms that caused the development of plastic hinges
at column bases in the standard [MRF] and which lead to residual deformations (i.e. Acc-
2,3,4,5,7); ▪ only one case with residual deformations was evidenced for the innovative
structural system (i.e. Acc-6), however these were not generated by plastic hinges at col-
umn bases, but by the plastic hinges in beams (that are planned to be replaceable); ▪ for the
standard structure [MRF], the beams at the first two stories developed plastic rotations in
the range of 0.021÷0.025 rad (Acc-2; Acc-7 – see Figure 13), that exceeded the life-safety
criteria, and which was not observed for the innovative structure [MRF+LSC].
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Response under SLS intensity earthquake 

 
  

 
 

Response under ULS intensity earthquake 

 
  

 
 

Response under NC intensity earthquake 
(a) Comparisson of the response (b) Standard structure (c) Innovative structure 

Figure 13: Outcomes of time-history analyses for structures in Soft Soil conditions: (a) comparison of the re-
sponse (top displacement vs. time); (b) & (c) state of standard [MRF] and innovative [MRF+LSC] structures 

 

The time-history analyses under Stiff Soil conditions (see Figure 14) evidenced the following: 
 at SLS (serviceability limit state – ag/agr=0.5): ▪ a minor plastic hinge developed in one 
beam corresponding to the innovative structure; ▪ the comparison between displacements 
at top floor showed almost identical deformations; 

 at ULS (ultimate limit state – ag/agr=1.0): ▪ plastic hinges developed in beams (at three out 
of four stories) for both structural configurations, but the rotations did not reach the life 
safety (LS) level; ▪ no plastic hinges developed at the column bases; ▪ the comparison 
between displacements at top floor showed some differences, i.e. slightly lower defor-
mations corresponding to the innovative structure; 

 at NC (near collapse – ag/agr=1.7): ▪ a global plastic mechanism was evidenced in case of 
the standard structural system with plastic hinges in beams and at column bases, while in 
case of the innovative structure plastic hinges developed in all beams except at first floor; 
▪ the comparison between displacements at top floor showed some differences, i.e. the 
innovative structure [MRF+LSC] evidenced lower deformations, but the differences were 
not in the same amount as observed for the structural system located in soft soil; ▪ the 
development of plastic hinges in beams and at column bases for the standard structure 
[MRF], respectively in beams for the innovative structure [MRF+LSC] lead to residual 
deformations, however with values lower than 5 cm; ▪ the plastic hinges did not reach 
rotations corresponding to life safety in any of the two structural systems. 
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Response under SLS intensity earthquake 

Response under ULS intensity earthquake 

Response under NC intensity earthquake 
(a) Comparisson of the response (b) Standard structure (c) Innovative structure 

Figure 14: Outcomes of time-history analyses for structures in Stiff Soil conditions: (a) comparison of the re-
sponse (top displacement vs. time); (b) & (c) state of standard [MRF] and innovative [MRF+LSC] structures 

The nonlinear dynamic analyses also allowed to evaluate the inter-story drifts corresponding 
to each: (i) structural configuration (standard / innovative); (ii) soil condition (soft / stiff); (iii) 
accelerogram (Acc-1÷Acc-7); (iv) seismic intensity level (SLS, ULS, NC). Figure 15 and Figure 
16 illustrate the inter-story drifts generated by the two accelerograms (i.e. “Acc-7_Soft”, “Acc-
7_Stiff”) within the corresponding structural systems. The following observations can be made: 

the highest inter-story drift within the standard structure [MRF] occurred at the 2nd floor
corresponding to both soil conditions and each of the three seismic intensity levels;
the highest inter-story drift within the innovative structure [MRF+LSC] occurred at the 4th

floor corresponding to both soil conditions and each of the three seismic intensity levels;
the lowest inter-story drift was evidenced at the top floor for the standard structure [MRF],
and at the 1st floor for the innovative structure [MRF+LSC];

(a) (b) 

Figure 15: Inter-story drifts generated by “Acc-7_Soft” within the corresponding structural systems: 
(a) standard structure [MRF]; (b) innovative structure [MRF+LSC] 
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(a) (b) 

Figure 16: Inter-story drifts generated by “Acc-7_Stiff” within the corresponding structural systems: 
(a) standard structure [MRF]; (b) innovative structure [MRF+LSC] 

An improved response of the innovative structures can be observed in Figure 15 and Figure 
16 by comparison to the standard structures. In particular, the “soft-story” type of mechanism 
does not occur for the innovative structures, as the maximum (+/-) deformations occur at the 
top floor. Furthermore, the LSC’s have a stiffening effect at the lower part of the structure. 

The average of the maximum (+/-) inter-story drift values for the standard and innovative 
structures, corresponding to each seismic intensity level (SLS, ULS, NC), was computed from 
the outcomes of the two sets of seven accelerograms. The average values summarized in Table 
6 for soft soil conditions and in Table 7 for stiff soil conditions, confirm the observations men-
tioned above also for other accelerograms. 

Story Standard structure [MRF] Innovative structure [MRF+LSC] 
SLS ULS NC SLS ULS NC 

4 3.6 6.5 13.4 5.4 12.1 26.0 
3 4.8 9.7 19.4 5.6 11.6 21.7 
2 5.2 10.9 22.6 4.3 8.2 13.8 
1 3.7 7.3 18.1 2.2 3.9 6.2 

Table 6: Average of the maximum inter-story drifts [mrad] corresponding to the three seismic intensity levels 
(SLS, ULS, NC) and the two structural configurations (standard / innovative) designed for Soft Soil conditions 

Story Standard structure [MRF] Innovative structure [MRF+LSC] 
SLS ULS NC SLS ULS NC 

4 4.4 7.3 11.1 7.5 14.0 24.0 
3 6.1 10.6 16.7 7.5 13.2 19.6 
2 6.9 12.1 19.1 5.4 9.1 12.8 
1 4.6 7.6 11.9 2.5 4.2 5.8 

Table 7: Average of the maximum inter-story drifts [mrad] corresponding to the three seismic intensity levels 
(SLS, ULS, NC) and the two structural configurations (standard / innovative) designed for Stiff Soil conditions 

5 SOLUTION FOR THE REPLACEABLE DISSIPATIVE COMPONENTS 

An efficient system has to fulfil two requirements: (i) the inelastic deformation should take 
place only in removable elements; (ii) the damaged dissipative elements must be replaceable. 
For a structure to be repairable, in addition to constraining the inelastic deformations to the 
removable dissipative members, any permanent (residual) drift needs to be eliminated, while 
providing a re-centering capability. As a result, the current study proposes the use of “leaf-
spring” columns in order to prevent the formation of plastic hinges at the base of the columns, 
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and to provide the re-centering capability of the structure. In addition, the proposed solution for 
the replaceable dissipative components is illustrated in Figure 17, and consists of: 

Division of roles between frames, i.e. gravitational load resisting structure (the internal
frames) / lateral load resisting structure (the perimeter frames);
Rearrangement of secondary beams (see Figure 17a), i.e. with a parallel orientation to the
main beams (i.e. those which are part of the lateral load resisting frame);
Secondary beams from the façade are aimed to support the concrete slab and the façade
elements (see Figure 17b);
The replaceable dissipative components (i.e. the main beams) are to be decoupled from
secondary beams and the concrete slab, and realized from two parts connected at mid span
through a simple/continuous bolted connection (see Figure 17c).

(a) (b) (c) 

Figure 17: Proposed solution for the replaceable dissipative components: (a) floor layout – with arrangement of 
columns / main beams / secondary beams / steel deck for the concrete slab; (b) secondary beams from the façade; 

(c) replaceable dissipative components (main beams decoupled from secondary beams and concrete slab). 

The proposed solution for replaceable dissipative components has the following advantages: 
The dissipative components (i.e. the main beams) are easy to inspect and to replace as these
are manufactured from two parts that can be individually dismantled, and the weight is
reduced to half;
Even though the replacement of the dissipative beams might take some effort, it is much
more favorable compared to demolishing the building and constructing a new one;
The beam-to-column joints can be designed as full-strength/full-rigid joints and detailed
based on existing connection solutions in seismic regions.

6 CONCLUSIONS 
The current research represents an attempt to face the challenges of the construction sector 

and to respond to the two vision documents from U.S. [28] and Europe [29]. In particular, the 
research aims at reducing the repair costs and downtime of a structure hit by natural hazards 
(i.e. earthquakes), and consequently at a more rational design approach in the context of sus-
tainability. Both replaceable dissipative components and structural re-centering capability are 
being addressed. In brief, the research activities consist in developing a set of bolted beam-to-
column joints with replaceable dissipative components and investigating the applicability po-
tential of innovative “leaf-spring” columns into building frames. 

A structural configuration benchmark was developed for a 3D multi-story building. In a first 
stage, two standard structural configurations with perimeter moment resisting frames (MRF’s) 
were designed for soft and stiff soil conditions (with a PGA of ag=0.3g). Using the standard 
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structures [MRF] as reference, a set of innovative structural configurations [MRF+LSC] were 
developed and designed for the same loading and soil conditions. The inelastic response of the 
structures was evaluated through nonlinear static (pushover) and dynamic (time-history) anal-
yses. A detailed description of the seismic performance was presented in Section 4.1 and 4.2. 
In brief, both structural systems evidenced an appropriate seismic performance, i.e.: 

at SLS: an elastic response of the standard [MRF] and innovative [MRF+LSC] structures;
at ULS: plastic hinges developed in beams (at three out of four stories) for both structural
configurations, but the rotations did not reach the life safety (LS) level;
at NC: ▪ a global plastic mechanism was evidenced with plastic hinges in beams and at
column bases for the standard [MRF], respectively with plastic hinges in beams for the
innovative structural system [MRF+LSC]; ▪ for the standard structure [MRF] in soft soil
conditions, some plastic hinges in beams reached rotations corresponding to life safety.

From the design and investigation of the two structural configurations, the soft soil condi-
tions proved to be a more severe loading case and lead to: (i) higher cross-section of members; 
(ii) larger inter-story deformations and displacements at top floor; (iii) higher rotations in plastic 
hinges (i.e. life safety level was reached in some plastic hinges). 

From the design and analyses of the innovative structural system [MRF+LSC], the use of 
LSC’s evidenced some advantages and/or improvement of the structural response: 

It provided a change in the load transfer mechanism, i.e. compared to a standard MRF, the
lateral load was distributed among both “leaf-spring” columns and MRF bays;
The LSC’s were characterized by a linear-elastic response, with a lower stiffness and ca-
pacity (up to a 0.3 m top displacement) compared to the MRF subsystem;
The use of LSC’s and the change in the load transfer mechanism allowed to reduce the
cross-section of beams and columns from the perimeter lateral load resisting frames, and
to use pinned connections for the base of the columns;
An improved response of the innovative structures, i.e. capacity curve with a linear as-
cending tendency in the post yield region;

A solution was proposed for beam-to-column joints with replaceable dissipative components 
(see Section 5), that will be further investigated along with the novel “leaf-spring” columns. 
Based on the outcomes of the current study, it can be stated that, compared to the standard 
structure [MRF] which does not possess any noteworthy re-centering capability, the innovative 
structural system [MRF+LSC] evidenced an improved seismic performance and increased re-
silience. The proposed structural system [MRF+LSC] and joining solution have the following 
advantages and/or improvement of the structural response: 

The [MRF] subsystem is the main lateral force resisting component (especially at the top
floors) and the main seismic energy dissipation system – see pushover curve in Figure 11;
The [LSC] subsystem is the secondary lateral force resisting component (see Figure 11)
and provides (through its elastic response) the re-centering capability of the structure;
The [LSC] subsystem: (i) contributes to the stiffening of the structure at the lower part; (ii)
allows to use simple connections for the other columns and to reduce the cross-sections of
beams and columns; (iii) prevents the formation of plastic hinges at column bases;
The dissipative components (i.e. the main beams) are easy to inspect and to replace, as
these are manufactured from two parts that can be individually dismantled and the weight
is reduced to half;
Even though the replacement of the dissipative beams might take some effort, it is much
more favorable compared to demolishing the building and constructing a new one;
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The beam-to-column joints can be designed as full-strength/full-rigid joints, and detailed
based on existing connection solutions in seismic regions.

Within the current study, the innovative structural configurations contained one LSC for 
each perimeter lateral load resisting frame. Consequently, two LSC’s acted on each of the two 
main directions. This resulted in high demands and the necessity of using profiles of S700 high 
strength steel (eventually profiles manufactured from welded S700 plates of equivalent thick-
ness). In order to keep the LSC’s in the elastic range, but without using profiles of high strength 
steel, another solution would be to re-design the innovative structures by considering additional 
LSC’s. Thus, the demands within LSC’s and on the foundations would decrease. 

The ongoing and future research activities are devoted to further investigate the proposed 
solution for structural re-centering (“leaf-spring” columns – LSC’s) and replaceable dissipative 
components. Advanced finite element numerical simulations and eventually experimental in-
vestigations will be carried out. Structural analyses will be performed considering natural 
ground motion records, as well as building configurations with additional stories. A technical 
and economical comparison between the conventional and the more resilient and sustainable 
structural system (with replaceable components and re-centering capability) will be performed. 
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The main objective of this research is to study the phenomenon of cracking in the 
vertical structural elements of R/C constructions, in particular the columns and the walls, and 
more particularly in the extreme regions of the walls, namely the boundary columns. Various 
parameters of the phenomenon of cracking will be studied, e.g. load influence, tensile strain, 
etc. It has to be noted the fact that load application is a monotonic axial tensile loading that 
simulates the strain condition that takes place at the boundary edges of reinforced concrete
seismic walls. Specifically, this type of loading simulates the tensile loading that takes place
during the first semi-cycle of loading under seismic dynamic events. Experimental research 
takes place by the construction and use of a group of 4 experimental specimens subjected to 
different degrees of elongation. This test group examines the tensile parameter and how it af-
fects the cracking. The test specimens in question are all reinforced with the same longitudi-
nal reinforcement ratio (4.02%) and subjected to tensile degrees 10 , 20 , 30  and 50 .
Significant conclusions are reached on cracking, e.g. its extent, the size of the cracks, their 
positions, minimum crack width, maximum crack width, average crack width, number of 
cracks, etc. 
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Cracking phenomenon in reinforced concrete members has troubled researchers 
and engineers worldwide due to the many mechanical parameters affecting this phenomenon. 
One such mechanical parameter is the longitudinal reinforcement ratio used for the detailing 
of vertical structural components in reinforced concrete structures. Although, the percentage 
of rebar content has been studied, it is the first time that cracking behavior is studied using 
varying ratios of rebars strained under a uniaxial tensile loading till a high degree of elonga-
tion found only at buildings sustained severe earthquake actions.

This research is both experimental. For the experimental part, 8 test specimens in the form of
R/C ties are used and strained using a monotonic uniaxial tensile loading simulating the ten-
sile type of loading during the first cycle of dynamic seismic action. The first four test speci-
mens are reinforced with longitudinal reinforcement ratio equal to 1.79% and the other four 
test specimens are reinforced with longitudinal reinforcement ratio equal to 3.19%. The test
specimens are subjected to tensile degrees 10 , 20 , 30 and 50 . Significant conclu-
sions are reached concerning cracking behavior for different longitudinal ratios, e.g. number 
of cracks, crack width, crack spacing, etc.
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 In recent years, research has been conducted on the design and manufacture of 
lighter and low-cost seismic isolator devices. This include studies on elastomeric isolators 
made with alternative materials (e.g. glass or carbon fibre replacing steel sheets). Graphene-
Reinforced Elastomeric Isolator (GREI) is proposed here to overcome the heavy weight and 
long manufacturing process of elastomeric isolators currently used. 
This manuscript presents an experimental dynamic analysis on rubber pads reinforced with a 
few layer graphene. Graphene deposition on rubber was achieved by a recently developed 
isopropyl alcohol assisted direct transfer method.
The experimental setup consisted of a single-degree-of-freedom mass-spring-damper system, 
with vertical load applied on tested specimens. Experimental modal analysis was performed 
and the mechanical properties essential to characterise the specimens were extracted from 
the measured frequency response function. 
Results show that a few layer graphene transferred on a rubber pad increase vertical stiffness 
and damping of the graphene-rubber layered composite; this fosters the use of natural rubber 
in lieu of high damping rubber, saving the cost of reinforcing rubber with particulate fillers. 
Also, experimental results show that the mechanical properties of the graphene-rubber com-
posite alter when varying the thickness of the graphene films transferred on rubber pads, 
stressing the sensitivity of the sample to the concentration of graphene. 
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 In order to investigate the cyclic performance of concrete-filled double skin steel 
tube columns (CFDST), tests of six CFDST specimens subject to cyclic pure torsion loading 
were carried out. Parameters being investigated include various section type, hollow ratios 
and steel ratios. Failure mode, ductility, hysteretic behaviour, bearing capacity and energy 
dissipation capacity were analysed. The experimental results show that the CFDST exhibit 
good cyclic performance, torsional bearding capacity and good energy dissipation. Besides, 
simplified calculation model was proposed to predict the ultimate torsion of CFDST, and 
good agreement between the proposed simplified calculation model and design methods 
proposed by Huang-Hong are achieved for the calculated results of the yield torsion of 
specimens. A finite element analysis (FEA) model was established to investigate the 
behaviour of CFDST, the results of FEA model were agreed well with test results in terms of 
the torsional moment (T) versus rotation angle ( ) curves. 
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A shaking table experiment was performed to study the influence of several building products 
on the out-of-plane behavior of load-bearing walls in one-way bending. The products that were 
investigated are a high-strength mortar (Remix/Strating), a mortar-less dry-stacked masonry 
system (ClickBrick), a renovation anchor tie system (Fischer), and compressed straw blocks 
supported by a timber frame (Straw Blocks). The results obtained for the specimen with these 
products were compared to tests performed on two cavity wall specimen (R1 and R2) con-
structed from materials typically applied in Dutch masonry buildings. The results show that the 
test specimen with the ClickBrick dry-stacked system and the specimen with the Fischer reno-
vation anchor have a larger flexibility than specimen R1 and R2. The Remix/Strating specimen 
with high-strength mortar displayed linear elastic behavior up to larger peak table accelera-
tions than specimen R1 and R2, suggesting an improvement in the damage resistance. The 
Straw Blocks specimen could not be tested up to failure due to the limitations of the table; linear 
elastic behavior was observed until PTA = 1.2 g in the ground floor configuration and PTA = 
0.7 g in the first floor configuration. 



































 The 1995 Kobe earthquake and the 2011 Tohoku megathrust earthquake caused 
catastrophic consequences to a large number of wooden houses. A quick damage evaluation 
of houses in a disaster-stricken area is important to avoid confusion after an earthquake. In 
recent years, several methods have been examined to monitor aseismic performance of wood-
en houses, aiming at detecting damage by measuring changes in the dynamic characteristics 
of buildings before and after an earthquake, such as natural periods. 

In 2019, a shaking table test of a full-scale wooden house was conducted at E-Defense, NIED. 
The test specimen was a frame-type three-story wooden house (Japanese seismic grade index: 
3). In the three directional shaking table test, the main excitation consisted of six JMA Kobe 
waves and four JR Takatori waves at different amplitudes. The maximum horizontal accelera-
tion of each of the excitations ranged from 1.79 m/s2 to 14.43 m/s2. In the experiment, dam-
age to the specimen gradually increased at each shaking. Eventually, the maximum story drift 
angle of the first story reached 1/19. 

The authors examined the relationship between earthquake-induced damage and the reduc-
tion of natural frequency by microtremor measurement. In the experiment, the natural fre-
quency of the wooden houses showed an insignificant decrease within the maximum story 
drift angle of 1/300 or less. A significant reduction of the primary natural frequency occurred 
after the drift angle exceeded 1/50 and the house was damaged to some extent. Even in the 
ultimate state where the maximum story drift angle exceeded 1/20, the primary natural fre-
quency was 60% or larger than the original state. 
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Abstract. Nonlinear Time History Analyses (NTHA) are generally regarded as the most accu-
rate way of predicting the dynamic response of a structure to a given seismic ground motion.
However, these types of analyses are computationally demanding and require proper software.
The aim of this paper is to investigate the feasibility and accuracy of an Equivalent Linear anal-
ysis (ELA) where material nonlinearity is accounted for through an iterative procedure with the
use of secant stiffnesses. The method is applied to one of the pylons of a major suspension
bridge recently designed in Chile. For comparative purposes, two models are created in the
open-source framework OpenSees: 1) a full nonlinear fiber model where nonlinear material
behaviour is accounted for through distributed plasticity, and 2) an elastic model where the
element flexural stiffnesses are updated using the ELA method. The analyses are carried out
for seven earthquake time histories. The results show that the ELA is able to reproduce the
maximum forces in the structure with a satisfactory accuracy. However, the method is not able
to capture regaining of stiffness once cracks are closed due to cyclic responses.
For further verification, several pushover analyses are also conducted on both models with the
inertial forces extracted from the most unfavourable time-steps in the nonlinear time domain
analysis. The pushover analysis verifies that the ELA method is capable of predicting the struc-
tural response up to the point of yielding of the steel reinforcement or crushing of the concrete.
Nevertheless, the method is fairly accurate in identifying possible plastic hinges, and to some
degree, assessing the ductility of the structure.
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1 INTRODUCTION

Large suspension bridges are particularly susceptible to earthquake excitation due to their

slender configurations. When built in seismic active areas, earthquake induced forces often

become the most prominent design criteria, thus accurately capturing this effect during design

calculations are of top priority. This is no exception for the Chacao Bridge, which upon com-

pletion will connect the island of Chiloé to the Chilean mainland. The suspension bridge spans

approximately 2750 meters, divided into two main spans of 1155 and 1055 meters supported

by three pylons. The Norwegian consultant company Aas-Jakobsen participated in the interna-

tional design team tasked with designing the bridge. One of the firm’s task was design of the

bridge pylons. The northern and southern pylons consist of two pylon legs connected by three

girders, all of which are made from hollow Reinforced Concrete (RC) sections. With the bridge

located in one of the most seismic active regions in the world, namely the subduction zone be-

tween the Nazca Plate and the South American Plate [1, 2], a complete time history analysis

(THA) was deemed necessary to predict the structures response to a seismic event. The analysis

was carried out in RM-Bridge [3] with seven ground motion records corresponding to a seismic

event with a return period of 1030-years (Maximum Probable Earthquake) [4].

Although widely recognised as an accurate way of capturing the behaviour of structures

subjected to cyclic dynamic forces [5], running a full NTHA on large structures such as the

Chacao Bridge quickly becomes a momentous task and convergence is not guaranteed. If,

however, the sections of the structure are expected to exceed their elastic domain during an

seismic event, the forces resulting from an THA may be too conservative since the ductile

behaviour of the structure is not captured [6].

To cope with the issue of overestimating forces when designing the Chacao Bridge pylons, an

iterative procedure was proposed, hereby referred to as the ELA. First, the nonlinear moment-

curvature relation was calculated for each section in the Finite Element (FE) model. Then, a

series of elastic THAs was carried out using the same ground motion record. Following each

analysis, the largest absolutes moment for each section was obtained and used together with

the appropriate moment curvature relation to determine the secant stiffness of that section. A

new elastic model with updated stiffness properties was then established. When the flexural

stiffnesses of the sections converge after a number of THAs, the nonlinear material response of

the structure is considered approximately captured. The final iteration with converged stiffness

properties will therefore in principal have the same resulting forces as those following a full

NTHA. An elastic analysis with secant stiffnesses is allowed by the AASHTO Seismic Design

Manual, as long as the distribution of forces are verified to be consistent with expected nonlinear

behaviour [7]. The use of cracked stiffness properties is also recommended by the Eurocode

8 when performing a linear elastic analyses [8]. However, it appears that little attention has

been paid to investigate the consistency between the two methods. A comparative study was

therefore conducted using the South Pylon of the Chacao Bridge. A FE model with linear elastic

elements was developed in OpenSees [9], onto which the ELA could be conducted. A second

model with nonlinear material properties was used as a baseline. Finally, multiple pushover

analyses were performed for further verification of the methods capabilities.

2 MODEL DESCRIPTION

2.1 OpenSees Model

The FE model of the South Pylon in this study was established in the open source software

framework OpenSees [9]. The geometry and material properties of the models were based on
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the RM-Bridge model previously created by Aas-Jakobsen during the design of the Chacao

Bridge with minor modifications. The suspension cables were simplified as springs at the top

of each pylon leg. Additionally, the foundation SSI-matrices were simplified by neglecting off-

diagonal terms and modelling the remaining parts as linear springs.

For the comparative purpose of this study, two models were established; a model with nonlin-

ear material properties using the fiber section functionality provided in OpenSees and a linear

elastic model. The nonlinear fiber model utilized the built-in material models Concrete02 [10]

and Steel02 [11] for the concrete and reinforcement fibers, respectively. The moment-curvature

relations used in the ELA were obtained with the same material models. The chosen material

parameters are summarized in Tables 1 and 2.

Parameter Symbol Value

Expected maximum compressive strength fpc 58.5 MPa

Initial modulus of elasticity Ecm 32.1 GPa

Strain at maximum compressive strength εc0 3.64 �
Ultimate compressive strength fpcu 49 MPa

Ultimate compressive strain εcu 5 �
Expected tensile strength ft 4.05 MPa

Tensile softening stiffness Ets 4.41 MPa

Ratio between unloading and initial slope λ 0.5

Table 1: Concrete02 material parameters.

Parameter Symbol Value

Expected yield strength fy 470 MPa

Young’s modulus Es 200 GPa

Yield strain εy 2.35 �
Strain hardening ratio b 0.06

Isotropic hardening parameter a1 0

Isotropic hardening parameter a2 1

Isotropic hardening parameter a3 0

Isotropic hardening parameter a4 1

Asymptote parameter R0 0.20

Asymptote parameter cR1 0.925

Asymptote parameter cR2 0.15

Table 2: Steel02 material parameters.

P-Δ transformation was applied in order to capture nonlinear geometry effects, with the

pylon carrying gravity loads from the bridge deck in addition to its self weight resulting in severe

compression forces. Damping was included as Rayleigh damping, with a chosen target damping

ratio of 5 % for the two fundamental modes in the longitudinal and transverse directions of the

bridge.
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2.2 Model verification

As the discretization of the fiber section is important for the performance of both the full

nonlinear analysis and the ELA method, a study on discretization was conducted to decide

on the appropriate average size of the concrete fibers in the pylon. The study was performed

by calculating the moment-curvature diagrams for representative sections along the pylon with

varying axial forces. The results revealed that a mesh consisting of 25× 10 concrete fibers per

side of each pylon leg element was sufficiently accurate without restricting the efficiency of the

analyses, as seen in Figure 1.
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Figure 1: Moment-curvature relations for different meshing and axial load.

The modal properties of the two models were compared to verify that their initial stiffnesses

and therefore initial dynamic properties would be similar. The mean deviation of modal periods

for the first 20 modes is 1.26%, with a maximum deviation of 2.15% in mode number 20. This

was deemed sufficiently accurate to assume similar initial behaviour between the models under

both static and dynamic loading.

3 ANALYSIS PROCEDURE

3.1 Equivalent Linear Analysis

The algorithm for the ELA was developed using a combination of the THA solver in OpenSees

and MATLAB for post-processing data. The method is largely based on nonlinear moment-

curvature relations for the RC sections, so these are initially computed by performing a section

response analysis for each fiber section in OpenSees. Since this relation depends on axial force,

seen in Figure 2a, a series of different scaling of the gravity load was applied so that each ele-

ment had a number of moment-curvature diagrams associated with it. The stiffness properties

of the initial linear elastic elements were taken as the slope of the tangent at the origin for the

corresponding moment-curvature relations with unit gravity load. A full transient THA was

then conducted in OpenSees using the the linear elastic model and Newmark’s constant average

acceleration method as time-stepping scheme. The selected ground motion was applied in both

horizontal directions with a time step of 0.01 seconds. Data regarding forces, acceleration and

displacements was recorded during the analysis and upon completion written to text files. MAT-

LAB was then invoked to post process the results. For each element, MATLAB scripts obtained

the maximum moment about both principle axes along with the corresponding axial forces. The
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updated stiffness about each axis was then obtained by finding the intersection point between

the moment and the appropriate moment-curvature relation, as shown in Figure 2b. By making

use of the relation

EI =
M

κ
(1)

where M and κ is the moment and curvature about the section axis, the secant stiffness was

taken as the slope of a line going through the origin and the intersection point. Since the axial

load changes for each iteration during the procedure, the intersection point was linearly interpo-

lated between existing curves, enveloping moment-curvature relations so to avoid recomputing

these for each iteration.
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(a) Effect of compressive load for M-κ relation.
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(b) Secant line in M-κ relation.

Figure 2: Determination of secant line using moment.

The updated stiffness for each element was taken as the mean between the newly acquired

and previous value, to ensure smoothness during the scheme. A new linear elastic model with

updated stiffness properties was then created. If the newly obtained stiffness values differed sig-

nificantly from the previous ones, another iteration was initiated using the updated model. The

iterations continue until the change in all element stiffnesses falls below a given convergence

threshold.

3.2 Pushover Analysis

The pushover analyses were conducted with inertial forces as basis for the load distribution.

For each critical element, e.g. base elements in the pylon legs or cross-beams, the total ac-

celeration in each node was retrieved for the time-step where the maximum bending moment

appeared for that element. The different total acceleration profiles were then multiplied with the

mass matrix to obtain the inertial forces which were set as the load level for load factor λ = 1.

The obtained distributions were then scaled from λ = 0 until the solution failed to converge.

This procedure was conducted on both the full nonlinear model, as well as the one using the

ELA iteration scheme.
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4 ANALYSIS RESULTS

4.1 THA

The results from the time history analyses show that in general the ELA method was able

to capture maximum bending moments in critical sections of the pylon. Table 3 summarizes

the maximum forces in selected elements of the pylon, averaged over all seven ground motions

for both the initial elastic model and the reduced stiffness model obtained through ELA. The

average reduction ratios from the initial stiffness of the elements are also included in the table.

The moments are normalized by the bending moment values following the NTHA by using the

formula

M∗ =
M

Mfiber

(2)

Element Ratio M∗
y,initial M∗

y,final My,fiber [MNm]

4101 0.63 1.12 1.06 338

4103 0.80 1.11 1.03 274

4106 0.99 1.10 0.96 187

4112 0.99 1.04 1.21 92

4115 0.82 1.10 1.11 192

4120 1.00 1.04 1.03 53

4501 0.31 1.27 1.03 185

4701 0.35 1.13 1.01 137

Table 3: Summary of average normalized bending moments about the bridges transverse axis.

Figure 3 and 4 plot the displacement and moment response histories of the full nonlinear

fiber model, the initial elastic model and the converged model using the ELA for one of the

input ground motions. The maximum bending moment response for each model is highlighted

in the plot. Figure 5 shows the maximum absolute value of the bending moments at the base of

the pylon normalized against the bending moment response of the fiber section model, with the

average values across all seven ground motions plotted at the bottom.
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Figure 3: Displacement response history of upper part of pylon.
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Figure 4: Moment response history in base of pylon.
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Figure 5: Moment response history of element 4101.

When studying the time histories for the various input ground motions, it is clear that in the

ELA performed well in approximating the bending moments in the pylon. From Table 3, the

largest deviation between the final iteration of the ELA and the full nonlinear model was 21%,

which occurs in element 4112. A possible reason for the deviation in this element is the combi-

nation of low bending moment levels and large deflections in this particular area of the pylon.

This in turn means that the forces and therefore reduction ratios are largely governed by the

stiffness of the remaining elements of the pylon and consequentially second order geometrical

effects plays a significant role. This effect can also be seen in the bottom part of Figure 5, where

the Mz values appear quite spurious, and are in general larger for the final iteration of the model

based on the ELA than the model with initial stiffnesses. This is a general trend in areas with

small bending moments and can be attributed to second order geometrical effects.

For the remaining elements listed in the table, the largest deviations were in the range of

1-11%, which from an engineering point of view is acceptable for an approximate method. For

the displacement time histories, the model using the ELA was slightly shifted in its response

compared to the model with initial stiffnesses and the full nonlinear model. This is is explained
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by the fact that the stiffness of the various elements in the ELA model are based on the largest

forces throughout the response history. The ELA model also does not include closing of cracks

which in sum yields a lower stiffness and therefore larger, phase-shifted displacements.

4.2 Pushover analysis

The pushover analyses conducted in this study served as a foundation for verifying the results

from the THAs, as well as a separate examination for comparing the response of structures using

the ELA and nonlinear material models. Figure 6 plots the load-displacement pushover curve

for the analysis L1, while Figure 7 plots the moment distributions for load factor λ = 1 and

λ = 1.5 where the latter is the load factor where the model using the ELA failed to converge.

Analysis L1 corresponds to the inertial force level and distribution which yields the largest

bending moments at the base of the western pylon leg, that is, element 4101. The results for the

base and upper part of the pylon are summarized in Table 4.
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Figure 6: Force-displacement pushover curve for analysis L1.

When transient and cyclic effects are excluded, the pushover analyses shows the ELAs ability

of accurately approximating the nonlinear model during static analysis. The various pushover

analyses conducted demonstrate that the ELA performed well both up to the load level retrieved

from the THAs and beyond. For design purposes, pushover analyses performed on models with

the ELA method can be used to predict the location of possible plastic hinges. It can also be

implemented to control safety factors for given load levels from transient analyses.

Element Ratio λ = 1 M∗
λ=1 Ratio λ = 1.5 M∗

λ=1.5

4101 0.95 0.99 0.47 1.03

4201 0.95 1.00 0.47 1.04

4115 0.92 1.02 0.47 1.05

4215 0.93 1.01 0.31 1.04

Table 4: Summary of critical element for pushover analysis L1.
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Figure 7: Moment distribution in the pylon legs for analysis L1.

5 CONCLUSION

The goal of this study has been to assess if the the secant stiffness can provide a reasonable

approximation to the nonlinear material behavior of structures. By assessing the forces suc-

ceeding ELAs and comparing these to the forces following full NTHAs, several remarks can be

made. For the majority of elements the approximation of forces is satisfactory, especially for

those enduring large moments during the THA. There are however anomalies where the ELA

increases the gap between responses which may be rooted in the shortcomings of the method.

Unlike a full NTHA, the ELA is not able to take effects such as cyclic degradation, closing of

cracks and dissipation of energy due to cracking of the concrete into consideration. Further,

since the stiffness reduction developments occur independent of each other during each itera-

tion, information regarding interaction between elements is lost.The consequence of this is an

overall softer structure, with certain unpredictable properties. Rather than using the stiffness

values obtained following the ELA, it is proposed to use these as guidelines for creating new

ones. By selecting stiffnesses enveloped by the initial and reduced values, more towards the

latter, overestimation of stiffness reduction is counteracted. The resulting structure will then

inherit a realistic crack distribution. The quality of the nonlinear approximation was confirmed

by pushover analyses, where the ELA was capable of accurately producing similar bending

moment and deflection patterns as the nonlinear fiber model. When reaching load levels where

post-yield capacity was expected, the ELA produced bending moments with slightly higher val-

ues in the elements experiencing the largest stiffness reductions. This is due to how the ELA

obtains secant stiffnesses for moments close to the section’s ultimate capacity.

Overall, the ELA has proven to be a valid alternative to a full nonlinear analysis. The method

is also code-compliant as it satisfies the requirements from both Eurocode 8 and the AASHTO

Guide Specifications for LRFD Seismic Bridge Design with regards to providing results that

are consistent with expected nonlinear material behaviour.
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 Knowledge about the plastic behaviour of steel bars in reinforced concrete (RC) 
structures is important, especially for seismic design. The paper presents the results of exper-
imental tests where the main aim was to observe the plastic deformations, interaction and 
bond-slip of reinforcement bars inside concrete strands. In standard tests of reinforcement 
bars the gauge length is 5d (i.e. five times the diameter of the bar). The tests on the concrete 
strands revealed that a length of 5d is not representative for the actual section length of the 
reinforcement bar, which develops free length inside the tested concrete strands that is longer 
than 5d. 
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Abstract. It is well known that seismic waves are affected by the geological nature of the differ-
ent layers in which they propagate close to the surface. The various structural and topographic
elements cause the incident signal to be reflected, refracted, or diffracted. As a result, the com-
bination of those different waves modifies the spatial, spectral, and temporal characteristics of
the wavefield. These phenomena are called site effects. Especially amplifications of the ground
motion acceleration is observed, which may induce failure of the structures located on the sur-
face, as well as slope instabilities. The spatial variability of the ground motion can be very
significant over small distances, because of the changes in the geometry and the soil conditions.
During the last years, many research works have been conducted through numerical simula-
tions on simplified slope geometries in order to identify the effect of geological, topographic
and input signal parameters on the amplification of the amplitude of seismic waves. However,
the predictions resulting from the numerical simulations are often different from the field ob-
servations. So, this paper firstly presents an in-depth literature review about available methods
to model site effects and their implications. Secondly, it also focused on results of existing
works that benefit from experimental data in the analytical modeling; more especially works
considering geophysical data obtained through H/V and MASW experiments are examined.
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1 INTRODUCTION

An earthquake is known by the shaking of the Earth surface, which may cause severe struc-

tural destruction and deaths. Energy is suddenly released in the Earth’s lithosphere, creating

seismic waves, that propagate to reach the surface.

During their journey to the surface, the seismic waves face different kinds of effects, that can

modify the spatial, spectral and temporal characteristics of the signal such as its direction, am-

plitude, duration and frequency content . . . , and therefore affect the ground motion. Those

effects depend mainly on the complexity of the source mechanism, the path followed by the

seismic waves and site effects close to the surface.

Speaking of site effects, seismic waves are affected by the geological structure of the soil in

which they propagate. For example, when a seismic wave arrives at an alluvial basin, its prop-

agation velocity decreases while the amplitude of its signal increases. As the geometry and

conditions of a sedimentary layer vary over short distances, it means that the seismic signal

may vary over small surfaces.

Despite all the harm and risks caused by such phenomena, it has been difficult so far to study

the slope stability during dynamic events. In many research studies numerical simulations have

been performed on simplified slope geometries (2D models), to identify the effect of geologi-

cal, topographic and input signal parameters, on the amplification of the amplitude of seismic

waves [1, 2, 3, 4, 5, 6]. Few studies have used more realistic geological and geomorphological

site conditions (3D models) to compute ground motion amplifications due to surface topogra-

phy [7, 8, 9].

Therefore, this paper presents an in-depth literature review about available methods to model

site effect and its implications. It also focused on results of existing works that benefit from

experimental data in the analytical modeling; more especially works considering geophysical

data obtained through H/V and MASW experiments we analyzed.

2 SITE EFFECTS

During major historical earthquakes, different aspects of damages have been observed in

various locations for the same event. The waves behavior and characteristics, and therefore the

distribution of damage, were mainly controlled by the type of soil in which the seismic waves

propagate. This phenomenon is commonly called as site effects.

Seismic site effects are related to the alteration of the seismic waves when they propagate close

to the surface; seismic waves are trapped in sediment layers (softer layers), they are reflected

and refracted on all the borders, edges, slopes and the bottom of sedimentary basin until they

dissipate all their energy. That is why infrastructures such as buildings, bridges may be damaged

due to the important spatial variability of the ground motion over very small distances.

Many observations around the world have shown that the amplification of a signal could reach

10 times the initial signal amplitude due to similar effects, and it mainly depends on the velocity

contrast between the layers and the geometry of the basin [10]. Reflections and refractions also

happen when seismic waves reach hills and mountains, which may induce failure of structures

situated on the surface or slope instabilities.

Generally, two site effects are considered: the ones due to the geological nature of the soil and

those due to the topography.
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2.1 Geological site effects

Geological site effects caught the attention of researchers [11, 12, 13, 14] since the Mexico

earthquake in 1985, when this large earthquake struck Mexico City with a moment magnitude

of 8. Even though its epicenter was located along the Pacific Coast (more than 350 km far

from Mexico-City), the city suffered major damage due to the large earthquake magnitude and

its geological conditions, which consists of the ancient lake beds that Mexico City sits on. As

usually observed, the acceleration amplitude strongly decreased with the distance from the epi-

center (from 150 cm/s2 recorded at a station very close to the epicenter, to 18 cm/s2 at a station

situated at 200 km from the epicenter), but locally increased a lot up to 170 cm/s2 when the

seismic waves reached the alluvial deposit on which Mexico City has been founded: seismic

waves have been trapped and they reached the resonance frequency of the site [15]. This was

the first time where seismic site effects have been evidenced. Furthermore, a large number of

the cities hit by earthquakes were damaged according to the geological and lithological nature

of the soil, where they are constructed.

2.2 Topographical site effects

Different observations carried out in the past showed that seismic ground motion is affected

by the variation of the site’s topography. This hypothesis was presented by Levret et al. (1986)

[16] to explain the damages observed in the village of Rognes in France located on a hill, during

the Lambesc’s earthquake in 1909. Other examples also show that damages were more severe

on the crest of hills than on its bottom: San Fernando earthquake in 1971 [17], Whitter Narrow’s

earthquake (California) in 1987 [18], Chichi earthquake (Taiwan) in 1989, Northridge’s earth-

quake (California) in 1994 [19, 20], Salvador earthquake in 2001, Sichuan earthquake (China)

in 2008. One of the first topographic site effects was reported by Spudich et al. (1996) [20]

who analyzed signals recorded in several seismological stations installed along Mount Tarzana

slope in Los Angeles. They noticed high amplification of the seismic motion, caused by the

Northridge earthquake aftershocks, between the crest and the bottom of the hill. Since then,

many experimental studies [21, 22, 23, 24, 25, 26, 27, 28, 29, 20, 30, 31] were conducted to

better understand the topographic site response. 2D & 3D numerical simulations [17, 32, 33, 34]

showed a 30 to 100% increase in the amplification of the ground motion for frequencies between

2 and 5 Hz. There are many explanations for the causes of topographic site effects, and what

may affect the wave:

• The interference between the slope of the hill and the incident angle of the wave, espe-

cially the SV waves [18, 29].

• The interference between the incident wave and the diffracted waves [29].

• The wave ray path along the topographic surface [35].

2.3 Site effects assessments

Site effects can be generally detected by the three following characteristics:

• The amplification of the ground in the subsurface layers.

• The resonant frequency.
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• The length of the seismic ground motion.

Different approaches were developed over the years and three are frequently used to evaluate

seismic site effects:

• The Horizontal to Vertical Spectral Ratio using Microtremors recordings at a single sta-

tion (ambient noise) MHVSR [36], detailed in section 3.

• The Horizontal to Vertical Spectral Ratio using Earthquake data EHVSR [37], detailed in

section 3.4.

• The Classical Spectral Ratio CSR [38], detailed in section 4.

The definition for each of the methods and their respective limitations are introduced in the

following sections.

3 THE SINGLE STATION MHVSR ANALYSIS APPROACH

Ambient noise or microtremors were first investigated by Omori in 1908 [39] and caught

the attention of Japanese researchers, especially after 1950. Measurement of microtremors was

used to estimate geological conditions and mechanical properties of the subsurface materials.

The application of microtremors was first proposed by Kanai & Tanaka in 1961 [40]. After that,

several research investigations were conducted to evaluate its capacity in assessing the ground

motion characteristics and the site response of sediment deposit [41, 42, 15, 43, 44].

The ambient noise is a mixture of various wave types, most of the time generated by sources

located at the surface of the Earth or at the bottom of the sea. In other words, ambient noise

is a constant vibration created by the combination of low-frequency <1Hz and 1Hz (ocean,

meteorology, wind, etc...), and high-frequency >1Hz (human activities, machinery, etc...).

3.1 Nakamura method

To better understand whether microtremors are composed of body waves or surface waves,

a series of theoretical and numerical studies were conducted by Nogoshi and Igarashi. Based

on the theoretical HVSR of Rayleigh waves founded by Suzuki in 1933 [45] and the numerical

analysis of Ohta in 1963 [46], Nogoshi and Igarashi concluded in a sequence of articles [47,

48], that a microtremor is caused by Rayleigh waves. This clarifies why they did not initiate

the famous Nakamura method, also known as the horizontal to the vertical spectral ratio of

microtremors MHVSR. Despite that some article are citing them as founders of the Nakamura

method [49, 50, 51, 52], they did not describe the characteristics and the basics of the MHVSR

technique. The confusion may be caused by the fact that the original papers of the japanese

researcher Nakamura were published in Japanese [53]. The MHVSR method estimates the

amplification, and the resonant frequency of the surface layer [54, 36] as explained by the

Japanese researcher Yutaka Nakamura.

3.2 Empirical development and amplification estimation

The Japanese researcher Y. Nakamura tried to estimate the horizontal amplification of the

ground motion by computing the ratio between the horizontal spectra of microtremors measured

on soft soil (f) and bedrock (b) sites (base ground) Hf/Hb. Then he decided to use the vertical
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components instead of horizontal ones Vf/Vb to eliminate as much as possible the peaks caused

by Rayleigh waves, and, therefore, to point out the effect of shear waves. After this procedure,

he defined the spectral amplitude ratio as the ratio between horizontal-motion spectral ratio and

vertical-motion spectral ratio, both on-site and on bedrock

Hf/Hb

Vf/Vb
(1)

Based on different observations [36, 55, 56, 57], Hb/Vb � 1, this means that the Nakamura

method makes it possible to derive an estimation of the amplification characteristics and reso-

nant frequency by only using either earthquake motion records HVSR or microtremors HVSR

of the measurements at the ground surface [36][53].

After comparison with the results of different surveys and data, Nakamura obtained the follow-

ing relationships between the averaged thickness and the averaged shear wave velocity of the

subsurface layer (Vs) and the base ground (bedrock) (Vsb):

Vs =
Vsb
A

(2)

h =
Vsb
4AF

(3)

with A the peak amplification factor that occurs at or close to the resonant frequency F.

From equations 2 and 3, we obtain:

Fn = n(
Vs
4h

) (4)

where n is an index designating the nth mode of oscillation [58]. When n=0, we obtain the

resonant frequency f0 for the fundamental mode over a 1D medium.

Based on Molnar et al. (2018) [52], the microtremor HVSR was developed for several pur-

poses such as:

• Identifying the presence of stiff layers.

• Estimating the depth of soil thickness h through the peak amplitude when assuming the

value of Vs (equation 2) [44, 59, 60, 61].

• Identifying the lateral heterogeneities in the subsoil when the H/V curves present some

peculiar shapes [62, 63, 64, 65].

3.3 Field data Collection

The MHVSR single station methodology is considered as a non-invasive and inexpensive

easy method to apply for seismic site characterization. On the other hand, the field data collec-

tion of ambient noise should follow some rules to get more stable MHVSR and more precise

curve peaks. Some of these rules consist of:

• Using a three-component velocimeter,
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• Leveling the velocimeter on the surface, where the conditions represent a natural, free

field ground characteristic,

• Placing the feet of the sensor directly onto the soft soil (vegetation should be removed),

• Protecting the sensor from direct wind [66],

• Collecting data on natural ground surfaces better than on surfaces constructed by man

(pavement), which may alter the peak of the MHVSR [67] or over underground cavities

(should be avoided otherwise it is recommended to take multiple recordings at different

times),

• Conducting the recordings early in the morning, to minimize noise from human activities,

and for enough duration (the lower frequency required, the greater the recording time and

the larger time window should be) [68].

The data collected can be analyzed using the Geopsy software package (www.geopsy.org),

according to the SESAME project recommendations, that standardized the H/V method [52].

3.4 H/V using earthquake data EHVSR

During the Field observations performed by [27, 29, 69], the horizontal component of the

seismic ground motion was much more amplified than the vertical components. Sometimes,

even the polarization of the seismic ground motion could be considered. For example, during

the experimental studies on the hill in Tarzana California, the horizontal component perpendic-

ular to the hill slope was more amplified than the parallel one [20, 70].

Thus, for this method, it is considered that only the horizontal component of the motion (SH

waves) are affected by site effects at least for low frequencies. Therefore, the vertical compo-

nents are considered as the reference of the ground motion. The fact that the EHVSR method

does not require a reference station represents an advantage.

The experimental results issued by both H/V spectral ratio methods (EHVSR and MHVSR),

present good agreements [71, 72, 73].

3.5 Interpretations and limitations of H/V

The H/V method has been mostly used until now to study the effects due to sediment-filled-

valleys, and rarely used in determining the topographic site effects even if it produces satisfac-

tory results. This technique allows the determination of the fundamental resonance frequency

of the subsurface, but does not allow the determination of the level of amplification on a large

band of frequencies.

Normally, with the absence of shear wave velocity inversions with depth, the plot of the H/V

curves presents sharp clear peaks when the structure of the subsoil is flat (1D), and an amplitude

equal to or higher than 1 in the entire frequency domain except around 2f0 (presence of Rayleigh

waves). As mentioned in the previous paragraph, the sensitivity of the horizontal components

to the geological and topographical changes in the medium, is greater than for the vertical ones.

Therefore, the detachment of the horizontal and vertical components, having stratigraphic ori-

gins, is illustrated in the Fourier Spectra of the three components with an eye-shape [67] (black

arrow in figure 1).

The latter helps us understand that narrow H/V peaks are artificial and not natural, or of an-

thropic origins, because they are not characterized by spectral eye-shapes [61]. Acquiring the
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Figure 1: First row shows average H/V curves with the standard deviation with respect to the average. Second

row shows average spectra (Z → black, EW → gray solid line, NS → gray dotted line). Stratigraphic columns

are, for each site, from top to bottom: 1) Silt/igneous bedrock; 2) gravel/sedimentary bedrock; 3) clay/igneous

bedrock; 4) clay/igneous bedrock [67].

data is a simple task, but the interpretation of their H/V curves poses several challenges at dif-

ferent levels. The peculiarity in the shape of H/V curves, such as broad peaks and plateau-like

shapes and even amplitudes lower than 1, usually indicates a shear wave velocity inversion due

the presence of cavities, stiff soil layer over softer soil, artificial soil, lateral heterogeneities,

lateral sediment thickness variation (2D & 3D structures) and anthropic layers. An example is

given in figure 2, of two H/V plots representing the different behavior of the curves depending

on the site chosen to acquire the measurements.

Therefore, it is not wise to estimate a preliminary fundamental frequency just by applying

the H/V technique. The application of complementary active or passive geophysical methods

such as the multichannel analysis of surface waves (MASW), helps to avoid misinterpretations

of the soil fundamental frequency [65, 61] and better evaluate the site effects.

Here are some examples on what could affect the H/V curves:

(1) Numerical simulations of microtremors on actual sedimentary basins (e.g. Santa Clara,

Grenoble, Switzerland, Japan) were conducted, and the results showed a difference between the

H/V peak frequency in a 3D velocity structure model and the fundamental frequency in a 1D

velocity structure model. For 2D & 3D structures, the peak frequencies of the H/V curves are

± equal to 20 to 40% of the theoretical 1D resonant frequency (Equation 4) [75, 63, 64].

(2) In 2009, Castellaro and Mulgari [67] found that recording ambient vibrations with sensors

placed on a concrete layer or asphalt, affects the H/V curves and alters the amplitude. This

is in contradiction with the Site EffectS assessment using AMbient Excitations (SESAME)

European project (http://sesame-fp5.obs.ujf-grenoble.fr/index.htm) rec-

ommendations [66]. The SESAME project present guidelines and recommend procedures for

field data acquisition (ambient noise), processing and interpretation of the results using the H/V

spectral ratio technique, and allows the measurement of ambient noise on artificial surfaces.
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Figure 2: H/V preliminary results from recordings on two particular sites of Byblos in Lebanon. Colored plots

refer to different profiles estimated for the different time windows, the black plot represents their average and the

dashed ones represent the standard deviation with respect to the average. The grey area represents the averaged

peak frequency and its standard deviation. (a) Ambient noise was recorded at a site laying on an anthropic layer

with a moderate inclination of the subsoil (data recorded during our experimental/geophysical field mission in

2019). (b) Ambient noise was recorded at a site after the excavation of the anthropic layer. The Geopsy software

was used to compute the H/V and to plot the curves [74].

4 THE CLASSICAL SPECTRAL RATIO

In addition to the microtremor HVSR and earthquake HVSR methods, we can distinguish

another approach for the evaluation of site effects: The classical spectral ratio CSR [38].

This method consists in the calculation of the ratio between ground motion Fourier spectra

recorded at a given site and at reference site . A seismic recording on a site i is represented in

the frequency domain by:

Si(f) = O(f) ∗ Pi(f) ∗Hi(f) ∗ Ii(f) (5)

where O(f) represents the seismic source effect, Pi(f) the propagation path effects, Hi(f) the

modification of the signal due to the characteristics of the soil on the subsurface, Ii(f) the re-

sponse of the recording instruments and f is the frequency.

This equation shows all the effects that influence a seismic signal, that is why it becomes diffi-

cult, to separate site effects from other effects when the signal is recorded near the source. The

spectral ratio of the different seismic signals recorded at two different sites (the study and the so

called reference sites respectively) for the same seismic event, allows eliminating the seismic

source effect, the propagation path effect and the response of the recording instruments as the

distance between the site of study and the reference site is negligible compared to the epicenter
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distance. The only remaining effect is the site effects:

Sis(f)

Sir(f)
=
Hif (f)

Hir(f)
(6)

where Si is the Fourier transform of the signal recorded on the site of study and Sr is the Fourier

transform of the signal recorded on the reference site.

This method presents some constraints:

(1) The necessity to find a reference site that is not affected by site effects. According to Chavez-

Garcia et al.(1996) [37] and Lebrun et al. (1999) [71], the reference site station should be on

the same geological layer (because, in this case, the same geological nature of the soil won’t in-

fluence the amplification), and at a minimum distance of one wavelength from the topography.

However, Sanchez-Sesma et Campillo (1991) [76] suggested choosing the reference site on the

ground base (bedrock) that does not present any variation in topography and that is situated at a

minimum distance of two times the horizontal dimension of the hill. Other studies [77, 57, 55]

recommended choosing the reference site where the HVSR is close to unity at all frequencies.

This kind of site reference could be hard to find, so we must select the best possible reference

station [37].

(2) The source and the propagation path should be the same for the site being studied and the

reference site, which is possible when the epicenter of the event is far enough from both stations

(larger than five times the distance between the two stations).

These are the reasons why the CSR method is not very practical to perform, but it is still

used in the evaluation of topographic site effects [77, 37, 71].

5 MULTICHANNEL ANALYSIS OF SURFACE WAVES (MASW)

Since a surface wave is frequency-dependent, the Multichanel Analysis of Surface Waves

(MASW) method is based on the study of the dispersion of surface waves [78]. This technique

is widely used to construct the subsurface Vs profile, obtained by inversion of surface-wave

dispersion curves [79]. Two MASW techniques are used: active and passive [80], it depends on

how the surface waves are generated. The passive MASW is based on measurements of ambient

noise, whereas the active technique is based on generating surface waves using a sledgehammer

or any other active seismic sources [81] and a linear receiver array of geophones, collecting

data in a roll-along mode. The penetration depth of surface waves is usually limited at 30 m,

because of frequency (wavelength) limitations, but this can varies with the site and type of ac-

tive source used. The MASW data can be analyzed for example with the GEOPSY package

(www.geopsy.org) using built-in tools to extract the dispersion curve (DC) and invert them.

For the deeper layers of the soil, when investigating is required, the microtremor array meth-

ods (MAM) can be used to resolve phase velocities of the lower frequency band (deeper part

of the Vs profile) depending on the bandwidth of sources, resonant sensor frequency and the

largest inter-station distances of the array. The successful results from (MAM) producing re-

liable dispersion curves have been accepted as an indirect proof for the assumption of surface

wave predominance [49].
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6 DISCUSSION AND CONCLUSIONS

This paper presents an in-depth literature review about available methods to model site ef-

fects and their implications. It presents results of existing works that benefit from experimental

data in the analytical modeling and focuses on geophysical works obtained through H/V and

MASW experiments.

It was noted that, microtremor recordings are a very good, easy and inexpensive technique for

the estimation of site characteristics (resonant frequency and amplification thickness). Different

studies showed a good agreement between numerical and experimental calculations, especially

in urban zones. Therefore, it can be used to obtain a map of the fundamental resonant frequency

of a city, in microzonation studies, especially in low seismic areas [82, 50, 83], and in the eval-

uation of site response. Even if the H/V method using ambient noise is considered easier, its

application for the evaluation of topographic effects is still limited. Lebrun et al. (1999) [71]

obtained consistent results with HVSR and CSR at low frequencies. Therefore, he confirmed

the suggestion of Lermo et Chavez- Garcia (1993) [56] and Chavez-Garcia et al. (1996) [37],

that it is possible to evaluate topographic site effects with the HVSR technique [84, 85]. Nev-

ertheless, in this case, more experiments and 3D numerical modeling should be conducted to

confirm their conclusions.

The application of multichannel analysis of surface waves (MASW) [78] is a powerful active

source method for obtaining phase velocities for the high-frequency band. Thus, the dispersion

curves obtained are used to provide Vs profiles that contain information on shallow sedimentary

structures in a cost-effective and time-efficient manner.

Both the multichannel and single station methods have, when used alone, more limitations in

comparison to their combined use. This is why the main goal is to combine the H/V spectral

ratio from ambient noise (HVSR method) with the MASW technique to obtain reliable shear-

wave velocity profiles of the subsurface down to bedrock. This combination allows deriving

quantitative information on S-wave velocity sections for the study site. A similar combination

of techniques is reported in the seismological literature by Scherbaum et al.(2003) [86] and Zor

et al.(2010) [87].

The understanding and the usage of these different approaches, is still very important in the

research domain to better evaluate experimentally and numerically the site effects. The imple-

mentation of these methods is in progress on the experimental site of Byblos in Lebanon. The

purpose of the ongoing research work is to perform a careful comparison between results from

numerical modeling of site effects and field observations and recordings on this experimental

site. For this purpose, site investigations will allow acquiring the geological and seismic data

necessary for the simulations and also to perform a microzoning on the site; semi-permanent

equipment will be installed to record ground motions. The coherence of recorded signals will

be evaluated using the Multichannel Analysis of Surface Waves and H/V ratio. Then, building

a realistic model using the acquired experimental data, and a real topographic profile chosen

from the Byblos region and conducting a numerical study using the Flac 2D/3D software, will

allow comparing results from the numerical simulations with instrumental data. Combining ex-

perimental and numerical data for real sites instead of using simple parameters and geometries,

makes this review and the research work in progress interesting, because the results will be

more realistic in terms of spatial distribution of the soil movement, as well as the consequences

in terms of amplification factors, slope stability, and building vulnerability.
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Centre de Géosciences, Balamand University and Notre Dame University for supporting this

research work, and to the SAFAR program (Campus France) for funding the first year of the

PhD thesis.

REFERENCES

[1] P. Mozco, A. Rovelli, P. Labak, and L. Malagnini, “Seismic response of the geologic

structure underlying the Roman Colosseum and a 2-D resonance of a sediment valley,”

Annals of Geophysics, vol. 38, no. 5-6, 1995.

[2] C. Bourdeau, Effets de site et mouvements de versant en zones sismiques : apport de la
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[51] B.-C. Sylvette, C. Cécile, B. Pierre-Yves, C. Fabrice, M. Peter, K. Jozef, and D. Fäh, “H/V

ratio: a tool for site effects evaluation. Results from 1-D noise simulations,” Geophysical
Journal International, vol. 167, pp. 827–837, Nov. 2006.

[52] S. Molnar, J. F. Cassidy, S. Castellaro, C. Cornou, H. Crow, J. A. Hunter, S. Matsushima,

F. J. Sánchez-Sesma, and A. Yong, “Application of Microtremor Horizontal-to-Vertical

Spectral Ratio (MHVSR) Analysis for Site Characterization: State of the Art,” Surveys in
Geophysics, vol. 39, pp. 613–631, July 2018.



Rita Abou-Jaoude, Nisrine Makhoul, Jean-Alain Fleurisson, Alexandrine Gesret

[53] Y. Nakamura, “What Is the Nakamura Method?,” Seismological Research Letters, vol. 90,

pp. 1437–1443, July 2019.

[54] Y. Nakamura and A. Saito, “Estimation of Amplification Characteristics of Surface

Ground and PGA Using Strong Motion Records in Japan,” in Proc. 17th JSCE Earth-
quake Engineering Symposium, pp. 25–28, 1983.

[55] Y. Nakamura, “Research and development of intelligent earthquake disaster prevention

systems UrEDAS and HERAS,” Proc. Japan Soc. Civil Eng, vol. 1996, no. 531, pp. 1–33,

1996.
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. A hybrid test method that uses the nonlinear static (pushover) analysis to examine 
the static force-deformation response of building structures is presented. The ultimate perfor-
mance of the columns at the base of steel moment-resisting-frames (MRFs) is evaluated exper-
imentally considering force redistribution due to the failures of panel zones and beams. The 
test method combines static sub-structuring techniques and finite element analysis methods.
The behavior of the steel MRF is simulated by the finite element analysis program ABAQUS, 
while the first story column is physically tested online. Three actuators are used to simulate the 
physical continuity between the analytical and experimental substructures by controlling the 
axial load, the drift angle, and the bending moment distribution along the column length. A 
square tubular steel column was tested as a part of a five-storey five-bay steel MRF. The frame 
was deformed to a roof drift equal to 12% using pushover analysis that incorporates a novel 
mixed force/displacement controlling algorithm. The measured storey drift for the tested col-
umn was almost 30.0%. The test system ensured realistic loading and boundary conditions to 
the column sub-structure, which was tested in full interaction with the MRFs until global frame 
collapse. The frame deformed in a collapse mechanism that involved the first two storeys.  
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Abstract. This paper describes an experimental validation of a novel FRF-based modal testing
system designed to measure experimentally sway modes of tall timber and other building struc-
tures. The test uses a set of synchronised electrodynamic shakers and oven-controlled crystal
oscillator (OCXO) high-precision synchronised wireless accelerometers for simultaneous force
and response measurements. This modal testing system makes no use of cables or radio-waves
to connect all accelerometers simultaneously with the multi-channel data acquisition system
but provides a perfect synchronised measurement of a practically unlimited number of force
and response channels. The system will be used to to estimate experimentally sway modes of
as-built tall timber buildings. Therefore, the aim of this paper is to demonstrate the feasibility
of the OCXO-based system in high-rise building FRF measurements. Two nominally identical
FRF-based modal testing exercises were carried out on a 15-tonne laboratory-based test floor
structure supported by 4 columns in order to measure its horizontal ’swaying’ modes of vibra-
tion using: (1) a well-established and quality assured ’wired’ system based on a 20-channel
spectrum analyser, and (2) OCXO-based wireless system. It was shown that the two methodolo-
gies produce almost identical modal testing results and that the OCXO-based method is robust
and reliable for field utilisation on high-rise buildings.
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1 INTRODUCTION

High-rise buildings dominate the skylines of many cities in the world, which have decided to

go ’up’ rather than ’out’ to cope with transportation and other challenges facing their growing

population. Vibration serviceability due to wind-induced lateral sway has become the de-facto

governing design criterion for economically designed novel high-rise buildings above 50 m,

dictating the size, shape and therefore cost of such structures. Damping ratios and natural

frequencies of key modes of vibration that can be excited by wind are key modal parameters

which are used in design to size the structure and predict wind-induced sway vibrations of tall

buildings in service.

However, recent practice shows that damping and natural frequencies of tall buildings are

also quite unreliable parameters to assume in design. Underestimation of the fundamental nat-

ural frequency of up to 50 % by the finite element model (FEM) relative to its experimental

counterpart is common. The situation with damping ratios is similar or worse due to uncertain-

ties in the values of modal damping ratios measured in as-built buildings. Natural frequencies

and damping ratios in as-built tall building structures are essentially non-linear and amplitude

dependent. To an extent where is currently not known, therefore, the traditional output-only

ambient vibration testing (AVT) or ambient vibration survey (AVS) methods for their estima-

tion based only on measured responses to unmeasured ambient excitation which vary with time

are naturally producing estimates of modal parameters which vary from one block of data to

another.

A standard input-output modal test (MT) or experimental modal analysis (EMA) where both

the excitation force and the corresponding dynamic response are measured with the aim of ex-

perimentally estimating a structure’s frequency response function (FRF) is a much more power-

ful tool to deal with structural non-linearities and uncertain modal parameters such as the natural

frequency and damping. For many decades, EMA has traditionally dominated aerospace and

automotive sectors, whereas AVT has been very much used in experimental dynamic testing

of large civil engineering structures. This despite the fact that AVT generally has in principle

inferior performance as to its quality of modal parameters relative to EMA.

The key reason for this situation are practical difficulties in exciting a tall building with a

measurable force, causing a measurable response without damaging the building at the point of

excitation. If this problem is overcome the next logistical complication is measuring such re-

sponses simultaneously throughout the building needed to estimate experimentally mode shapes

and complete the set of four modal properties: natural frequencies, modal damping ratios, modal

masses and mode shapes. Therefore, MT based on FRFs in tall buildings are practically non-

existent in literature.

This paper describes novel FRF-based MT of sway modes of a large 15-tonne laboratory

structure using a set of synchronised electrodynamic shakers and OCXO high-precision syn-

chronised wireless accelerometers for simultaneous force and response measurements. This

MT system makes no use of cables or radio-waves to connect response accelerometers simulta-

neously with the multi-channel data acquisition system and provides perfect synchronous mea-

surement of practically unlimited number of force and response channels. The system will be

used to estimate sway modes via FRF-based MT of as-built tall timber buildings.

This paper has five sections. After the introduction in Section 1, the test structure is described

in Section 2. Section 3 describes the novel FRF-based modal testing set-up for the horizontal

sway modes of the test structure. Section 4 then describes the results of the modal testing and

their interpretation. Finally, Section 5 provides conclusions.
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2 TEST STRUCTURE

The test structure was a reconfigurable floor panel weighing approximately 15 tonnes, with

approximate dimensions 7.5 m×5 m, as shown in Figure 1a. The test structure was placed

indoors in the laboratory of Vibration Engineering Section, University of Exeter, UK. This was

one of five possible configurations of the test structure which can be re-configured into two full-

scale footbridges spanning 15 m and three floor panels with a surface area of around 40-50 m2

[2]. The floor plate structure made of 12 sandwich plate systems (SPS) panels was supported by

of two main girders (UB 457×191×82 mm) and two secondary beams (UB 305×165×40 mm).

M22 countersunk bolts were used to inter-connect the SPS panels with each other through steel

strips (SP02 200×2279×12 mm) running under the panels, as shown in Figure 1d, and make

them acting as a continuous plate supported by four edge beams (SB01 UC 203×203×46 mm),

as shown in Figure 1c. Figure 1b shows the support detail used to transfer the loading from the

floor panel to the column (SC01 UC 203×203×46 mm). The size and shape of this structure

made it a perfect test bed to try the new wireless FRF-based modal testing technique to measure

its sway modes of vibration.

(a) Isometric view (b) Floor support detail

(c) Side view (d) Underneath view

Figure 1: Reconfigurable test-bed floor panel structure

3 MODAL TESTING SETUP

The main purpose of this modal testing exercise was to prove the feasibility of the novel

modal testing system which had to satisfy the following requirements:
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1. Fast in-situ setting up; this was facilitated by using wireless accelerometers;

2. Suitable for modal testing to estimate horizontal sway modes; facilitated by electrody-

namic shakers able to generate a full range of measurable excitation forces in the hori-

zontal direction with sufficiently low frequency content, and

3. Ability to measure as precisely as possible modal damping ratios and investigate non-

linear behaviour; this was facilitated by SIMO (single-input multi-output) FRF-measurement

and modal testing strategy.

The significant novelty of the wireless system was that both the force and acceleration re-

sponses were recorded simultaneously using oven controlled crystal oscillator (OCXO) tech-

nology [3] for synchronisation of otherwise disconnected channels for acquiring the excitation

force (by measuring acceleration of the known shaker moving mass) and the corresponding

structural response. The use of this high-precision OCXO-synchronized data acquisition sys-

tem meant that there was no need for any wired or wireless radio (GPS, Wi-Fi, UWB, GMS,

3G/4G/5G, etc.) connection while acquiring fully synchronised force and structural response

data enabling FRF estimation.

The key reason for the above requirements is that the system had to be deployable in fully

operational tall timber buildings, so as little as possible disruption and safety considerations

dictated the need for a system which is fast to set-up and does not need wires running across

floor levels which are notorious time consuming to setup and potentially unsafe due to tripping

hazard.

3.1 Test grid and setup

Figure 2 shows the test grid featuring 15 test points (TPs) used in the modal testing. At

each TP Honeywell QA750 force balanced accelerometers were placed to measure positive

acceleration in the positive x direction, as shown in Figure 2. Moreover, two APS Dynamics

Inc. shakers (Model 400) were positioned both at TP11 (denoted with two magenta triangles),

to excite the structure horizontally in the x direction at a single degree of freedom. Therefore,

for the purpose of the FRF estimation, TP11 was chosen as a reference point.

Figure 2: Test grid. Two horizontal shakers were positioned at TP11
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Figure 3a shows the test structure instrumented in the VES laboratory. The five yellow boxes

are the OCXO-synchronised data loggers. Up to four horizontally positioned QA750 sensors,

as shown in Figure 3b, were connected to the data logger.

Figure 3: Photo of the test structure and equipment

Due to the limited number of the OCXO data loggers and accelerometers not all 15 test points

and two shakers were possible to instrument with accelerometers at the same time. Therefore,

the modal testing using the OCXO-based system was divided into acquiring two sets of FRF-

data. The first set covered two shakers and 12 test points (TP1-12), and the second set covered

again two shakers and the remaining three test points (TP13-15).

After finishing the OCXO-based input-output measurements, a well established and qual-

ity assured standard FRF-measurement method was used with the wired accelerometers in the

measurement chain where the data acquisition and processing were done by a 20-channel Data

Physics DP730 spectrum analyser (SA). This was done to obtain nominally identical FRF data

for validation of the FRFs measured using the OCXO data loggers. Only excitation and re-

sponse measurements pertinent to the x-direction (Figure 2) were carried out.

3.2 Methodology for measuring FRF data wirelessly

Figure 4 shows the block diagram representing the methodology of the OCXO and SA sys-

tems.

To run and control the ’wireless’ FRF measurement using OCXO data loggers, a minimum

wired system featuring SA was part of the measurement chain. This was done for two reasons:

1. To make use of the SA’s ability to generate and post-process input-output data for a range

of very useful excitation forcing functions traditionally used in FRF measurements (ran-

dom, chirp, stepped sine and swept since, etc.), and

2. To quality assure OCXO-based FRF measurements considering that the OCXO data are

not being monitored during the modal testing. Therefore, to check how the modal test
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Figure 4: FRF-based modal testing scheme combining the ’wireless’ OCXO-based

measurement of FRFs across the whole structure with the limited ’wired’ SA-based

point-accelerance FRF measurement

was progressing a minimum wiring was used to measure only the point-accelerance FRF

at TP11 using the SA in parallel with the OCXO system.

Such traditional SA-based FRF measurement was instantaneously available for visual in-

spection to determine if sufficient quality FRF data was being obtained and how many averages

were used. The key underlying assumption was that the nominally identical OCXO-based FRF

data, calculated using a different set of accelerometers just for the FRF point accelerance mea-

surement, would - after post processing - produce the same FRF data as the SA-based coun-

terpart. A key purpose of this testing exercise was to check if such assumption was correct.

Normally, in point-accelerance FRF measurements pertinent to the building sway modes, the

excitation shaker(s) and the data acquisition centre are very close towards the top of the building

so there is no need for long wiring across several floor levels.

Therefore, at the reference test point, each of the two shakers had two sensors: one connected

to the SA (wired) and the other to the OCXO data logger (wireless) (Figure 3c). In particular,

one yellow OCXO box near TP11 and collecting the response data from that point and shakers

acted as a ’master clock’ for other OCXO boxes facilitating response measurements at other

response points. This ’master clock’ was then used synchronise other ’slave clocks’ at the other

locations. After the OCXO time synchronisation, each yellow box would have the same time

clock a negligible delay of less than one micro-second was expected and the structural input-

output measurement could start.

3.3 Methodology for measuring FRF data using wired system

Figure 5 shows photo of wired accelerometers at all 15 TPs featuring six 4-channel extension

reels, external signal conditioners and DP730 spectrum analyser.

It can be seen that all connection cables and extension reel cables had to pass over the struc-

ture to the standard 20-channel SA-based data acquisition system. In a real building situation,

cables from extension reels would run across many floors and over many floor levels making
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(a) Photo of modal testing (b) Photo of data acquisition system

Figure 5: Modal testing setup up using a standard ’wired’ SA-based setup

their safe installation in an operational building time consuming and overall management quite

challenging from health and safety as well as efficiency points of view. Figure 6 shows a stan-

dard ’wired’ FRF measurement setup.

Figure 6: FRF-based modal testing scheme based on the standard ’wired’ setup featuring

SA-based measurement of all FRFs

4 FORCE AND ACCELERATION RESPONSE DATA PROCESSING, FRF CALCU-
LATION AND CURVE FITTING, AND ESTIMATION OF MODAL PROPERTIES

Figure 7 shows two raw data sample histories (sample number on the horizontal axis and

voltage amplitude on the vertical axis) pertinent to the acceleration of the shaker armature.

These two sets of data were recorded using two accelerometers connected side by side to the

shaker armature (Figure 3c), so they represent nominally the same information. However, the

blue trace was acquired using the OCXO data logger, and the red trace using the SA data

acquisition. Although the two traces are nominally identical there is an unknown time shift

between them. Strictly speaking, the duration of the time shift is not needed considering that

the OCXO boxes were all synchronised. However, as the OCXO system was new there was

a need to validate it against the SA data which were treated as a ’gold’ standard. For that, at

the end of the random excitation driven by a signal from the SA, the shaker mass was moved
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manually to create a clear ’reference event’ which was then used to determine exactly the time

delay between the OXCO and SA data. This was found to be consistent across all comparable

sets of OCXO- and SA-recorded data pertinent to the point mobility measurements enhancing

confidence in the OXCO-recorded data. This delay was used to shift all OXCO-recorded data

to look like the SA-recorded data to enable easier visual comparison.

Figure 7: Comparison of the raw OCXO- and SA-recorded data pertinent to the shaker force

measured by measuring acceleration of the known armature mass

Figure 8 provides a visual comparison of such two sets of data. It can be seen that the two

sets of data are very much identical for practical purposes which validated the OCXO-recoded

data.

(a) Voltage time history showing the

manual mass movement

(b) Voltage time history after removing the

manual movement

Figure 8: The raw OCXO- and SA-recorded voltage data pertinent to the shaker force, plotted

one above the other

The raw data was then converted into a time history and scaled. Figure 9 shows examples of

the random excitation and response, using the two data acquisition systems.

(a) Total input force (b) Acceleration at reference point

Figure 9: Examples of total random excitation force (input) and the relevant acceleration at the

refer-ence test point TP11
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It can be seen that the two sets of overlaid time histories are very much identical with some

negligible discrepancies appearing on the acceleration response data.

The FRF was calculated between the total input force and all measured acceleration re-

sponses at 15 test points. The total input force from the two simultaneously running shakers

was obtained by simple summing of the two shaker random forces measured as each shaker

was driven by the same random force signal generated by the SA, part of single-input multiple-

output (SIMO) modal testing process. Therefore, in total, 15 FRFs were measured. In total,

4096 data blocks of 53 s duration were acquired. FRFs were estimated using 75 % overlap of

the data blocks and a total of 100 averages in conjunction with the Hanning windowing. This

yielded a frequency resolution of 0.01875 Hz.

Figure 10 shows the point-accelerance FRF measured at TP11 for the first 12 TPs (FRF set

1) and the remaining 3 TPs (set 2).

(a) Set 1 reference FRF (b) Set 2 reference FRF

Figure 10: Point-accelerance FRF magnitudes for FRF sets 1 and 2

Although measured at different times, assuming that the structure is linear and time-invariant

those two reference FRFs should, of course, be identical, as they clearly very nearly are.

In addition, it can also be seen in Figure 10 that the SA- and OCXO-based measurements

were consistent and for practical purposes identical. Therefore, the OCXO high-precision syn-

chronised wireless system was proven to be of sufficient quality to carry out reliable FRF mea-

surements. Using the 15 OCXO-measured FRFs, Figure 11 shows their magnitudes and phases,

and the curve fitting results for the first three sway modes of vibration measured.

(a) FRF magnitude (b) FRF phase

Figure 11: All measured FRF magnitudes and phases (black traces), including the curve-fitting

results (red traces)

FRF and curve-fitting data in Figure 11 indicates good quality of the data and fitting. The
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curve-fitting used that the SIMO polynomial fitting ([4]). The lowest three modes identified in

Figure 11 are shown in Figure 12.

Figure 12: First three horizontal sway modes

The first mode at around 7.96 Hz is a clear sway in the x-direction, whereas the second mode

at around 11.78 Hz is an antisymmetric twisting of the floor plate. The third mode at around

14.23 Hz implies an in-plane motion of the middle line engaging the ’strip’ connection between

the SPS plates in the horizontal direction. All three modes are logical for this type of structure.

Table 1 summarises the modal properties of the structure using OCXO and SA systems. The

relative errors of the natural frequencies and modal damping ratios were calculated and are also

presented in Table 1.

Mode

number

OCXO Spectrum analyser Relative error MAC

value
Modal

frequency

(Hz)

Modal

damping

(%)

Modal

frequency

(Hz)

Modal

damping

(%)

Frequency

(%)

Damping

(%)

1 7.97 0.96 7.96 0.98 0.17 2.25 0.994

2 11.78 1.12 11.77 1.20 0.08 6.29 0.976

3 14.23 0.32 14.26 0.32 0.19 2.91 0.957

Table 1: Comparison of OCXO and SA-based modal properties

The natural frequency error is smaller than 0.2 %, whereas the damping ratio has the max-

imum error of approximately 6 %. The table also gives the modal assurance criterion (MAC)

value ([5]). The MAC calculation is used to compare the level of similarity of the two sets

of mode shapes. For each pair of the SA- and OCXO-estimated mode shapes the MAC is al-

most 1, which means that the identified mode shapes are very similar, indeed. In conclusion, the

SA- and OCXO-based data acquisition methods produced almost identical modal testing results

validating the described OCXO-based ’wireless’ methodology for the FRF data gathering.

Finally, Figure 13 shows measured and regenerated (using modal data for the first four es-

timated modes) point mobility FRFs at TP11 - for SA- and OCXO-based data acquisition sys-

tems.
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(a) SA-based (b) OCXO-based

Figure 13: Point mobility FRFs at TP11 – Left: SA-based measured and regenerated; Right: -

OCXO-based measured and regenerated

It can be seen that the measured and regenerated FRFs are very close indeed, validating again

the OCXO-based approach.

5 CONCLUSIONS

This paper proposes a new methodology of using OCXO high-precision synchronised wire-

less accelerometers for FRF measurements. The aim was to demonstrate the feasibility of the

OCXO-based system for use in high-rise building FRF measurement. Therefore, two nominally

identical FRF-based modal tests were carried out on a 15-tonne laboratory-based test floor in

order to measure its horizontal ’swaying’ modes of vibration using:

1. A well-established and quality assured ’wired’ system based on a 20-channel spectrum

analyser, and;

2. OCXO-based wireless system.

It was shown that the two methodologies produce almost identical modal testing results and

that the OCXO-based method is efficient robust and reliable for field utilisation on high-rise

buildings.
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 This paper claims that a major source of error in Seismic Analysis of Structures is 
the assumptions used to scale up from component- to system-level behavior. It also claims that 
validation of numerical models should be performed statistically. As a statistical validation 
requires multiple virgin specimens, the paper suggests the use of a 3D printer to construct the 
reinforcement of microRC specimens (1:40) to be tested in a geotechnical centrifuge. It presents 
some first tests on gypsum-based microconcrete, additively manufactured rebars with diame-
ters as low as 0.35mm, and small scale RC beams. The properties observed seem to resemble 
the ones of full scale RC components. Given the material properties, Opensees is able to accu-
rately capture the behavior of the microbeam. 
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Abstract. A new device has been developed for the direct measurement of soil strains under
earthquake loading in centrifuge testing. The main body of the device is a potentiometer used
to measure soil deformation directly. Two MEMS accelerometers are attached to either end
of the device to obtain soil deformation as a semi-direct measurement method. Two different
centrifuge models, a level sand bed and a slope, were prepared with dry sands to achieve small
and large soil deformation, respectively. A series of model earthquake motions were applied
to the centrifuge models. The strains obtained with the new devices are compared with the
indirect measurement of Piezo-electric accelerometers. It is found that this new direct method
to measure soil strain could be applicable for medium to large soil deformation, that is, in the
case of relatively strong earthquakes.
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1 INTRODUCTION

Soil deformation induced by earthquakes can cause damage to structures and even pose a

threat to human life. An important parameter in seismic analyses is soil strain. However,

obtaining accurate measurements of strain remains challenging. Currently, the most widely-

used measurement methods in geotechnics can be classified into two types, sensor-based and

image-based methods.

Sensor-based methods generally involve two kinds of sensors, displacement measurement

sensors (e.g., LVDTs, LDTs, laser displacement sensors and FBG sensors) and acceleration

measurement sensors (e.g., MEMS and Piezo-electric accelerometers). However, most widely

used displacement measurement sensors, such as LVDTs, LDTs and laser displacement sensors,

are placed outside the soil mass and are used to measure the movement of the soil adjacent to

the boundary [2, 4, 6], and thus their measurements are likely to suffer from boundary effects.

To measure soil deformation within soil, FBG sensors came into use [13]. However, data pro-

cessing for such sensors involves assumptions about parameters in calculation of displacements.

Furthermore, these FBG sensors are costly and too delicate to be deployed widely under strong

earthquake loading. In contrast, unlike displacement measurement sensors, acceleration mea-

surement sensors can be placed within soil and indirectly provide displacements through double

integration for strain calculation [14]. The problem of acceleration measurement sensors is that

the numerical errors induced by integration in data processing may affect the accuracy of the

results.

Image processing techniques comprise two methods, the Computerized X-ray tomography

(CT) [10] and Particle Image Velocimetry (PIV) [11, 12]. Although the CT method can measure

internal deformation, some intrusive marking may be required, disturbing the soil models that

are being tested. In the PIV technique, soil deformations are defined across transparent surfaces,

and thus the results suffer from boundary effects. Moreover, in dynamic tests costly high-speed

cameras are necessary, making this technique expensive to apply.

This paper presents a new device developed to obtain soil strain within soil directly based

on measurements of relative displacements of soil columns. The performance of this device

is evaluated in comparison with a common method using dynamic centrifuge testing which is

currently the most advanced experimental method available. The applicability of the new device

is discussed based on the results in soil deformation analyses.

2 METHODOLOGY

A new device-based method and a common method used in this research are introduced. The

detailed calculation process of soil characteristics, including shear stress, strain, shear moduli

and damping, is demonstrated. Information on model preparation, testing programs, and signal

processing is provided.

2.1 New device-based method

A new device (Figure1(a)) is used to obtain dynamic strains in this research. The device is

comprised of two kinds of instruments, a potentiometer and two MEMS accelerometers. The

potentiometer is used for direct measurement of displacements between the two aluminium

plates. The two accelerometers are used for measurement of accelerations of either plate. With

these accelerations, the displacements between the two plates can also be calculated via double

integration. In this research, the displacements are caused by the horizontal and shear defor-

mation of the small column confined by the two plates attached to the device during seismic
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loading. In Figure 1(b), a unit volume is used to explain the principle of the calculation of

strains. Since the measured or calculated relative displacements are applied to a soil column

with realistic dimensions, those displacements should be normalised by their real lengths. Such

normalised displacements also represent linear strains εxx. Thus, shear strains can be obtained

from

γ = εxx1 − εxx2 (1)

where εxx1 and εxx2 are the linear strains at the top and bottom surface of the soil block, respec-

tively.

(a) A view of a new device. (b) Measurement principle.

Figure 1: New device for direct strain measurement.

2.2 Absolute acceleration-based method.

Two different equations are available for estimating shear strain. The shear strain at the

mid-point between two adjacent accelerometers can be expressed as

γ =
Δu

Δz
(2)

where Δu is the difference of displacements obtained from the records of the two accelerome-

ters, and Δz is the difference of the two depths at which the two accelerometers are placed. For

the case of a vertical array of accelerometers, Zeghal et al. [15] derived the shear strains γi at

the depth of Δzi, as

γi (zi) =
1

Δzi−1 +Δzi

[
(ui+1 − ui)

Δzi−1

Δzi
+ (ui − ui−1)

Δzi
Δzi−1

]
(i = 2, 3, 4 · · ·) (3)

where the subscript i is the number of the accelerometers.

Shear stress can be calculated based on absolute accelerations. Applying the classic beam

theory, Brennan et al. [1] derived an equation to obtain the shear stress τ at the depth zi, written

as

τ (zi) =
1

2
ρ
[üizi

2 + üizi (zi − 2z1)]

(zi − z1)
(4)

where ρ is the density of the sand.
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2.3 Mohr’s circle of strains

Mohr’s circles of strains aim to present relationship between the normal strains and half of

the shear strains of the unit volume. Two points, (εyy, γyx/2) and (εxx,−γxy/2), are needed to

plot Mohr’s circles. In this research, the normal strains perpendicular to the moving direction of

the shaft of the potentiometer are assumed to be zero (i.e., εyy = 0 under plane strain condition).

Thus, with the linear strains obtained from the new device and the shear strains obtained based

on the absolute accelerations, the Mohr’s circles of strains can be plotted.

2.4 Shear modulus and damping

Shear stress-strain loops are plotted with the calculated shear stress and strain from the ab-

solute accelerations. The ratio of the magnitude of stress to the magnitude of strain is regarded

as the shear modulus [1]. The obtained shear moduli G are normalised by small-strain mod-

uli Gmax which were obtained with an air hammer developed by Ghosh and Madabhushi [3],

following the expression

Gmax = ρ vs
2 (5)

where vs is the velocity of the shear wave created by the air hammer. The equivalent damping

ratios D can be obtained from these loops, following the equation

D =
W

2π We

(6)

where W is the total energy dissipation during each loop andWe is the energy dissipation in the

equivalent elastic system. Specifically, W equals to area of each loop, while We equals to the

area bounded by the representative line segment in the calculation of G and the strain axis.

2.5 Model preparation and test program

The preparation of a level sand bed model and a slope model at an angle of 30◦ were con-

ducted with an automatic sand pouring machine [7], using dry Hostun sand. The maximum and

minimum void ratios of the sand are 1.01 and 0.555 respectively, and the specific gravity of the

sand grains is 2.65 [8]. Some 1-g shanking table tests were conducted under different seismic

motions, but the new device was unable to capture the soil movement, indicating that the new

device lacks high sensitivity. For this reason, the two models were both prepared with loose

sand whose relative densities were 33% and 36% respectively. Both models were tested at 50-g

level in the Turner Beam Centrifuge at Cambridge University. The instrumental layouts of the

two models are illustrated in Figure 2. Table 1 shows the properties of the earthquakes for both

tests. This research focuses on the single sinusoidal signals with the main driving frequencies

ranging from 0.8 Hz to 1.2 Hz over 10 cycles.

2.6 Signal processing

The key to obtaining correct strain is appropriate signal filtering. Under-filtered signals,

especially those involving low-frequency components, result in significant errors during inte-

gration of the accelerations. Such errors cause invalid shear stress-strain loops and as a result to

inaccuracies in the determination of shear moduli and damping ratios. On the other hand, over-

filtering, producing perfectly smooth stress-strain loops, damages part of the real signal. The

signal filtering in this research is based on plots of fast Fourier transform (FFT). A band-pass

filter with a frequency range of 0.4 Hz to 5 Hz was employed for EQ4 in Test-1.
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(a) (b)

Figure 2: Instrumental layout of: (a) level sand bed model (b) slope model.

Test-1 (level sand) Test-2 (slope)

EQ no. Frequency (Hz) Max. acc. (g) EQ no. Frequency (Hz) Max. acc. (g)

EQ1 1 0.04 EQ1 1 0.06

EQ2 1 0.21 EQ2 1 0.26

EQ3 0.8 0.14 EQ3 0.8 0.20

EQ4 1.2 0.25 EQ4 1.2 0.34

EQ7 2.6 0.27 EQ5 2.6 0.38

Table 1: Experimental programs of both tests in prototype-scale.

3 DYNAMIC STRAINS IN THE LEVEL SAND BED

3.1 Absolute acceleration based results

The five Piezo-electric accelerometers recorded the absolute accelerations at different ele-

vations in the sand, as shown in Figure 3(a). The amplitudes of accelerations increased with

decreasing depth, i.e. amplification, indicating smaller stiffness at smaller depths. The accelera-

tion amplification ratio is defined as the ratio of the average peak accelerations in two horizontal

directions to the average peak acceleration of the input signal. Figure 3(c) displays the variation

of the ratios with depth for four earthquakes, suggesting that the magnitudes of the earthquakes

had marginal effect on the amplification ratios.

The corresponding absolute displacements (Figure 3(b)) were obtained by double integration

of the absolute accelerations. Only the cyclic displacements are displayed, since Piezo-electric

accelerometers do not respond to the low-frequency components well. The displacements be-

came larger at smaller depths, that is, the larger soil deformation occurred in the shallower

layers.

3.2 New device-based results

The accelerations measured by the MEMS accelerometers represent the movement of the

two plates of the new device. The relative accelerations, that is, the difference between the

two sets of the accelerations, are shown in Figure 4(a). Similar to the variation of the absolute

accelerations, the relative accelerations increased towards the sand surface. The comparison

between the measured and integrated relative displacements is presented in Figure 4(b). The

accelerometers captured the soil movement, while the potentiometers failed to record useful

movement, indicating that the potentiometers may lack sensitivity for small deformation mea-

surement. Thus, the data obtained from MEMS accelerometers are focused on for the following



Xiaoyu Guan, Gopal S.P. Madabhushi and Mark Talesnick

0 2 4 6 8 10 12 14 16
Time (s)

-0.5
0

0.5

A
cc

.(
g

) Max acc. = 0.61 g
Min acc. = -0.52 g

Piezo01

0 2 4 6 8 10 12 14 16
Time (s)

-0.5
0

0.5

A
cc

.(
g

) Max acc. = 0.53 g
Min acc. = -0.54 g

Piezo02

0 2 4 6 8 10 12 14 16
Time (s)

-0.5
0

0.5

A
cc

.(
g

) Max acc. = 0.54 g
Min acc. = -0.56 g

Piezo03

0 2 4 6 8 10 12 14 16
Time (s)

-0.5
0

0.5

A
cc

.(
g

) Max acc. = 0.49 g
Min acc. = -0.53 g

Piezo04

0 2 4 6 8 10 12 14 16
Time (s)

-0.5
0

0.5

A
cc

.(
g

) Max acc. = 0.35 g
Min acc. = -0.32 g

Piezo05

(a) Absolute acceleration records.

0 2 4 6 8 10 12 14 16
Time (s)

-0.1

0

0.1

D
is

p
. (

m
) Max disp. = 0.095 m

Min disp. = -0.096 m

Piezo01

0 2 4 6 8 10 12 14 16
Time (s)

-0.1

0

0.1

D
is

p
. (

m
) Max disp. = 0.084 m

Min disp. = -0.085 m

Piezo02

0 2 4 6 8 10 12 14 16
Time (s)

-0.1

0

0.1

D
is

p
. (

m
) Max disp. = 0.074 m

Min disp. = -0.075 m

Piezo03

0 2 4 6 8 10 12 14 16
Time (s)

-0.1

0

0.1

D
is

p
. (

m
) Max disp. = 0.066 m

Min disp. = -0.07 m

Piezo04

0 2 4 6 8 10 12 14 16
Time (s)

-0.1

0

0.1
D

is
p

. (
m

) Max disp. = 0.041 m
Min disp. = -0.045 m

Piezo05

(b) Absolute displacement records. (c) Amplification ratios.

Figure 3: Dynamic response of sand during EQ4 in Test-1.

analyses of Test-1.

A comparison between the absolute acceleration- and relative acceleration-based shear strains

is shown in Figure 4(c). The dynamic shear strains from the MEMS accelerometers are gener-

ally smaller than those from the Piezo-electric accelerometers. Furthermore, the difference was

larger at the larger depth (11.7 m). This is possibly because of the friction between the shaft

and the housing, preventing the plates from moving freely with the soil.
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Figure 4: Results of dynamic analysis of the level sand bed subjected to EQ4: (a)relative acceleration histories

from MEMS acceleometers (b)comparison between calculated displacements from MEMS accelerometers and

measured displacements from potentiometers (c)comparison between shear strains from MEMS accelerometers

and those from Piezo-electric accelerometers.

3.3 Shear modulus and damping

To plot normalised shear modulus degradation curve, an air hammer test at 50-g level was

conducted to obtain Gmax and the corresponding shear moduli in the test were obtained with

the accelerations measured by the Piezo-electric accelerometers. The shear modulus curves

based on two empirical equations proposed by Hardin and Drnevich [5], and Oztoprak and
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Bolton [9] are presented for comparisons with the shear moduli obtained in this test. Figure

5(a) shows the experimental results are within the boundary of the two empirical curves and are

generally closer to the curve of Oztoprak and Bolton [9]. These results seem to form a trend

line, consistent with the empirical curves. Regarding the damping ratios, Figure 5(b) shows that

the experimental results are generally above the empirical curve of Hardin and Drnevich [5],

suggesting higher level of damping in the sand.

(a) Shear modulus degradation curve. (b) Damping curve.

Figure 5: Variation of shear modulus and damping with strain.

4 DYNAMIC STRAINS IN THE SLOPE MODEL

The dynamic response of a level soil bed subjected to the strong earthquake EQ4 has been

analysed with the data obtained in Test-1, but the response of the potentiometers indicates low

sensitivity. Therefore, a slope model, in which larger soil deformation tends to occur, was

tested, and the results are presented and discussed.

4.1 Absolute acceleration based results

Table 2 shows that the accelerations at the slope crest (see Piezo-05 and -06) were larger than

other locations around the slope. The difference between the peak +ve and –ve accelerations

decreased, indicating soil sliding along the slope. Furthermore, the difference became smaller

from the crest to the base.

Piezo no. Depth in the slope (m) Max. acc. (g) Min. acc. (g)

05 1 0.41 -0.58

06 4 0.46 -0.59

07 1 0.28 -0.39

08 4 0.36 -0.42

10 1 0.38 -0.41

Table 2: Absolute accelerations around the slope during EQ4 in Test-2.
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4.2 New device-based results

Following the same procedure of analyses of Test-1, the relative displacements measured by

potentiometers and those calculated from accelerations are shown in Figure 6(a). The displace-

ments agree with each other well. However, the relative displacements from accelerations are

slightly different from those measured directly. Such a discrepancy could result from signal

filtering, as the measured accelerations were filtered more than the measured displacements.

Moreover, the noise may have different phases, that is, the calculated displacements can be

larger or smaller than the measured ones. In addition, the linear strains were larger at the deeper

layer than at the shallower layer of the mid-slope (Figure 6(b)). This could indicate the existence

of slip plane.
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Figure 6: Result comparisons based on the various measurement methods during EQ4 in Test-2.

The potentiometers producing satisfactory relative displacement time-histories, the corre-

sponding cyclic shear strains are compared with those calculated based on the absolute accel-

erations in Figure 6(b). As expected, the shear strains from relative accelerations and relative

displacements show a good match. However, the cyclic strains based on the measurements of

the Piezo-electric accelerometers are approximately 1.5 times larger than those based on the

measurements of the new devices. The friction between the shaft and the housing of the poten-

tiometer could be the primary reason. Additionally, the numerical errors could also cause the

discrepancy.

4.3 Mohr’s circles of strains

The maximum cyclic linear strains and maximum shear strains during the same cycle were

used for Mohr’s circles (Figure 7). Generally, the radii of circles at each location decreased with

the number of cycles, indicating increasing soil stiffness. Additionally, the largest radii were

seen at the slope crest (Figure 7(a)), while the smallest radii were observed at the mid-slope

near the surface (Figure 7(b)). This indicates that larger soil deformation occurred at the crest,

where confining pressures were relatively small.



Xiaoyu Guan, Gopal S.P. Madabhushi and Mark Talesnick

(a) (b) (c)

Figure 7: Mohr’s circles of strains.

5 CONCLUSIONS

This research has developed and tested a new device to measure soil deformation and ver-

ify the applicability of the new device. Two dynamic centrifuge tests were conducted on a

level sand model and a slope model, respectively. Four new devices were used to measure soil

strains directly based on a new principle. The results obtained with this new direct measure-

ment method were compared with those obtained with a commonly-used indirect measurement

method.

This research shows that the accelerations measured in the sand in both tests increased to-

wards the sand surface, but the magnitudes of the earthquakes had a negligible impact on such

acceleration amplification. This confirms that soil deformation is larger where confining stress

is smaller. It was also found that the shear moduli calculated in the tests are generally within the

boundary of the two empirical equations proposed by Hardin and Drnevich [5], and Oztoprak

and Bolton [9], respectively. Specifically, those shear moduli fall closer to the curve presented

by Oztoprak and Bolton [9]. For damping ratios, they fall generally above the empirical curve

presented by Hardin and Drnevich [5]. This curve may be more applicable to the strain range

from 0.15% to 1% under similar site conditions, as the experimental damping ratios are closer

to it within this range. Another major finding is observed in the results obtained in Test-2 where

the larger soil deformation was simulated, that is, the displacement records of the potentiome-

ters show a good agreement with the calculated displacement histories based on the records of

the MEMS accelerometers. It is, therefore, concluded that the new device could be applicable

for large soil deformation.

However, it should be noted that the discrepancy between the results obtained from the new

measurement methods and those obtained from the widely-employed method proposed by Bren-

nan et al. [1] is still clear. As indicated by the experimental results in this research, the friction

between the housing and shaft tends to affect the data significantly. Thus, more efforts should

be made to reduce or even eliminate the friction in future research. Despite the discrepancy, this

research undoubtedly provides some valuable evidence that this new measurement device can

provide valid results with further improvement.
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 Non-structural unreinforced masonry (URM) walls are generally consisted of ce-
ment bricks and mortar used for joint material. Bricks in masonry works should be completely 
glued on bed and head-joints with sufficient thickness. In typical masonry construction, varia-
tion of thickness and recess of bed and head-joints is inevitable and they are important physi-
cal parameters that can be used in determining the construction quality of masonry works.
Thus, it is necessarily required to investigate the influence of construction quality on the 
structural properties of an URM wall. As preliminary investigations, this study experimentally 
evaluates the effects of construction quality to the diagonal tension behavior of a masonry
unit. The effects are discussed with selected test parameters, thicknesses and recesses of joints
which can be considered to be critical quantities to erection time related to the construction 
quality of the test specimens. Test results present that the failure modes of the specimens are 
considerably dependent upon the construction qualities and their strength and elastic modu-
lus increase in the specimen with better construction quality presenting the smaller recess
and the larger thickness of the bed and head-joints.
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Seismic Building Design Code and Commentary 
(Korean Building Code), KDS 41 17 00

Minimum Design Loads and Associated 
Criteria for Buildings and Other Structures, ASCE/SEI 7-16

Korean Construction Specifica-
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Seismic Evaluation and Retrofit of Exist-
ing Buildings, ASCE/SEI 41-06



 A part of reinforced concrete structures are always subjected to dynamic repeated 
loading and simultaneously subjected to liquid water from an external source such as rains. 
These structures, especially the old ones, have numerous surface cracks that allow water to 
penetrate concrete and reach steel-concrete interface and subsequently affect the bond be-
tween concrete and steel bars. Against this issue, a fatigue pull-out test was carried out with 
supplying of water to investigate experimentally the bond behavior between the concrete and 
a deformed bar by using digital image correlation technique (DIC).A fatigue pull-out test was 
applied to a deformed steel bar which was embedded in a concrete specimen. The specimen 
had a trapezoidal “window,” which allows full continues observation and measurements of 
concrete or cement paste displacements and subsequently strains by recording high-
resolution digital video which was later analyzed by DIC software. The experiment focuses on 
the failure mechanism of the deformed bar from the concrete and the mechanism of the 
sludge’s formation in the vicinity of the deformed bar. The results show that the actual defor-
mations of concrete in case of fatigue test were captured well in both positive and negative 
direction of loading by using the DIC technique and they matched the past results. Also, the 
experimental results show that the pull-out failure of the deformed bar occurred due to the 
failure inside the concrete, not through the interface between the concrete and the deformed 
bar.
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In this study, the seismic performance evaluation is performed for the connection 
method each support elements and the anchoring interval of support elements panel system 
among several types of cladding system. The anchoring of the general support elements panel 
system is installed at intervals of 1,000mm. In order to grasp the problem, the concrete filled 
channel is installed in the test frame. It is implemented to realize the site situation. The spec-
imens consist of 6 types according to the connection method and the anchoring method. In the 
experiment, the shake table test was carried out in the in-plane direction for 6 specimens, in-
cluding the construction examples using the steel frame. Because the experiment considered 
in-plane direction displacement depending on the sensitivity of the cladding. After each seis-
mic simulation test, damage is visually inspected, and used as a basis for evaluating seismic 
performance. The maximum response drift angle of test frame was measured at 4% rad. The 
damage type was defined by performance levels, in order to compare the observed damage by 
visual inspection according to the measured response drift angle. Finally, the fragility analy-
sis of support elements panel system was conducted based on the previous seismic perfor-
mance evaluation data.   























ICC Evaluation Service

Journal of the Earthquake Engineering 
Society of Korea

Thin-Walled 
Structures

Journal of the Earthquake Engineering Society of Korea

Engineering Structures



In this paper, shaking table tests was conducted to evaluate the seismic performance 
according to the edge clearance of the glazing curtain wall system. Most tests on glazing 
curtain wall systems in Korea have been carried out by assessing airtightness and water-
tightness to determine the stability in the out-plane direction. However, in the case of an 
earthquake, the stability in the in-plane direction is also important for glazing curtain wall 
systems. Therefore, the in-plane seismic performance of glazing curtain wall system is 
evaluated by calculating the edge clearance using the domestic seismic design standard (KDS 
41 17 00:2019, 18.3.4) and applying the results as the experimental variables. The acceleration 
spectrum used in the experiment was derived by considering ICC ES AC-156, the foreign 
shaking table test method for non-structural elements, and KDS 41 17 00:2019. The excitation 
was gradually increased by adjusting the acceleration scale of the artificial seismic waves. The 
purpose of this experiment is to evaluate the seismic performance of glazing curtain wall 
systems in terms of the edge clearance for the same earthquake. To evaluate the seismic 
performance corresponding to the test results, a damage assessment was conducted through a
visual inspection. After the experiment, the damage limits for each performance level of the 
glazing curtain wall were newly defined, and the requirements for the relative displacement of 
the glazing curtain wall systems Korea were verified.





























 Earthquakes are a major threat to monuments and to museums and their valuable 
contents worldwide. The protection of cultural heritage structures and also of museums and 
their treasures against earthquakes is hence a top priority. The paper will present large scale 
shaking table tests on cultural heritage assets and will emphasize on the use computing mod-
els in tandem with experimental testing. More specifically, the paper will present an extensive 



experimental campaign on the seismic response of artefacts, with emphasis on statues and 
busts. The tests have been carried out in the framework of SEREME project (Seismic Resili-
ence of Museum Contents) at the AZALEE seismic simulator of CEA in Saclay, Paris under 
the auspices of the EC funded SERA project. The aim is to understand the seismic response of 
statues and busts and then develop novel and cost-effective risk mitigation schemes for im-
proving the seismic resilience of museum valuable contents. The study is focused on the inves-
tigation of the seismic response of two real-scale marble roman statues and three busts of 
three roman emperors standing on pedestals of different types and size. Both non-isolated and 
seismically isolated artefacts are considered, while two new and highly efficient base isola-
tion systems, tailored to art objects, have been tested. The first isolator is a pendulum-based 
system, while the second utilizes Shape Memory Alloy wires. Specifically tailored, numerical 
models of varying complexity, for single and two-block rocking systems, were developed for 
the needs of this study and are also assessed against the experimental results. 



























Bulletin of Earthquake Engineering

Materials and Structures

Earthquake Eng.
Struct. Dyn

Bulle-
tin of the Seismological Society of America

Soil Dynamics and Earthquake En-
gineering



Journal of Engineering Mechanics

Proceedings of the Royal Society of London A: Mathematical,
Physical and Engineering Sciences

Earthquake Eng. Struct. Dyn

Earthquake Eng. Struct. Dyn.

Earthquake Eng. Struct. Dyn.

Earthquake Eng.
Struct. Dyn.

Earthquake Eng. Struct. Dyn.

International
Symposium on Advances of Protection Devices for Museum Exhibits

Earthquake Eng. Struct. Dyn.

En-
gineering Structures

Engineering Structures

Proceedings of 10th international conference on Structural
Analysis of Historical Constructions (SAHC 2016)

Earthquake Eng. Struct. Dyn.

4th Hellenic National Conference on Earthquake
Engineering and Technical Seismology



Nonlinear response history analysis (NRHA) is the most accurate seismic perfor-
mance assessment method but it can be computationally intensive when it is applied to multi 
degree of freedom (DOF) structural systems. Machine learning techniques have gained in-
creasing interest in engineering fields and can consist a powerful tool for reliable predictions 
with their ability to quickly and accurately identify trends or patterns through experimental or 
artificially generated data. In this study, we propose a robust machine learning pipeline to 
estimate the nonlinear response analysis of multi-DOF systems in terms of their maximum dis-
placement/ductility aiming to eliminate the computational cost of the NRHA analysis. A pulse 
extraction process is used to quantify the wavelet parameters of a ground motion records which,
along with the material parameters of the structural system consist the training data set. It is
shown that adequate predictions were obtained through the validation of various benchmark
structures which can act as a reference tool for an engineer in practice.
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Abstract. The aim of this paper is to use Artificial Neural Networks (ANNs) to solve a nonlinear
inverse stochastic problem to identify a random process related to the stiffness of the vocal folds
in a voice production model. The identification will be performed using the power spectral
density function associated with the random process, which has two control parameters. For
each pair of these parameters, realizations of the glottal signal are generated. This acoustic
pressure signal is obtained just after the air passing through the vocal folds, which is filtered
and amplified by the vocal tract generating the voice. As the stiffness of the vocal folds model is
taken as a stochastic process, jitter phenomenon, characterized by the deviations of the glottal
time interval in relation to a mean value, is present in each realization of the glottal signal. For
each glottal signal obtained a set of measures can be extracted and this set is used as the input
for an ANN constructed to solve the corresponding inverse problem.
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1 INTRODUCTION

The phonatory system is one of the most important sensory structures and, therefore, it is one

of the main agents of the language. The voice has a fundamental importance in the transmission

of knowledge, feelings and emotions. Over the years, researchers have had interests in some

aspects of the human voice due to its peculiarities and actions in society

The phonation occurs when the glottis closes (adduction) and a column of air, expelled from

the lungs, forces passing through the vocal folds. Then, pulses of air are produced forming a

(quasi-)periodic acoustic pressure signal called the glottal signal, which goes into the vocal tract

(portion that goes from the glottis up to the mouth), where it is filtered, amplified, and finally

radiated by the mouth generating the sound we hear.

The glottal signal is not exactly periodic due to small deviations in relation to a mean value

of the glottal time interval called jitter. This random phenomenon has practical applications as

the identification of pathologies from the vocal folds, identification of voice aging, voice recog-

nition, speaker recognition and other [1, 2, 3]. There are different objective ways to measure

jitter as, for example, the absolute jitter and the local jitter. In general, values of local jitter

between 0.1% and 1.04% indicate normal voice, that is, a voice that is not symptomatic of a

pathology [4].

In this work, it is taken into account a simplified mechanical one-mass-spring-damper model

for the generation of jitter, which considers the unification of two deterministic models named

Qureshi model [5] and Gomes Model [6], and the stiffness is modelled as a stochastic process.

Then, an artificial neural network (ANN) is trained to substitute the non-linear mapping from

voice features to some control parameters of the numerical model. Random realizations of

voice signals are obtained from the model and features are extracted from each realization. The

features are used as inputs for the ANN and the corresponding inverse stochastic process is

solved; that is, the stochastic model of the stiffness is identified using two control parameters of

its power spectral density.

2 UNIFIED STOCHASTIC MODEL

The idea is to construct a stochastic model for the vocal folds based on the source-filter the-

ory, where the source, the glottal signal, is obtained through a mathematical/mechanical model.

However, before discussing the stochastic model, the corresponding deterministic model, also

original, is constructed based on two other models from the literature, named: the Qureshi

model [5] and the Gomes model [6]. Both models generate the glottal signal, the source, and

the final idea is to consider the best characteristics of each model to construct the proposed

unified deterministic model.
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The sketch considered for the unified model is the one proposed by Qureshi and reproduced

in Fig. 1: The movement of each vocal fold is given by a rotary motion about its support point

Figure 1: Sketch of the Qureshi model.

P0. A single mass-spring system with mass M , spring constant K, and damper, with damping

constant B, is attached to the glottis at its entrance. The model is assumed to be symmetric

about its central line so that the left side of the vocal fold is the same as its right one. The

glottal entry displacement is represented by x1(t), while x2(t) corresponds to the glottal exit

displacement. The vertical component of the fulcrum point divides the glottis in two parts that

are assumed to have the same length. The characteristic of a nonlinear damping is introduced

in the model, according to the Gomes model, and the equation of the motion for a single vocal

fold is described by

Mẍ1(t) +B(1 + η x
2
1(t)) ẋ1(t) +K(t) x1(t) = Pg(t) . (1)

The mean glottal pressure Pg is given by

Pg(t) =
2τPsubẋ1(t)

Kt(x0 + x1(t))
, (2)

where Psub is the subglottal pressure, τ is the glottal time delay, x0 is the mean position of

oscillation of the vocal folds in the middle of the glottis, η is the nonlinear coefficient damping,

and kt is the coefficient of transglottal pressure.

Considering x01 and x02 the rest position, pre-phonation, of the vocal folds in the glottal

input and output, respectively, L the width of the vocal folds, and x2(t) = −r(x1(t) − x0),
according to [7], the glottal flow ug(t) is given by Eq. 3:

ug(t) =

√
2Psub(t)

kt ρ
Aout(t) , (3)

where ρ is the air density and Aout(t) is given by Eq. 4:

Aout(t) =

{
2L(x02 + x2(t)) , x2(t) > −x02
2Lx02 , otherwise .

(4)

After generating ug(t), the convolution with the filter (vocal tract) should be performed to

produce the sound we hear. However, this work is concentrated in the glottal signal. The

next step is the construction of the stochastic model of the vocal folds based upon the unified

deterministic model proposed here.
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The objective is to vary the frequency of the voice signal. As the mass is fixed, the stiffness is

considered as a stochastic process following some ideas proposed by [8] with the corresponding

changes, because the model created here does not consider the coupling between the vocal tract

and the vocal folds.

Let E be the mathematical expectation. The stochastic process K(t), indexed by R, is con-

structed according to the properties defined as follows.

1. For all t, 0 < k0 ≤ K(t), where k0 is a positive constant independent of t.

2. K(t) is a non-Gaussian stationary stochastic process such that E{K(t)2} < +∞ for all t
(second-order stochastic process), for which its mean function (that is independent of t) is

written as E{K(t)} = K > k0 > 0, and which is assumed to be mean-square continuous

in order to guaranty the existence of a power spectral measure.

A representation of the stochastic process K is chosen as described by

K(t) = K0 + (K −K0)(z̄ + Z(t))
2, (5)

where {Z(t), t ∈ R} is a second-order Gaussian stochastic process, centered, mean-square

continuous, stationary and ergodic, physically realizable, and z̄ is a constant such that for all real

t, E{(z̄+Z(t))2} = 1, E[K(t)] = K, and E{(z̄+Z(t))4} < +∞, because E{K2(t)} < +∞.

Then, Z(t) can be seen as the response of a linear filter such that Z(t) = (h ∗ N∞)(t), where

N∞ is the centered Gaussian white noise with power spectral density SN∞ = 1
2π

and where the

frequency response function of the filter is the Fourier transform given by Eq. 6:

ĥ(ω) = (F{h})(ω) = a/(iω + b) . (6)

The stochastic process Z(t) can be obtained solving the linear Itô stochastic differential equa-

tion that is written as Eq. 7:

dY (t) = −b Y (t) dt+ a dW (t) , t > 0 , (7)

with initial condition Y (0) = 0 and whereW is the normalized Wiener stochastic process with

real value, indexed by [0,+∞]. When t0 → +∞, the stochastic process {Y (t), t > t0} goes

asymptotically to the stationary stochastic process Z. Taking a sufficiently large value of t0,

Eq. (7) is used to generate realizations of the stochastic process Z(t). Following Eq. (1), and

considering the displacement of the vocal folds as a stochastic process, x1(t) becomes X1(t),
and the dynamics of the vocal folds is then given by the stochastic differential equation Eq. 8:

MẌ1(t) +B (1 + η X2
1 (t)) Ẋ1(t) +K(t)X1(t) = Pg(t) . (8)

All the other equations related to the unified deterministic model should be rewritten substi-

tuting x1(t) and x2(t) by X1(t) and X2(t), respectively. With these modifications, the voice

signals generated will indicate the presence of jitter and to quantify its level present in each

voice signal, some measures are calculated.

2.1 MEASURES

For each glottal signal, measures will be extracted. They are: four jitter measures, HNR

(harmonic richness fator), dH12 (difference between the first and second harmonics), mean and

standard variation of the fundamental frequency, the 10 first hamonics and two time measures

relating the opening time and the closing time of the vocal folds with the total glottal interval.

Jitter measures and frequency measures will be discriminated in the following.
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2.1.1 Jitter measures

First of all, four jitter measures are considered: absolute jitter, relative jitter, jitter rap and

jitter ppq5, defined in the following.

• Absolute Jitter (Jitabs): it is the cycle-to-cycle variation of the fundamental frequency,

i.e, the average absolute difference between consecutive periods, in seconds, given by

Jitabs =

∑N−1
i=1 |Ti+1 − Ti|
N − 1

, (9)

in which Ti is the time interval of each complete glottal cycle and where N is the number

of intervals considered.

• Relative Jitter (Jitrel): it is the average absolute difference between consecutive glottal

intervals, divided by the average period, and given by

Jitrel =
Jitabs∑N
i=1 |Ti|
N

. (10)

In general, relative jitter values between 0.1% and 1.04% are considered as normal voices

indicator, without pathological characteristics.

• Rap Jitter (JitRap): is the three point period perturbation quotient jitter.It is computed as

the average absolute difference between a period and the average of it and its two closest

neighbors divided by the average period.

• PPQ5 Jitter (JitPPPQ5): is the five point period perturbation quotient jitter. It is computed

as the average absolute difference between a period and the average of it and its four

closest neighbors divided by the average period.

2.2 Frequency measures

First is H1 − −H2 or dH12 which is the difference of the first and second harmonics of

the glottal frequency spectrum waveform in decibel. Another similar parameter is harmonic

richness factor (HRF), which is defined as the ratio between the sums of the amplitudes of

harmonics above the fundamental frequency and the magnitude of the fundamental frequency

or the first harmonic in decibels. It is shown by the Eq. 11:

HRF =

∑
r≥2

HR

H1

(11)

Here HR represents the magnitude of the rth harmonic.

The third measure considered is the magnitude of the first 10 harmonics.
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3 SIMULATIONS

In this section, simulations with the stochastic model proposed are performed. The variation

of the parameter a, from Eq. 7, is considered. All the other parameters will be fixed and their

values are given in Tab. 1.

Parameters Values

M 0.476 g
B 100Nsm−1

η 5000
Pm 800Pa
Kt 1.1
τ 0.001 s
x0 0.01 cm
x01 0.001 cm
x02 0.001 cm
ρ 1.15× 10−2 kgm−3

L 1.4 cm
b 1000000
k0 200Nm−1

Table 1: List of parameters and their values.

For the simulations, it is important to perform a convergence analysis, mainly for the so-

lution of the Itô stochastic differential equation used to generate realizations of K(t). Then,

asymptotically stationary and ergodic solutions have been considered and, the mean value and

the second moment of K(t) have been estimated by

E{K(n)} = lim
n→+∞

K(n) , K(n) =
1

n

n∑
i=0

K(i) ; (12)

E{K2(n)} = lim
n→+∞

K
2
(n) , K

2
(n) =

1

n

n∑
i=0

K2(i) . (13)

Figure 2 show three cases of glottal signals considering different levels of jitter, taking into

account different values of a, showing that it is possible to generate the phenomenon with the

model proposed.

Table 2 shows different values of jitter, and two corresponding measures, considering differ-

ent values for a, in the the case of normal voices, without pathological characteristics (the first

two values of a) and also three cases of voices with pathological characteristics (the last three

values of a).

The glottal interval, that is, the total time of a complete glottal cycle, is a random variable

and its inverse, F0 =
1
T

, is the random variable called the fundamental frequency.

4 INVERSE PROBLEM WITH AN ARTIFICAL NEURAL NETWORK

The methodology proposed uses Artificial Neural Networks (ANN) to map from the features

extracted of the glottal signal to the two parameters of the power spectral density.
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Figure 2: (a) Glottal signal without jitter a = 0, (b) Glottal signal with Jitloc = 0.5% and (c) Glottal signal with

Jitloc = 6.13%.

The stochastic process Ug(t), the glottal signal, is represented in this work as a non-linear

mapping of a vector [a, b] through the stochastic model presented. To invert this mapping, using

ANNs, it is required to extract a vector of features from Ug(t) for which the ANN can learn to

estimate the random vector [a, b], according to Eq. 6.

The inputs of the constructed neural network, corresponding to the features extracted from

the glottal signal, will then be: (i) the mean value of the fundamental frequency; (ii) the standard

deviation of the fundamental frequency, (iii) dH12,HRF , the four measures of Jitter (Absolute,

Local, Rap and PPQ5), the values of the first ten harmonics and two time coefficients called

Open1, defined as the ratio between the opening time interval of the vocal folds and the total

glottal interval, and Open2 defined as the ratio between the closing time interval of the vocal

folds and the total glottal interval. There are 22 parameters to be considered for the ANN.

Clearly, some of these parameters give redundant information.

The methodology applied to solve the inverse problem can be divided in two parts: the first

part consists in producing a training set for the ANN, by solving the direct problem; i.e, given a
and b, parameters from the spectral density of the stochastic process related to the stiffness K,

it is possible to generate realizations of the glottal signal and to extract all the parameters. The

second part corresponds to the inverse problem; i.e, given the features extracted from the glottal

signal, values from a and b are obtained.

The methodology is described in the following:
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a Absolute Jitter Local Jitter
160 2.27× 10−5 0.34%
200 3.25× 10−5 0.50%
500 1.72× 10−4 2.70%
700 1.88× 10−4 3.00%
1000 3.78× 10−4 6.13%

Table 2: Absolute and local jitter for voices without pathological characteristics and also with pathological char-
acteristics.

1. A set is created containing 10000 realizations of the pair (a, b) and the

mathematical/mechanical model of the vocal folds is used to generate the glottal pulse;

that is, 10000 realizations of the glottal pulse are obtained. For each realization, the set of

features are extracted.

2. An artificial neural network is created, from the last item, in order to obtain more real-

izations of the glottal signal. The ANN created is a A feedforward multi-layer percep-

tron (MLP) network and the Levenberg-Marquardt optimization algorithm is used during

learning phase. It solves the direct problem and uses 70% of the realizations for training,

15% for testing and 15% for validation. With the ANN created 30000 realizations are

obtained and this is used for the extension of the results of the corresponding mechanical

model. The inputs a and b are normalized because the scale of these values are very dif-

ferent. Considering x the vector containg the values xi corresponding to the input (a or

b).

3. It is important to normalize the inputs because the scale of their values are much different.

The idea is to normalize all the values inside the interval [−1, 1]. Considering minx and

maxx the minimum and the maximum of the range of the parameter x, the values of x
normalized, denoted by xnorm is given by Eq. 14:

xnorm =
(x−minx)(2)
maxx −minx

− 1 . (14)

4. Then, an ANN is constructed for solving the corresponding inverse stochastic prob-

lema. Again, a feedforward multi-layer perceptron (MLP) network is constructed and the

Levenberg-Marquardt optimization algorithm is used during learning phase. The training

set of realizations is divided in three parts: 70% of the realizations are used for train-

ing, 15% for testing the network performance during training and 15% for the validation

check. As the scale of the input/output parameters of the ANN are very different, a nor-

malization is performed in all the inputs so that any realization of the training set lies

between −1 and 1. The 30000 realizations of the vector of features were used as input to

obtain 30000 realizations of the output; that is, realizations of pair (a, b).

All the simulations were performed using the Matlab R© Neural Networks Toolbox.

5 RESULTS

An example will be presented at first.

1. The values of a and b obtained were such that the variation of a was from 50 up to 4500,

with step 10, and the variation of b was from 100000 to 1500000, with step 2000. These
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values were considered as inputs for the ANN created to solve the direct problem; that is,

after having been obtained values with the corresponding mechanical model. With this

extension, more values of the features of the glottal signal could be obtained and it is very

important to train the ANN.

2. Then, a new ANN was created to solve the corresponding inverse problema. The values

obtained from the last item were used as inputs for this new ANN.

3. A confusion matriz was constructed and shown in Fig. 3:

Figure 3: Confusion matrix.

4. Some tests were performed with specific values. The Tab. 3 shows some results:

position (a,b)desired (a,b)obtained
200 (50, 498000) (70, 498750)

1000 (50, 696000) (70, 699900)
5000 (120, 284000) (120, 277940)
20000 (330, 842000) (330, 841890)

Table 3: Absolute and local jitter for voices without pathological characteristics and also with pathological char-
acteristics.

In the following, an experimental case is performed.

An audio produced by a woman, of a vowel /a/, is used. At first, using an inverse filtering

method (the so-called IAIF) the corresponding glottal signal is obtained. Then, features

of the glottal signal are obtained and submitted to the ANN created previously. And the

results obtained are in the following: a = 450 and b = 1500000.

More examples are necessary and clearly there are still some limitations because the

experimental signal can give parameters far from the ones trained by the ANN.

6 CONCLUSIONS

A stochastic model to generate voiced sounds with jitter has been proposed based on the

unification of two deterministic models from the literature and considering one parameter as a

stochastic process, the stiffness of the vocal folds. Two control parameters have been consid-

ered for the corresponding power spectral density and they were identified through an Artificial

Neural Network created for solving the corresponding inverse stochastic problem.

3411



E. Cataldo, C. Soize, R. L. Silva and J. M. M. Silva

Considering simulated data, the ANN solved the problem in a very satisfactory way and the

challenge is to use this idea to experimental data. An example is presented with experimental

data showing that it is possible to do it.

It is important to note that the features extracted from the experimental data should be near

the range covered by the ANN and sometimes it can not be possible. Then, the next challenge is

to upgrade the model and the ANN, and also the algorithm, to create conditions for identifying

parameters corresponding to more general experimental data.
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Abstract. In the context of random environment, time-domain simulation of structural re-
sponses is often necessary when the structure is nonlinear, but not only : when the structure
is linear and the excitation modelled as a non-stationnary non-Gaussian process, Monte Carlo
approaches are necessary to identify the probabilistic distribution of the output. In this paper we
use a stochastic model developped for non-stationnary and non- Gaussian random processes. It
is based on an empirical Karhunen-Loeve expansion of the process constructed from an avail-
able data basis. We study the particular case of linear structures: the Monte Carlo becomes
particularely simple: one needs only to consider the construction of a low number of responses,
corresponding to the deterministic eigen functions of the Karhunen-Loeve expansion, hence
avoiding high number of calls to industrial codes. The KL expansion of the response is then ob-
tained directly using these responses and the system output probabilistic characterization can
be constructed through Monte Carlo simulation of the KL output model. This approach is used
in order to quantify the effect of gusts on a future airship using a database obtained during a
winter storm from which a model of vertical gusts isconstructed. Response comparisons for
realistic and gusts and the one prescribed by national regulation requirements will be shown.
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1 INTRODUCTION

There exists today a new interest in airship exploitation as appears a need for a safe and

sustainable solution that can deliver heavy cargo or personnel to remote communities that have

no infrastructures. For instance the Flying Whales start-up has launched a 60 ton capacity

airship project which size is unusual: 150 m long, 60 m large and 40 m height.

Figure 1: Flying Whale LCA60T airship project. Source: Flying Whales

New regulations had to be specified in order to certify such modern airships and among

them was introduced one dedicated to gust. In the TAR (Transport Airship Regulation) the

gust is modeled as an harmonic excitation and the question which arises is how will the airship

response to real gusts, which exist within a turbulent wind field, compare to the regulation

gust response. Real gusts are random phenomena which can be modeled as non-stationary

and non-Gaussian processes. Therefore one needs to characterize the output of the airship to

this random excitation. Airship is modeled as a coupled aerodynamic/structure system and due

to the very low Mach number involved in airship flight the use of a linearized aerodynamic

code is entirely justified. Nevertheless the response characterization goes through a complete

Monte-Carlo approach since the input is non-stationary and non-Gaussian which can render the

methodology numerically very expensive for high dimension structural models. We show that

when the input process can be represented by its Karhunen Loeve expansion, the linearity of

the numerical code allows to construct directly the Karhunen Loeve expansion of the response

which can be used to generate samples used for constructing various estimators of the response.

An illustration will be given on a simplified airship model which will be subject to real gusts

identified in given wind measures.
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2 PROBABILISTIC MODEL CONSTRUCTION OF OBSERVED SAMPLE PATHS

Three dimensional wind data are relatively scarce and existing gust databases contain insuf-

ficient samples in order to be relevant in a Monte Carlo procedure. An enrichment method will

therefore be used in order to generate supplementary synthetic samples. This method, based on

Karhunen Loeve expansion of stochastic process, is described in [10, 7]. We shall briefly recall

the main ingredients.

Karhunen-Loève (KL) expansion provides a suitable framework for modeling a non-stationary

scalar random process X(t, ω):

∀t ∈ D, X(t) = lim
N→+∞

N∑
α=1

√
λα ξα φα(t), (1)

in which ξ1, ξ2, . . . , ξα, . . . are uncorrelated random variables given by

ξα =
1√
λα

∫
D
< X(t), φα(t) > dt, (2)

where the λα and φα(t) are the solutions of the integral equation∫
D
RX(t, t

′)φ(t′)dt′ = λφ(t), (3)

and where the limit in (1) is taken in the space L2(Ω,R).
Let be given N measures {X(l)(ti) ; i = 1, ..., N} ; l = 1,N of a random phenomenon

sample path. The first step to the KL expansion construction is to estimate the empirical auto-

correlation of the underlying process X:

R(ti, tj) =
1

N

N∑
l=1

X(l)(ti)X
(l)(tj) (4)

Solving the discretized eigenvalue problem (3) yields the λα and φα(ti), for α, i = 1, N .

The second step is to construct the samples ξ
(l)
α using relation (2) which gives an explicit

relation :

ξ(l)α =
1√
λα

N∑
i=1

X(l)(ti)φα(ti)Δt ; l = 1,N ; α = 1, N (5)

where Δt is the sampling time step.

In order to be able to use the KL expansion for simulating the random process X , the last

step is to identify the distribution of the random vector ξ = (ξ1, ..., ξN), which in the general

case is not Gaussian. This multivariate distribution will be approximated by a Gaussian kernel

density estimator :

f̂N ,h(x) =
1

NhN(2π)N/2

N∑
�=1

exp
(x− ξ(�))T (x− ξ(�))

2h2
(6)

where ξ(�), � = 1,N are the observed samples of random variable ξ.
Details on kernel density estimators construction can be found in the following references

[3, 9, 8].

Simulation of a multivariate random variable ξ described by the kernel density (6) is straight-

forward:
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• generate a random integer J uniformly distributed on {1, 2, ...,N}

• generate a N -dimensional normalized Gaussian random variable G

• construct the sample ξ = ξ(J) + h× G.

In practice, the approximation due to truncation of the KL expansion is evaluated considering

the total energy
∫
[0,T ]

E(X(t)2)dt of the process :
∫
[0,T ]

RX(t, t)dt =
∑

α λα, the relative error

ε being then defined by:

ε =

NT∑
α=1

λα /

∞∑
α=1

λα =

NT∑
α=1

λα /

∫
[0,T ]

RX(t, t)dt (7)

Numerically, the total energy can be determined from the empirical autocorrelation function

of the N trajectories: ∫
[0,T ]

RX(t, t)dt =
N∑
i=1

RX(ti, ti)Δti

Finally one has to characterize the response of a system to a random excitation modeled as a

KL expansion:

HX(t, ω) =
∑M

α=1

√
λα ξα(ω) φα(t) Y (t, ω)

When the system is linear it is possible to use the input expression linearity to construct directly

a probabilistic model of the system output.

3 RESPONSE OF A LINEAR DYNAMICAL SYSTEM TO KL EXCITATION

There exist many real-life systems which are described using industrial linear codes: in struc-

tures, aeronautics, etc. The use of such linear approximations of real structures and systems are

still today mandatory in the conception phase or for optimization because high fidelity models

are too CPU intensive. This is particularly true for probabilistic analysis based on Monte Carlo

approaches. Even in the case of linear systems, there exist no analytic methods to character-

ize the system output when the excitation is modeled through a non-Gaussian non-stationary

process. One has to go through numerical simulations in order to construct various statistical

estimators.

Consider a linear system described through a differential equation

Y ′(t) = A(t)Y (t) +X(t) ; Y (0) = Y0 ; t ∈ [0, T ]. (8)

It is well known that its solution can be written

Y (t) = H(t, 0)Y0 +

∫ t

0

H(t, s)X(s)ds (9)

where H is the resolvent matrix. Function H is the impulse response function and represents

the linear system. It is generally obtained using an industrial code (Nastran, Marc, ...) and

its derivation can be computationally expensive for high dimension models such as the ones

encountered in aeronautics. When X is a general second order stochastic process defined on
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a given probability space (Ω, T , P ), Monte Carlo approaches have to be used in order to con-

struct statistical estimators of Y , and, even in a linear context, Monte Carlo based probabilistic

analysis can become non practical for some applications. When X is approximated through a

truncated KL expansion denotingmX(t) its expectation, relation (9) can be written,

Y (t, ω) = H(t, 0)Y0 +

∫ t

0

H(t, s)mX(s)ds+

N∑
α=1

√
λαξα

∫ t

0

H(t, s)φα(s)ds, ; t ∈ [0, T ] (10)

The output characterization necessitates only N + 2 calls of the linear codes, whith N gen-

erally less than 100 in order to construct the N deterministic response functions ψα(t) =∫ t

0
H(t, s)φα(s)ds, the initial condition and the mean excitation response. The probabilistic

analysis is then achieved generating random linear combinations of these N functions.

4 AIRSHIP AEROELASTIC MODEL

The illustrations given in the following involve an airship model of dimensions 150×60×44
meters and a weight of 60 tons. The cruise flight altitude is 1000 meter at a speed of 100 km/h.

A crude finite element model, sufficiently meaningful for the aeroelastic illustration is used and

is represented on figure 2.

The coupled system airship/aerodynamic forces is modeled using the code CAPRI [4, 5]

which uses a linearized aerodynamic model based on the doublet lattice method [1]. The use of

a linearized model is totally justified for an airship due to the very low Mach number involved:

Mach 0.086. The aerodynamic force due to a gust is given in the frequency domain by the

relation:

F̂ (ω) = T (ω)× Ŵ (M,ω)

V
(11)

where V is the airship speed, Ŵ (M,ω) the Fourier transform of a gust and T (ω) the transfer

function calculated by the CAPRI code for a set of frequency values. Using a rational approxi-

mation of the transfer function allows to build a time domain representation of the force, solving

a differential equation [6]. What is considered for certification is the charge factor defined by:

N(t) =
F (t)

Mg
, (12)

whereM is the airship mass and g the standard gravity.

5 GUST MODELS

The transportation airship requirements imply that the airship structure integrity should not

be affected when the airship encounters an isolated gust defined by the following expression

vg =
Vg
2
(1 + cos(π

x− xg
Lg

)) for |x− xg| ≤ Lg (13)

where vg is the gust speed at the point of coordinate x, xg is the coordinate of the gust center,

Vg is the maximal gust speed located at point xg, Lg is the gust half length.

Such a gust is of course not representative of real gusts as it will be shown later on. Therefore

it is interesting to compare the real gust and the regulation gust effects on the structure. First
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Figure 2: Airship finite element model

it is necessary to define what is a gust: a gust is a short-term wind speed variation within a

turbulent wind field. There exist several methods to detect gusts in a wind time history [2],

in this application we shall consider what is called the velocity increment method: a moving

window of length T is shifted along the wind time history W (t) and a gust of amplitude Vg is

detected when W (T ) −W (0) = Vg. There exist several public wind databases available, here

Figure 3: Velocity increment gust detection

we shall use a wind data obtained in a FINO offshore research platform 1 located in the North

sea during a winter storm. The three components of the wind have been recorded during three

days. Figure 4 shows the longitudinal and vertical component of the wind time history. This

last component will be used in order to detect gusts.

6 NUMERICAL ILLUSTRATION

The transportation airship requirements fix the maximum gust speed Vg to 7.6 m/s for an

airship speed equal to 100 km/h. The gust half length Lg is chosen equal to 75 m (the airship

1FINO: Research platforms in the North Sea and in the Baltic Sea, GL-Windenergie, Hamburg

(http://www.fino-offshore.de)
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Figure 4: Horizontal and vertical wind time history

Figure 5: Two detected gusts

length being equal to 150 m). In a first stage we shall detect gusts characterized by the above

values of Vg and Lg in the recorded vertical wind time history. Thirty nine gusts are detected

and figure 5 shows two of them. Figure 6 compares the mean real gust and the TAR prescribed

gust.

6.1 Input simulation

In a second stage the Karhunen Loeve stochastic model of the vertical gusts is constructed

using the thirty nine gusts in the database. Thirty four terms are kept in the expansion. Using

this model, 5000 gust sample paths are generated, each leading to the calculation of the corre-

sponding charge factor. Figure 7 shows the mean charge factor as well the ±σ dispersion due

to the generated gusts compared to the charge factor due to the TAR requirement gust, figure 8

gives the mean number of crossings of the charge factor for different levels.
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Figure 6: Mean gusts

6.2 Output simulation

We construct now the image of the gust Karhunen Loeve expansion by the linear aeroelastic

operator: the input of the operator is the expansion eigen functions and the mean gust. The

initial condition in equation 8 is 0. Relation 10 yields the Karhunen Loeve expansion of the

random charge factor which can be used to generate additional responses in order to construct

various statistical estimates. Again, 5000 simulated responses of the charge factor are generated

using the KL image expansion and the same estimators as above are constructed. Figure 9

shows the mean charge factor as well the ±σ dispersion due to the simulated charge factor and,

of course, the result is the same as the one shown on figure 7. Figure 10 shows the mean number

of crossings of the charge factor for different levels calculated using the input stochastic model

or the output stochastic model: the results are identical.

7 CONCLUSION

We have shown in this paper that when a linear system is excited by a stochastic process

represented by its Karhunen Loeve expansion, one could directly construct the Karhunen Loeve

expansion of any system output, allowing its use for direct Monte Carlo characterization. An

illustration has been given related to the identification of an airship response to wind gusts. The

gust are represented by a Karhunen Loeve expansion constructed from a database containing

turbulent wind time history measures. Results haves shown in particular the important output

(charge factor) scattering compared to the one obtained using the transport air requirements.
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Figure 8: Mean number of crossings

Figure 9: Mean charge factor
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Figure 10: Mean number of crossings
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Abstract. In recent years there has been a proliferation in the availability of information 
generated across a range of engineering disciplines. Artificial intelligence techniques such as 
machine learning have found a wide range of applications as computationally efficient tools to 
reveal underlying trends in large and complex data sets. This state-of-the-art review discusses 
recent advances in the application of machine learning to geotechnical earthquake engineering 
problems. Such algorithms as Gaussian process regression, support vector machines, artificial 
neural networks, decision trees, random forests and their applications to this field are reviewed. 
Particular attention will be paid to machine learning applications for earthquake-induced soil 
liquefaction potential prediction, inelastic response spectra prediction, site-specific spectral 
acceleration prediction, dynamic soil-structure interaction, slope stability evaluation, shallow 
and deep foundation capacity prediction, soil and shear strength prediction. The training data
set, the machine learning model configuration, the training, and the evaluation process, as well 
as the generalization capacity of each model, will be examined. The performance of different 
methods will be compared, and future research challenges will be discussed. 
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1 INTRODUCTION
In recent years machine learning (ML) methods as computationally efficient tools to reveal 

underlying trends in complex problems have found a wide range of applications in many 
engineering fields. Since the late 1980s techniques like artificial neural networks (ANN) have 
been applied successfully to many civil engineering problems including geotechnical 
engineering. The applications of ANNs in civil engineering between 1989 and 2000 are
discussed in Adeli’s [1] literature review paper. Pre-2001 applications of ANNs to geotechnical 
engineering are reviewed in detail by Shahin et al. [2], while pre-2010 applications can be found 
in the review of Shahin et al. [3].

The purpose of this paper is to discuss recent advances in the application of machine learning 
techniques to geotechnical and geotechnical aspects of earthquake engineering fields. Among
the many available ML algorithms in the literature, the ANNs and the support vector machines 
(SVM) were the most common in these fields. Besides these algorithms, applications of the
Gaussian process regression (GPR), decision tree, and random forest algorithms are also 
included in this review. In order to facilitate the understanding of the ML applications, a brief 
description of the algorithms, as well as the ML model evaluation methods are given in the next 
section.

The geotechnical and geotechnical earthquake engineering problems are very complex in
their nature and many assumptions are introduced in order to model them with traditional 
methods. The availability of experimental data, or even in some cases data from finite element 
analysis, has made the application of ML methods more and more popular in recent years 
enabling the use of these data as a tool. Many applications can be found in the literature, such 
as ANN based constitutive models, foundation capacity prediction, soil liquefaction potential 
prediction and applications to soil structure interaction. In this study, uniaxial compressive 
strength prediction using ANNs and SVMs, pile capacity prediction models using GPR, SVM 
and ANNs, shallow foundation capacity prediction using ANN and SVM, soil shear strength 
prediction, earthquake-induced soil liquefaction potential using SVM, decision tree and random 
forest, SVM and GPR applications for slope stability prediction, ANN and SVM applications 
to dynamic soil structure interaction, and applications of ANNs to site specific seismic analysis 
and inelastic response spectrum prediction are reviewed. 

2 THEORETICAL BACKGROUND
Machine learning (ML) is the scientific study of algorithms and statistical models that 

computer systems use to perform a specific task without using explicit instructions, relying 
instead on patterns and inference. It is a subset of artificial intelligence. Machine learning 
algorithms build a mathematical model based on sample data, known as “training data”, in order 
to make predictions or decisions without being explicitly programmed to perform the task
[4],[5].

Machine learning algorithms are often categorized as supervised and unsupervised. In 
supervised learning, each training example is a pair consisting of an input feature and a desired 
output and the algorithm analyzes the training data and produces an inferred function, which 
can be used for mapping new examples [6]. In unsupervised learning, the training data has only 
the input values and the algorithm identifies commonalities in the data and reacts based on the 
presence or absence of such commonalities in each new piece of data. 
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The supervised learning method is used for classification and regression problems. In 
classification problems, the outputs are restricted to a limited set of values (a category or a 
group). Regression problems are named for their continuous outputs, meaning that they may 
have any value within a range. 

There are plenty of algorithms for either task. In this section, the artificial neural networks, 
support vector machines, Gaussian process regression algorithm, decision trees and random 
forests, as well as their performance evaluation are briefly discussed. 

2.1 Artificial neural networks

The artificial neural network is a computing technique designed to simulate the human 
brain’s method of problem solving. The similarity between the ANNs and the human brain is 
that they both acquire skills in processing data and finding solutions through training [7].
Artificial neural networks consist of simple computing units “artificial neurons”, and each unit 
is connected to the other units via weight connectors. These units calculate the weighted sum 
of the inputs and determine the output using an activation function. A schematic representation
of an ANN with multiple inputs and a single neuron in the hidden layer (the layer between the 
input and output layer) is shown in Figure 1. The illustrated ANN has n input features X1 to Xn

and their connections with the unit in the hidden layer is the feature multiplied with its weight 
wi and added bias bi. The single unit in the hidden layer sums all the weighted inputs, applies 
an activation function f to the sum and passes the output α to the next layer. In this case, the 
next layer is the output unit Y and it provides the prediction of the ANN for the output value. 

Figure 1: Artificial neural network with single neuron and multiple inputs.

The process of calibrating the values of the weights and biases of the ANN to predict the
desired output correctly is called training. In the case of supervised learning, the learning 
algorithm will adapt the weights and biases depending on the error between the predicted output 
and the real output. The optimal ANN for a given training set is obtained by minimizing the 
loss function using an optimization algorithm. 

2.2 Support vector machines

Support vector machines (SVM) are supervised learning models for classification and 
regression. For the binary classification case, the basic idea of a SVM is to find the optimal 
hyper-plane, i.e. decision surface, for linearly separable patterns, extend to linearly inseparable 
patterns by transforming the original data to map into new space with the kernel function and 
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use the SVM algorithm for pattern recognition. Support vectors are the data points that lie 
closest to the decision surface, and which have direct bearing on the optimal location of the 
decision surface.

Support vector machines maximize the margin around the separating hyperplane. The 
decision function is fully specified by the support vectors which are usually a small subset of 
the training samples. This becomes a quadratic programming problem that can be solved by 
standard methods. Similar to ANNs, the inputs of an SVM are input-output training pairs and 
the output is a set of weights w, one for each feature, whose linear combination predicts the 
value of the output. The important difference compared to ANNs is that SVMs use the 
optimization of maximizing the margin to reduce the number of weights that are non-zero to 
just a few that correspond to the support vectors.

The optimal separating hyper-plane of an SVM for a binary classification problem is 
illustrated in Figure 2. Anything on or above the hyper-plane w·x - b =1 is of one class with 
label 1. Accordingly, anything on or above the hyper-plane w·x - b =-1 is of the other class with 
label -1. The data points on these hyper-planes are the support vectors, while the geometrical 
distance between them is . The hyper-plane w·x – b=0 is the median of them and it is the 

optimal separating hyper-plane. The parameter determines the offset of the hyperplane 
from the origin. 

Figure 2: Optimal separating hyper-plane for binary classification.

Support vector machines for regression (SVR) use the same principles as the SVM for 
classification with only a few minor differences. In the case of regression, a margin of tolerance 
is set in approximation to the SVM which would have already requested it from the problem. 
The algorithm in this case is more complicated. However, the main idea is the same: to 
minimize the error, individualizing the hyperplane which maximizes the margin, keeping in 
mind that part of the error is tolerated. Details for the mathematical formulation of SVMs and 
SVRs are discussed by Christianini and Shawe-Taylor [8].
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2.3 Gaussian process regression

In probability theory and statistics, a Gaussian process is a stochastic process (a collection 
of random variables indexed by time or space), such that every finite collection of those random 
variables has a multivariate normal distribution, i.e. every finite linear combination of them is 
normally distributed. The distribution of a Gaussian process is the joint distribution of all those 
random variables. 

A machine learning algorithm that involves a Gaussian process uses lazy learning and a 
measure of similarity between points (the kernel function) to predict the value for an unseen 
point from training data. In a training set where xi are the input features and yi is the output, a 
Gaussian process regression model addresses the question of predicting the value of a response 
variable ynew given the new input vector xnew and the training data. The prediction is not just an 
estimation for that point but also has uncertainty information. It is a one-dimensional Gaussian 
distribution. The mathematical formulation of the GPR algorithm can be found in Rasmussen 
and Williams [9].

2.4 Decision trees and random forest

Decision trees build classification or regression models in the form of a tree structure. It 
breaks down a data set into smaller and smaller subsets while at the same time an associated 
decision tree is incrementally developed. The final result is a tree with decision nodes and leaf 
nodes. A decision node has two or more branches. Leaf nodes represent a classification or a 
decision. The topmost decision node in a tree, which corresponds to the best predictor, is called 
the root node. Decision trees can handle both categorical and numerical data.

The random forest is an algorithm consisting of many decision trees used for both 
classification and regression problems. It uses bagging and feature randomness when building 
each individual tree to try to create an uncorrelated forest of tree whose prediction by committee 
is more accurate than of an individual tree. 

2.5 Bias and variance of machine learning models

How satisfactory the performance of an ML model depends on its predictions and how well 
it generalizes on an unseen data set. The bias variance trade-off is a way of analyzing the 
expected generalization error of a learning algorithm, with respect to a particular problem as a 
sum of three terms, the bias, the variance, and a quantity called the irreducible error, resulting 
from noise in the problem itself. It can be applied to all forms of supervised learning [10].

The bias is an error from erroneous assumptions in the learning algorithm. In other words, it 
is the difference between the average prediction of the model and the correct target value. 
Models with high bias pay very little attention to the training data and oversimplifies the model. 
It always leads to high error with training and test data. The variance is an error from sensitivity 
to small fluctuations in the training set. High variance can cause an algorithm to model random 
noise in the training data rather than the intended output. Models with high variance pay a lot 
of attention to training data and do not generalize with unseen data. As a result, such models 
perform very well on training data but have high error rates on test data. 

In supervised learning underfitting happens when a model is unable to capture the underlying 
pattern in the data. Such models usually have high bias and low variance. Conversely,
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overfitting happens when a model captures the noise along with the underlying pattern which 
occurs when trained with a noisy data set. These models have low bias and high variance.

2.6 Evaluation of machine learning models

To obtain a model that generalizes well on unseen data, there is a need to minimize the total 
error finding a good balance between bias and variance. Hence, there is a need to find a way to 
accurately measure the prediction error of the model. A common approach is using the data 
itself to estimate the prediction error.

The simplest technique for this approach is the holdout set method, splitting the data initially 
into two groups. One group is used to train the model and the second group is used to measure 
the model’s error after training. Another commonly used approach is the cross-validation 
method which works by splitting the data into sets of n folds. The training and error estimation 
process is repeated n times. Each time n-1 groups are combined and used to train the model. 
The group that was not used in the training is used to estimate the prediction error. The final 
error of the ML model is the average of the n calculated errors. 

3 UNIAXIAL COMPRESSIVE STRENGTH PREDICTION

Cevik et al. [11] used the results of laboratory experiments as training data and developed 
an ANN model to estimate the uniaxial compressive strength of some clay-bearing rocks 
selected from Turkey, giving an emphasis on assessing the role of slake durability indices and 
clay contents. They performed X-ray diffraction analyses, slake durability index tests and the 
uniaxial compressive strength test on selected samples from Soma and Eskisehir regions. Then, 
they developed ANN based constitutive models for clay-bearing rocks based on the 
experimental data. The input features of the ANN model were the origin of the rocks, two/four 
cycle slake durability indices and the clay contents, while the output was the uniaxial 
compressive strength. They used 80% of the training data for training and 20% for testing. Their 
study showed that the ANN method had quite satisfying accuracy compared to other models.

Ceryan et al. [12] developed an ANN model to predict the uniaxial compressive strength of 
carbonate rocks. They collected 56 groups of block samples from the Tasonu Quarry in 
Trabzon, Turkey and performed X-ray diffraction analyses, and test such as, specific density, 
unit weight, porosity, P-wave velocity, slake durability, aggregate impact value and uniaxial 
compressive strength. They used all possible regression technique in order to select the input 
features for the ANN model. They used the total porosity and the P-wave velocity in the solid 
part of the sample as input features for the ANN, while the output was the uniaxial compressive 
strength. They used 80% of the training data for training and 20% for testing. They compared 
the results of the ANN model with multiple linear regression model and they concluded that the 
ANN model was capable of modeling the uniaxial compressive strength. 

Tinoco et al. [13] proposed a SVM model to predict the uniaxial compressive strength of jet 
grouting columns. The training data set included 472 data points collected from different 
columns constructed in different places with different soil properties. The uniaxial compressive 
strength of each sample was obtained from an unconfined compression test with sample strain 
instrumentation. The proposed model had 9 input features, which were the relation between the 
mixture porosity and the volumetric content of cement, the age of mixture, the percentage of 
clay, the jet grouting method, inverse of the dry density of soil cement mixture, the void ratio, 
the cement content, the water content and the water cement ratio. To assess the generalization 
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capacity of their model they used 20-fold cross-validation method, which had an acceptable 
final error.

4 PILE CAPACITY PREDICTION
Pal and Deswal [14] developed a GPR model to predict the load-bearing capacity of piles 

and compared its results with an SVM model and empirically derived relationships. They used 
a data set which was derived from actual pile-driving records in cohesion less soil to train both 
models. Out of a total of 94 data points, they used 59 for training and 35 for testing. The results 
of this data set indicated that the GPR algorithm had improved performance compared with 
SVM and empirical relationships. Additionally, they used another data set consisting of 38 
pieces of data to validate the performance of the GPR model.

Samui and Kim [15] developed a least square SVM and multivariate adaptive regression 
spline (MARS) to predict the lateral load capacity of pile foundations. They use the pile
diameter, pile embedment depth, load eccentricity and undrained shear strength of the soil as 
input features for their models. Their data set had 41 data points, and they used 31 of them for 
training and the remaining data points for testing. They concluded that the developed models 
outperform the other available methods. 

Kordjazi et al. [16] developed three SVM models with different kernel functions to predict 
the ultimate axial load-carrying capacity of piles based on cone penetration test (CPT) data. 
They used a data set consisting of 108 data points obtained from the literature. They used the 
type of static pile load test, pile material, method of installation, pile tip (closed or open), 
embedded length, pile-soil contact perimeter, cross sectional area of the pile tip, average cone 
tip resistance along the embedded length of the pile, average sleeve friction, and the average 
cone tip resistance beneath the pile tip as input features of the SVM model. The ultimate load 
bearing capacity of the pile was the single output variable. They used 83 data points for training 
and 25 for testing. They concluded that the SVM model with the radial basis kernel function 
and the Pearson VII kernel function had the best results. They compared the performance of the 
SVM model with CPT-based methods for determining the pile capacity. The comparison 
showed that the SVM models provide more accurate pile capacity prediction.

Momeni et al. [17] proposed an ANN model to estimate the axial load bearing capacity of 
piles. In order to create the training data, they performed 36 pile driving analyzer tests at various 
sites in Indonesia. The tested piles were reinforced and pre-stressed concrete piles with varying 
lengths and diameters and most of the tests were conducted in cohesionless soils. To represent 
the soil characteristics, the results of soil penetrations tests (SPT) were collected. The average 
SPT values along the pile shaft and tip, the pile length, the pile area and the pile set were used 
as input features. The output variables of the ANN were the shaft, tip and the ultimate bearing 
capacity of the pile. Their study indicated that the ANN model results were in a close agreement 
with those obtained from high strain dynamic pile testing.

Moayedi and Rezaei [18] developed an ANN model to predict the ultimate uplift capacity of 
under-reamed piles embedded in dry cohesionless soil. The training data, which had 432 data 
points, was obtained from small-scale laboratory work from a previous study. The input features 
of the ANN model were the base diameter, the angle of the enlarged base, the shaft diameter, 
and the embedment ratio, while the singe output of their model was the ultimate uplift 
resistance. The results of the ANN model they proposed showed that it can be applied to 
precisely predict the experimental results.
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5 SHALLOW FOUNDATION CAPACITY PREDICTION
Ziaee et al. [19] proposed an ANN model to predict the bearing capacity of shallow 

foundations on rock masses using as training data a comprehensive database of rock socket, 
centrifuge rock socket, plate load, and large-scaled footing load test results. The database 
included the results of experiments on circular and square footings of different sizes on various 
types of rock masses. They used 85% of the data set for training and 15% for testing. The input
features of the ANN model were the rock mass rating, the unconfined compressive strength of 
rock, the ratio of joint spacing to foundation width, and the angle of internal friction of the rock 
mass. The output was the ultimate bearing capacity of the foundation. Their study concluded 
that the ANN model had notably better performance than the traditional equations.

Moayedi and Hayati [20] used various ML algorithms such as feed forward neural network, 
radial basis neural network, SVM, tree regression fitting model and adaptive neuro-fuzzy 
inference system to predict the ultimate bearing capacity of strip footing near a slope. The 
training data were obtained from extensive finite element modeling of a shallow strip footing 
located near a homogenous sandy slope. The input features of the ML models were the soil 
type, the slope angle, the setback ratio and the applied load on the footing and the single output 
of the models was the settlement of the footing. The comparison of the models showed that the 
feed forward neural network had the most accurate results. 

6 SOIL SHEAR STENGTH PREDICTION
Pham et al. [21] developed four ML methods to predict the shear strength of soft soils and 

compared their results. The methods they used were ANN, particle swarm optimization –
adaptive neuro-fuzzy inference system, genetic algorithm - adaptive neuro-fuzzy inference 
system, and SVR. They used case studies of 188 plastic clay soil samples collected from Nhat 
Tan and Cua Dai bridge projects in Vietnam as training data. The input features of the models 
were the moisture content, clay content, liquid limit, and the plastic limit and the single output 
feature was the shear strength of the soil. They concluded that out of the four models the particle 
swarm optimization – adaptive neuro-fuzzy inference system performed best.

7 SOIL LIQUEFACTION POTENTIAL PREDICTION
Samui et al. [22] proposed two SVM models for classification based on actual shear wave 

velocity data in order to evaluate the seismic-liquefaction potential. The training data included
information of soil characteristics and earthquake parameters. Out of 186 available data points, 
they used 130 for training and 56 for testing the SVM models. For the soil characteristics based 
SVM model the input features where the effective vertical stress, the soil type, the shear wave 
velocity, the peak horizontal acceleration, and the earthquake magnitude. For the shear wave 
velocity based model the input features were the shear wave velocity, the peak horizontal 
acceleration and the magnitude. For both cases the output of the models was whether
liquefaction occurs or not. Their study indicated that the shear wave velocity based SVM model 
was sufficiently capable to predict the liquefaction potential. 

Samui [23] developed a SVM model for classification in order to predict soil liquefaction 
based on actual CPT data from the 1999 Chi-Chi, Taiwan earthquake. He used the cone 
resistance, cyclic stress ratio, local friction, pore pressure, total stress, effective stress, peak 
ground surface acceleration and earthquake magnitude as input features. The proposed model 
had 100% prediction accuracy. Furthermore, he simplified the model using only two input 
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parameters, the cone resistance and the peak ground surface acceleration. The second model 
had 89% prediction accuracy. He concluded that the SVM model was a robust method for 
classifying liquefaction potential.

Lee and Chern [24] developed an SVM for classification using as input features the 
earthquake magnitude, total overburden pressure, effective overburden pressure, cone 
resistance from CPT, and peak ground acceleration. They trained the model with a data set 
which had 466 field liquefaction performance records and CPT measurement. They used the 
cross-validation method to evaluate the performance of the model. They compared the SVM 
with an ANN model and concluded the SVM model had more accurate results.

Ardakani and Kohestani [25] proposed a decision tree for classification based on CPT data 
to predict the seismic liquefaction potential. The training data they used consisted of a total of
109 cases, 78 of them used for training and 31 for testing. The input features of the decision
tree were the cone resistance, total vertical stress, total effective stress, mean grain size, 
normalized peak ground surface acceleration, cyclic stress ratio, and the earthquake magnitude. 
The overall classification accuracy of the decision tree was 98%.

Kohestani et al. [26] developed two random forest models based on CPT data to evaluate the 
seismic liquefaction potential of soil. The random forest models were trained and validated 
using 226 field records of liquefaction performance and CPT measurements. The input features 
for the first model were the normalized cone tip resistance, soil type index, vertical effective 
stress, and the seismic cyclic stress ratio adjusted to an earthquake magnitude of 7.5, while for 
the second model inputs were the cone tip resistance, sleeve friction ratio, effective vertical 
stress, total vertical stress, maximum horizontal ground surface acceleration, and the earthquake 
magnitude. The models were compared to ANN and SVM models using the same input features 
found in the literature. 

8 SLOPE STABILITY
Samui and Kothari [27] investigated the capability of a least square SVM (LSSVM) model 

to perform slope stability analysis. They developed two LSSVM models, one regression model 
to predict the factor of safety of the slope and one classification model to predict the stability 
status. Their training data consisted of 46 case studies of slopes, 32 used for training and 14 for 
testing. The input features of the models were the unit weight, cohesion, angle of internal 
friction, slope angle, height and the pore water pressure coefficient. They concluded that the 
proposed LSSVM was a robust model for slope stability analysis.

Kang et al [28] developed a probabilistic stability evaluation method for slopes based on 
GPR and Latin hypercube sampling. Their analysis was composed of three parts. Firstly, they 
used the Latin hypercube sampling technique to generate samples for constructing the response 
surface. Then, based on those samples they used the GPR model to establish the response 
surface to approximate the limit state function. Finally, they performed Monte Carlo simulation 
via the GPR response surface to estimate the system failure probability of slopes. They 
examined five case samples to verify the effectiveness of the methodology. The results of their 
study showed that the system reliability analysis they proposed could accurately setermine the
system failure probability with a relatively small number of deterministic slope stability 
analyses. 
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9 SOIL STRUCTURE INTERACTION
Farfani et al. [29] proposed ANN and SVM models for dynamic analysis of soil-pile-

structure (SPS) systems based on experimental data, which was produced by carrying out a
series of centrifuge tests on SPS systems. The experiments included several configurations of 
SPS systems as well as a large number of real buildings with earthquake motions recorded 
inside them and at their nearby free-field ground surface. ANN and SVM models were 
developed to predict the maximum acceleration of the superstructure at the head of the column 
(SSA) and of the pile heads using as input parameters the peak base acceleration, amplitude 
factor of the earthquake record, length of column, mass on column and number of piles. The 
training data had a total of 70 data points, 45 of them used for training and the rest for testing 
the networks. Since the number of data points was relatively low, they created two ANN and 
two SVM models each having one output parameter (SSA or PHA). They performed finite 
element analysis to compare the ANN and SVM results. Furthermore, they extended their study 
creating ANN and SVM models in order to estimate the period of a structure based on recorded 
data taken from previous studies. The data included the soil-structure-interaction effects on 57 
buildings, having various structural systems from different sites and under different 
earthquakes. The input features of these models were the maximum horizontal acceleration, the 
effective height of the building, embedment depth of the foundation, shear wave velocity of the 
soil, hysteretic damping of the soil and the radii of an equivalent circular foundation having a 
moment of inertia or a surface equal to the real foundation. The ratio of the fundamental periods
of the building for fixed base and flexible base was the output. The results of their study showed 
that ML methods can be used for solving the complex problem of seismic response of structures 
in much less time compared to finite element modeling with acceptable accuracy if the 
necessary data is available. 

10 SITE-SPECIFIC SEISMIC ANALYSIS

Kamatchi et al. [30] developed an ANN based methodology to predict site-specific 
acceleration values. In order to create the data for training they generated strong ground motions 
at bedrock level for a chosen site in Delhi, India due to earthquakes considered to originate 
from the central seismic gap of the Himalayan belt using necessary geological and geotechnical 
data and they performed one-dimensional equivalent linear site response analyses to calculate 
the surface level ground motions and response spectrums. Out of 49815 data points in their data 
set, 35000 data points were used for training and 14815 for testing. The input features of the 
ANN model were the moment magnitude of the earthquake, the shear wave velocity model of 
the soil, the depth of the soil stratum, the damping ratio and the vibration period of the SDOF 
oscillator. The output of the ANN was the average spectral acceleration at the surface. The 
trained ANN was validated using borehole log data of an actual soil site and two different 
buildings. The comparison showed that the ANN had a tolerable error. 

11 INELASTIC RESPONSE SPECTRUM PREDICTION

Bojorquez et al. [31] proposed an ANN to estimate the inelastic response spectrum for 
earthquake acceleration records. Fifty earthquake ground motions taken from the NGA 
database and recorded at sites with different types of soils were used to train the proposed ANN 
model. They used 42 data points for training and 8 for testing the results of the trained network. 
In their study, they used the moment magnitude, fault mechanism, Joyner-Boore distance, the
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shear-wave velocity above site depth of 30 m, the fundamental period of the structure, and the 
system ductility as input values of the ANN. The output of the ANN was the pseudo-spectral 
acceleration at first mode of acceleration. Even though they used a relatively small data set for 
the training, the results of the trained network had acceptable agreement with the actual 
response spectrum.

12 CONCLUSION REMARKS
In this study, the post-2010 applications of machine learning techniques to geotechnical 

earthquake engineering have been reviewed. Particular attention was given to uniaxial 
compressive strength prediction, pile and shallow foundation capacity prediction, soil shear 
strength prediction, prediction of the earthquake-induced soil liquefaction potential, slope 
stability prediction, dynamic soil structure interaction problems, site specific seismic analysis, 
and inelastic response spectrum prediction. It was observed that the artificial neural networks 
and support vector machines were the most commonly applied algorithms of the options 
available which shows their superior performance in complex problems compared to other 
algorithms. Also, the number of applications to soil constitutive models, to foundation capacity 
prediction, and soil liquefaction is greater than the applications to geotechnical earthquake 
engineering problems like dynamic soil structure interaction and site-specific seismic analysis. 
Future studies could include more applications to this field to consider not only the complex 
nature of soils, but also the complexity of earthquake characteristics.

Machine learning techniques have several advantages in simulating the complex behavior of 
most geotechnical and geotechnical earthquake engineering problems compared with the 
conventional methods. In most traditional mathematical models, the problem is simplified, or 
several assumptions are made, and the structure of the model is assumed in advance. Whereas, 
machine learning algorithms, as a data driven approach, rely on the training data to determine 
the structure and the parameters of the model without simplifying the problem or incorporating 
any assumptions. This requires the use of an adequate amount of data in order to develop a 
machine learning model which generalizes well. In most of the reviewed studies the training 
data was quite small, and the trained algorithm was able to make accurate predictions for 
specific input feature ranges. Hence, the already developed machine learning models could be 
updated to provide better results by adding new training examples in the data set and larger data 
sets could be used in future studies.

Despite the success of machine learning techniques in modeling complex geotechnical 
earthquake engineering problems, they suffer from some shortcomings, like model robustness, 
transparency and knowledge extraction, and uncertainties. The epistemic and aleatory 
uncertainties in machine learning models can be addressed by applying a probabilistic 
approach, such as Gaussian process regression algorithm or probabilistic deep learning 
methods. Furthermore, more robust models can be achieved by using larger data sets and deep 
learning techniques, like deep neural networks which use numerous hidden layers, each 
providing a different interpretation to the data it processes. In this way, critical features of the 
input data can be identified, and hidden patterns in highly complex problems can be found, 
providing better predictions. Improvements in these areas will greatly enhance the performance 
of machine learning applications to geotechnical earthquake engineering and other civil 
engineering problems.
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Abstract. The operational speed of the trains is intended to be significantly increased
forthcoming; which consequently questions the safety level of the current design concepts
concerning different performance limits. Thus, the reliability of the simply supported
single-span bridges is assessed in the current article adopting the first-order reliability
method (FORM) approach. In this regard, the dynamic response of the aimed bridges is
investigated under the passage of a series of moving loads using available closed-form so-
lutions in the literature. Hereof, axle load, car body/train configuration, flexural rigidity,
damping, mass and model uncertainties are considered as random variables; while train-
track-bridge interactions are neglected and the procedure is repeated for a wide range of
span lengths and train velocities. Then, the safety index corresponding to each case is
evaluated by considering running safety as the limit state function; where, the bridge deck
vertical acceleration is taken as the capacity of the system. The outcomes are presented
as average probability of exceeding the limit state versus train speed and categorized based
on span lengths.
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1 INTRODUCTION

Former studies have shown that ballast instability is the dominant design criteria of
high-speed railway bridges in comparison to the contact loss or excessive deflections. The
latter statement is particularly validated for short to medium span bridges using numerical
simulations [1, 2]. It was observed that this phenomenon may occur at high vertical
accelerations leading the interlock between grains to be lost or the lateral resistance of
sleeper to be reduced. Its possibility of occurrence significantly increases under resonance
conditions; which may occur due to high speed and repeated action of the axle loads [3].

In this regard, Zacher and Baeßler [4] conducted a shaking table test; in which they
observed that the lateral resistance of the sleeper was significantly reduced at vertical
accelerations about 7 m/s2. The obtained outcomes revealed that the proposed vertical
acceleration limit in EN-1990-A2 [5], i.e. 3.5 m/s2 for ballasted tracks comply with a
safety factor of 2. Therefore, further researches particularly reliability assessments may
be conducted to evaluate the achieved safety level by following current regulations. Those
investigations may lead to more reliable design thresholds.

Generally, probability of failure/violation (pf ) of limit state (performance) function
can be estimated by calculating reliability integral as follows [6]:

pf = P [R− S ≤ 0] = P [G(X) ≤ 0] =
∫
...
∫
G(X)≤0

fX(x)dx (1)

Where, G(X) is the limit state function (safety margin) representing capacity (resistance
- R) minus demand (load effects - S) and fX(x) is the joint probability density function
of all random (basic) variables.

The aforesaid integration cannot be calculated in real (complicated) problems; in which
contributing random variables present an n-dimensional hyperspace. Thus, practical so-
lutions have been developed to either numerically evaluate the integral (such as Monte
Carlo simulations) or approximate it (e.g. First Order Reliability Method - FORM). The
current article adopted FORM to evaluate the probability of ballast instability in simply
supported bridges under the passage of high-speed trains.

Within the FORM method, the safety level is expressed as a reliability index (β); which
is the shortest distance from the origin to the desired limit state function (see Figure 1).
Then, the probability of failure can be estimated as Eq. 2:

pf ≈ Φ(−β) (2)

Where Φ is the standard Normal (Gaussian) distribution function.
Generally, FORM considers the linear approximation of the limit state function using

Taylor series expansion around the most probable point (MPP) or checking point (shown
as u∗ in Figure 1); which its surrounding area has the highest contribution on the failure
probability. Detailed information regarding FORM can be found in [6, 7]. Therefore,
its outcome would depend on the used formulation defining failure surface; which is con-
trary to invariant problem. Thus, considered random variables and consequently, the
limit state function should be transformed to standard Normal space using Hasofer-Lind
transformation (Eq. 3).

Ui =
Xi − μXi

σXi

(3)
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Where, Xi is the basic random variable with first two moments of μXi
and σXi

and Ui is
the transformed random variable.

Furthermore, the obtained direction cosines (α) can be used as a sensitivity of the
transformed limit state function to the random variables. In this study, the omission
sensitivity factor (γi) is employed in addition to the direction cosines; which presents
the relative importance of the random variable on reliability index if it was considered
as deterministic. It is defined as the ratio of the reliability index when the ith random
variable is deterministic (βfi ) to the reliability index when all variables are stochastic [8].
For independent random variables it would be as follows:

γi =
βf
i

β
=

1√
1− α2

i

(4)

Figure 1: Schematic concept of the FORM [6, 7]

2 CONSIDERED ANALYTICAL SOLUTION

Detailed investigation of the dynamic behavior of railway bridges can be achieved by
modeling bridge structure, boundary conditions (soil-structure interaction - SSI), ballast,
track, rail, train and their interactions (train-track-bridge interaction - TTBI). Schematic
view of such a general model is shown in Figure 2a. In spite of providing detailed in-
sight regarding dynamic response, the general model requires considering many random
variables; which significantly increases computational costs of reliability evaluations. Fur-
thermore, the probability characteristics of interaction- and boundary condition related
variables are not well exploited. Thus, a simplified model including passage of a series of
moving loads along a simply supported beam is taken into account here (see Figure 2b).

A close-form solution has been previously presented by [9, 10] to calculate beam deflec-
tion under such loading scenario. Therefore, the second derivative of the proposed solution
is derived here to estimate the vertical acceleration of the bridge. Those equations are
presented in Eqs. (5) to (10).

ü(t) =
∞∑
n=1

q̈n(t)φn(x) =
∞∑
n=1

q̈n(t) sin(
nπx

L
) (5)
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Figure 2: General modeling of railway bridge under passage of trains versus simplified adopted load model

q̈n(t) =
2pL3

EIπ4
[Pn(v, t) + Pn(v, t− Lf/v)] (6)

p1 = 1− Sn2, p2 = 2ξnSn, p3 = −ξnωn (7)

p4 =
Sn(2ξn

2 + Sn
2 − 1)√

1− ξn2
, tk =

(k − 1)D

v

Pn(v, t) =
1

n4

N∑
k=1

1

p12 + p22

[
A(t− tk).H(t− tk) + (−1)n+1A(t− tk −

L

v
).H(t− tk −

L

v
)

]
(8)

α1 = −p1Ωn
2, α2 = p2Ωn

2, α3 = p2p3
2 + 2p3p4ωdn − p2ωdn

2 (9)

α4 = p3
2p4 − 2p2p3ωdn − p4ωdn

2

A(t) = α1 sinΩnt+ α2 cosΩnt+ e
p3t

[
α3 cosωdnt+ α4 sinωdnt

]
(10)
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Where, ü(t) is the deck acceleration, q̈n(t) is the generalized coordinate, φn(x) is the mode
shape of the nth mode of vibration, L is the span length of the beam, p is the axle load, EI
is the flexural rigidity of the beam, v is the speed of the train, Lf is the distance between
the front and rear wheelsets subsystems in each car body, Sn = nπv/ωnL is the speed
parameter corresponding to the nth mode of vibration, ξn is the damping ratio of the nth

mode of vibration, D is the distance between front to front or rear to rear wheelsets in
subsequent car bodies, N is the number of car bodies, H(t) is the Heaviside function,

Ωn = Snωn is the exciting frequency implied by the moving load and ωdn = ωn

√
1− ξ2n is

the damped frequency of the nth mode of vibration.
It is worthwhile noting that only the first mode of vibration is considered here for

the sake of simplification. Such consideration imposes some errors particularly at off-
resonance speeds; however, it results in accurate enough predictions for resonance speeds.
Therefore, considering only one mode of vibration may not generally affect the safety of
the bridge.

Additionally, it has been previously observed that spreading axle loads through the
track structure (rails, sleepers and ballast) significantly reduces the bridge response par-
ticularly for the short span ones [11]. Therefore, a reduction coefficient is multiplied by
the obtained response from the aforementioned analytical solution; which is obtained by
fitting the presented relationship in Eq. 11 to the graphically proposed reduction factor
in [12].

R(λ) =

⎧⎪⎨⎪⎩
0.14 , λ ≤ 1.5

−0.00011λ4 + 0.0053λ3 − 0.083λ2 + 0.57λ− 0.54 , 1.5 < λ < 8.0
1.0 , λ ≥ 8.0

(11)

Where, λ = v/f1 is the wavelength.

2.1 Verification of analytical solution

A previously presented example by Yang et al. [9] is taken into account to verify
the adopted analytical solution. For this objective, mid-span acceleration of a simply
supported beam with L = 20 m, I = 2.81 m4, E = 29.43 GPa and m = 34088 kg/m
under passage of a train with N = 5, Lf = 18 m, Lr = 6 m, p = 215.6 kN and v =
122.4 km/h is calculated. The considered speed corresponds to the resonance speed of
the bridge. Additionally, two cases, i.e. without damping and ξ = 2.5% is taken into
account. The obtained analytical accelerations are compared with those resulted from
numerical evaluations in Figure 5; which, a promising agreement can be distinguished. It is
worthwhile noting that the numerical calculations are conducted using Newmark’s average
acceleration method; however, reduction factor due to load distributions is neglected for
the comparison objectives.

3 BASIC VARIABLES AND LIMIT STATE FUNCTION

As mentioned, the current article aims at evaluating the probability of ballast instability
under passage of high-speed trains. Thus, the performance function regarding this limit
state would be as follows:

G(X) = alimit − |amax(X)|(1 + χm) (12)

X = (N,D, p, v, L, E, I, Ad, Ab, ρd, ρb, ξ, χm)
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Figure 3: Verification of analytical solution with numerical method by comparing mid-span acceleration

Where, alimit is the vertical acceleration initiating ballast instability, E is the modulus of
elasticity of deck, I is the moment of inertia of deck, Ac is the deck area, Ab is the ballast
area, ρd is the mass density of deck, ρb is the mass density of ballast, ξ is the damping
ratio and χm is the model uncertainty. It is worthwhile noting that ballast has much
lower modulus of elasticity than the deck [1]; which led its contribution in stiffness to be
neglected.

As previously mentioned, only few shaking table tests have been conducted to deter-
mine the vertical acceleration leading ballast instability [4]. Thus, a triangular probabil-
ity distribution is considered for alimit; which its mode equals to experimentally captured
value, i.e. 0.7g. Furthermore, a possible variation of 0.1g is taken into account based on
authors’ judgment to define its boundaries.

Regarding the applied loads, it is hardly possible to collect information corresponding to
the variability of parameters in commercial trains. Thus, proposed load models in Annex
E of Eurocode [13] are applied here. Hence, the uncertainty on moving loads would be a
function of constant axle load (paxle) and occupancy rate (α in %). By assuming the full
passenger capacity of each car body as 65 and average weight of each passenger as 70 kg,
the moving load can be calculated as Eq. 13; which is developed in kN units.

p = paxle + 0.225α (13)

In order to select practically reasonable geometrical values (i.e. span length, moment
of inertia and deck/ballast area) 62 single span and single track bridges in Sweden are
surveyed. Detailed information about them can be found in [14]. The span length of the
desired bridges varies between [5-30]m. Therefore, evaluations are conducted within this
range for deterministic span lengths with a resolution of 5m.

The distribution of span length, moment of inertia, deck and ballast areas in addition
to their linear correlations are depicted in Figure 4. A strong correlation between span
length, moment of inertia and deck area is evident; while as expected, the ballast area
seems to be independent on span length. Hence, a conditional probability for the moment
of inertia and deck area is assigned (see Figures 5a and 5b); which, the parameters are
extracted by regression analysis and fitting lower and upper boundaries. On the other
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hand, the shown scatter plot of the ballast area (see Figure 5c) reveals that they mostly
vary around mean value regardless of the span length. Due to extracting distributions from
a limited database, a triangular probability distribution is adopted for the all geometrical
random variables.

It is well-known that the response of the bridges is highly dependent on the damping
ratio particularly around resonant speed. Additionally, the contribution of several factors
makes damping measurement a tedious task; which may result in scattered outcomes.
Therefore, the proposed lower bound in [12] is taken here as the mean value of the damping
ratio.

Discussed simplifications and existing lack of knowledge on different aspects of the
problem deviate the predicted responses by the adopted solution from corresponding real
values. Thus, a model uncertainty (χm) is applied to the limit state function; which should
be obtained from comparison of the experimentally captured values with those resulted
from the numerical model. However, the lack of such information led to propose a model
based on the authors’ judgment. In this regard, a Gaussian probability density function
with zero mean and a standard deviation of 20% is taken into account.

Considering all, the assigned parameters for the variables are reported in Table 1.

Correlation Matrix
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Figure 4: Correlation between span length, deck moment of inertia, deck area and ballast area

4 RESULTS AND DISCUSSION

Initially, the considered bridges are assessed following deterministic approaches. For
this objective, the speed of passing trains swept between 100 km/h up to 400 km/h; while
the average values are assigned for each variable. The analyses are repeated by changing
each variable to mean plus/minus one standard deviation; while other variables remained
constant. Hence, the train speed leading the vertical acceleration to surpass 3.5 m/s2 is
extracted (see for instance Figure 6). The obtained deterministic operating train speeds
are reported in Table 2.
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Figure 5: Distribution function for deck moment of inertia, deck cross section area and ballast area as a
function of span length

Then, the reliability of the developed limit state function is assessed using FORM.
In this regard, UQLab toolbox [16] is employed to conduct the analyses and extract the
corresponding probability of violence. For this objective, the span length of the bridge
is assumed as a deterministic parameter varying in the desired range and properties of
the other parameters are adopted as those tabulated in Table 1. Then, the reliability
of each bridge is assessed for all considered trains with different configurations; while a
speed resolution of 2 km/h is taken into account. Since the probability of violation is
calculated at discrete points; then, the average exceeding (failure) probability (pf,ave) can
be calculated using Eq. 14 [18].

pf,ave =
∫ vu

vl

P (adeck(v) > alimit)fv(v)dv ≈
1

n

n∑
i=1

P (adeck(vi) > alimit) (14)

Where, n is the number of discrete evaluations.
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Variable Unit Dist.
Mean/Mode STD/Bound.

Ref.
Min. Max.

alimit m/s2 Triangular 7.0 [6.0-8.0] -

N - Uniform (Integer) 11 18 [13]
D m Uniform 18 27 [13]
Lr m Uniform 2.5 3.5 [13]
paxle kN Deterministic 170 - [13]
α % Uniform 0 100 -
v km/h Deterministic 100 400 -

L m Deterministic 5 30 -
E GPa Truncated Gaussian a 29.7 3.5 [15]
I m4 Triangular b MI [LBI-UBI ] -
Ac m2 Triangular c MAc [LBAc-UBAc ] -
Ab m2 Triangular 2.7 [1.85-3.6] -
ρc kg/m3 Lognormal d 7.82 0.04 [1]
ρb kg/m3 Uniform 1500 2100 [1]
ξ % Lognormal e μξ σξ [1, 12]

χm % Gaussian 0 20 -

a The mean value is obtained from 5015
√

f ′
c [MPa] and considering C35 as typical concrete class in

bridges. A COV of equaling 12% is also considered. Due to controlled construction conditions of the
railway bridges, the assigned probability distribution is truncated for values deviated more than two
standard deviation from the mean value.
b The mode is obtained from regression analysis between span length and moment of inertia in the
surveyed bridges; which equals as MI = 0.011(L1.55). Furthermore, the lower and upper bounds would
obtain from LBI = 0.002L2 − 0.004L+ 0.06 and UBI = 0.00185L2 + 0.034L+ 0.23, respectively.
c The mode is obtained from regression analysis between span length and cross section area; which
equals as MAc = 1.6 exp(0.052L). Since cross section area is highly correlated to the moment of inertia;
therefore, boundaries are obtained from LBAc

= 1.781MI + 1.4 and UBAc
= 2.3MI + 2.9, respectively.

d Reported mean and standard deviation correspond to 2500 kg/m3 and 100 kg/m3 mean and standard
deviation in physical space, respectively.
e The mean value of the damping in normal space is obtained from 1.5 + 0.07(20 − L) [12] for bridges
with less than 20 m span length and equals to 1.5% [12] for others. It is needed to be transformed to
logarithmic space. Furthermore, the standard deviation of the lognormal distribution should be obtained
by considering aforesaid mean and standard deviation of 0.3% in physical space.

Table 1: Considered variables and their stochastic/deterministic properties

The aforesaid probabilities are required to be compared by an appropriate target relia-
bility index. Regarding the nature of the problem, it can be inferred both as serviceability
(SLS) or ultimate (ULS) limit states. The former corresponds to the maintenance and
tamping of the ballast; however, the later can be considered as severe cases in which
ballast instability may lead to derailment. Hence, β = 3.1 (pf ≈ 10−3) is considered as
the target reliability [17, 18].

Then, the average probability of exceeding vertical limit acceleration versus train speed
is illustrated in Figure 7. Only outcomes corresponding to 5m and 30m span lengths are
presented here for the sake of brevity; while, the extracted operating speeds for all bridges
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Figure 6: Deterministic running safety assessment of the considered bridges

are reported in Table 2. As can be seen, the conventional deterministic approach does
not lead at a constant safety level; which may result in designs with ambiguous capacity.
Furthermore, it can be inferred from those safety indices that the conventional design
method does not satisfy the desired safety level (pf = 10−3). The latter statement is
particularly true for bridges with larger span lengths. Such lower safety may arise from
several factors. Most importantly, shorter span bridges have generally higher frequencies.
Thus, higher train speeds are required to observe the resonance phenomenon. In addition,
the distribution of loads on track structure significantly reduces the response of bridges
with shorter span lengths; while its influence would be negligible for larger span lengths.
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Figure 7: Reliability-based assessment of the considered bridges

Finally, the sensitivity of the reliability evaluations to the considered random variables
is assessed using both direction cosines and omission sensitivity factor (see Figure 8). As
can be seen, the response is most sensitive to variations on car-body length, modulus
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L vprob vdet βdet(m) (km/h) (km/h)
5 348 322.0 3.42
10 230 315.5 1.97
15 250 284.0 2.37
20 170 215.0 2.01
25 148 186.0 2.27
30 216 231.0 2.66

Table 2: Comparison between reliability-based assessment versus deterministic evaluation

of elasticity and deck moment of inertia. It is worthwhile to note that deck/ballast
cross section area and their mass densities are also relatively important; which leads the
reliability level to be sensitive on their combination, i.e. mass of the bridge.
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Figure 8: Sensitivity of the reliability evaluations to the considered random variables

5 CONCLUSIONS

• An existing closed-form solution is adopted to evaluate the reliability of simply
supported single span high-speed railway bridges using FORM. It was noted that
the conventional deterministic dynamic assessments result in bridges which do not
satisfy desired target reliability level (β = 3.1).

• Despite applying a safety factor of 2.0 for the vertical acceleration limit, the con-
ventional design method does not lead to a constant safety level on bridges with
different span lengths.

• Reliability of the bridges are mostly sensitive to the car-body length, modulus of
elasticity and deck moment of inertia. Moreover, the mass of the bridge would be a
function of deck cross section area, ballast area, concrete mass density and ballast
mass density. Thus, by considering their importance the assessed reliability would
be considerably sensitive to their combination, i.e. mass of the bridge.
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[15] Wísniewski D.F., Safety Formats For the Assessment of Concrete Bridges with Spe-
cial Focus on Precast Concrete, PhD Dissertation, University of Minho, 2007.

[16] Marelli S., Sudret B., UQLab: A Framework for Uncertainty Quantification in MAT-
LAB, In the 2nd International Conference on Vulnerability and Risk Analysis and
Management (ICVRAM 2014), University of Liverpool, UK, 2014.

3449



Reza Allahvirdizadeh, Andreas Andersson and Raid Karoumi

[17] JCSS, Probabilistic Model Code, 12th Draft, JCSS-Joint Committee on Structural
Safety, ISBN: 978-3-909386-79-6.

[18] Hirzinger B., Adam C., Oberguggenberger M., Salcher P., Approaches for Predicting
the Probability of Failure of Bridges Subjected to High-Speed Trains, Probabilistic
Engineering Mechanics, 59, 103021, 2020.

3450



RESPONSE OF ELASTIC SHOCK OSCILLATORS AND ELASTO-
PLASTIC OSCILLATORS, WHITELY EXCITED, FROM ENERGY 

BALANCE AND STOCHASTIC ANALYSES 

Laurent B. Borsoi1, Philippe Piteau2 

1 LTB-Conseils 
19 route de la Plage, 50740, Carolles, France 

e-mail: laurent.borsoi@orange.fr 

2 Den-Service d’études mécaniques et thermiques (SEMT), CEA, Université Paris-Saclay, 
F-91191, Gif-Sur-Yvette, France 
e-mail: philippe.piteau@cea.fr 

Keywords: Oscillator, Elasto-Plastic, Shock, White Noise, Energy Balance, Diffusion Pro-
cess, Stochastic Variational Inequality  

Abstract. This paper deals with mechanical nonlinear oscillators, of mass-spring type, sub-
jected to white noise excitation. First, a remarkable property is noted: the energy, per time 
unit, injected into the oscillator by the external force depends only on the white PSD level (di-
rectly), and the oscillator mass (inversely). So, different oscillators, whatever their nonlinear-
ities and dissipation mechanisms, receive, and consequently dissipate, the same energy rate 
from the white noise provided they have the same mass. It is discussed how this simple energy 
balance, eventually connected to additional conjectures, gives information about the dyna-
mics of oscillators of two classes, (i) the elastic shock oscillators (ESO), and (ii) the elasto-
plastic oscillators (EPO), both including different subclasses (for the symmetry of stops or the 
type of plasticity). But relevant theories are needed to go further. The paper focuses on two 
items linked to stochastic diffusion processes. Concerning ESO with undamped stops, the the-
ory leads, via the Fokker-Planck equation, to an analytical expression for the probability 
density function (PDF) of the oscillator in the phase space. Quantities of interest (like Rice 
frequency, impact frequency or distribution) may then be deduced under closed-form, even for 
totally asymmetric ESO. Concerning (perfectly) EPO, a completely new approach has ap-
peared for a decade, based on stochastic variational inequality (SVI). The infinitesimal gen-
erator proper to the diffusion is degenerated and works in the special phase space defined 
from the EPO velocity and its elastic displacement. Joint PDF can be numerically determined 
through heavy computations, as illustrated by an example using finite differences. Finally, the 
paper comments the “white noise of engineers”, the PSD of which is realizable since truncat-
ed in frequency, which justifies some assumptions and simplifies the plastic-elastic transitions 
for EPO, as well as the stop contact phases for ESO.    
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1 INTRODUCTION 

The starting point for apprehending mechanical vibration relies ordinarily on the single os-
cillator made of a lumped mass, a linear spring and a viscous dashpot. Indeed, this 1-DOF 
model evidences, without too much mathematics, basic physical concepts of linear vibration 
such as free or forced response, resonance, etc. Moreover, it even represents sometimes “reali-
ty” with sufficient accuracy, i.e. at the first order filter. At last, it gives birth to more advanced 
concepts, such as response spectrum or transfer function, that found many linear analyses of 
multi-DOF structures, in various fields: seismic, shock, random vibration, etc. Moving from 
linear to nonlinear vibration is never a straight forward extrapolation, but constitutes a giant 
step as the superposition principle is lost and no general theory exists. Consequently, the non-
linear vibration issues must be solved on a case-by-case basis. Nevertheless, the 1-DOF ap-
proach remains a good starting point, despite two major differences with the linear case: (i) 
the multiplication of 1-DOF models according to the nonlinearity; (ii) the dramatic challeng-
ing task for the multi-DOF extensions.  

This paper deals with such 1-DOF approach. For keeping a certain degree of generality, it 
considers nonlinear single oscillators of two distinct classes, (i) the elastic shock oscillator 
(ESO), and (ii) the elasto-plastic oscillator (EPO), both subjected to white noise excitation. 

Firstly, these cases, although a priori academic, are emblematic of real situations in me-
chanical or civil engineering. ESO under white noise might be associated to flow induced vi-
bration (FIV) of components excited by turbulence, and whose supports have gaps, which is 
common in industrial facility to cope with thermal expansion. EPO under white noise might 
be associated to structures or components seismically shaken, that experience plastic excur-
sions, the quantification of which is needed, notably in the margin studies with beyond design 
earthquakes. 

Secondly, ESO and EPO present well-marked and very different nonlinearities that may be 
considered as two extreme cases, without and with “memory”. But thirdly, the white noise 
excitation is rather universal; it does not depend on the oscillator response as any additive ex-
ternal force, but injects energy into the oscillator independently of its rigidity or damping, 
which is really a remarkable property.  

Schematically, the paper aims at understanding and quantifying some features of the dy-
namics of ESO and EPO, whitely excited, by following two opposite ways. The first one, very 
simple, is based on the elementary energy balance mentioned above, eventually connected to 
additional conjectures. The second one, quite complicated in comparison and more mathemat-
ical, uses results produced by the theory of stochastic diffusion processes. The amount of in-
formation naturally grows with the degree of sophistication of analyses. But it is always 
interesting - and it is one of the paper’s goals - to stress how very simple analyses can provide 
pertinent results, especially for extracting orders in magnitude.   

2 ENERGY INJECTED BY A WHITE NOISE 

The energy injected, per time unit, into the oscillator by the external force f(t) - in other 
words, the inserted mechanical power - may be heuristically calculated by considering an ap-
proximated or “truncated” white noise with time step t. In this modeling, the continuous 
force f(t) is a step piecewise function, build from the discretized values f(tk) of the force at 
time tk=k t, k : k k k 1kf (t) f (t ) H(t t ) H(t t ) , where H is the Heaviside
function and f(tk) a randomly distributed variable with zero mean and finite variance, all val-
ues being independent one from each other. By construction, the force value kf (t )  and the 
oscillator velocity kx(t )  are independent variables, but kf (t ) and the oscillator velocity
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kx(t t)  at the end of the time step are linked through the impulse generated by the force f(t)
constant during the time step t. If this later is small enough for ensuring first order develop-
ments, we have (with m the oscillator lumped mass):   

k
k k k

f (t ). tx ( t) x(t t) x(t )
m

(1) 

In fact, the impulse is linear on the time interval t: k kx ( ) f (t ). m  , [0, t)  .
The mathematical expectation of the instantaneous injected power is thus: 

t
2

f f k k k
0

1 tP p (t)  = f (t ). x ( ).d  = f (t )
t 2.m

            (2) 

Let 0F the level of the power spectral density (PSD) of the mathematical white noise ex-
pressed in negative and positive pulsations , ranging from -  to +  and, so, leading to an 
infinite variance. The “physical” white noise f(t), as build above, has a finite variance since t 
is finite: 2 2

kf (t) f (t ) . Its PSD can be easily deduced from the auto-correlation function,

ffR ( ) f (t).f (t ) ; we have [3]: 
2

2
ff k

t sin( t / 2)S ( ) . f (t ) .
2 t / 2

. By assimilating 

the mathematical PSD level to the zero-pulsation value of the physical PSD, ff 0S (0) F , we

can get the following expression: 2 2
ff 0 k

2S ( ).d 2.F . f (t) f (t )
2 t

, in which we 

recognize the Shannon cut-off pulsation: c 2 / 2 t . So, Eq.(2) gives for the averaged
power injected by f(t): 

2 0
f f k

.FtP p (t)  = f (t )
2.m m

(3) 

The energy rate injected by the white force f(t) is directly proportional to the PSD level and 
inversely proportional to the oscillator mass. No other characteristic acts in Eq.(3). Therefore, 
all the oscillators of the same mass, subjected to white noises of the same intensity, receive 
the same amount of energy, whatever their stiffnesses, dissipation mechanisms, and/or non-
linearities of all kind (with or without a memory effect). Consequently, on the only condition 
that (at least) one dissipation mechanism exists, and works without any saturation, all the os-
cillators will dissipate the same energy rate and exhibit stationary responses (removing the 
initial transient part if the oscillator is at rest when the white noise applies).  

3 DAMPED ELASTIC OSCILLATOR 

Let us first consider a simple elastic oscillator made of the mass m, the elastic spring k0, 
the viscous dashpot c0 (always positive), submitted to a centered white noise force of intensity 
F0 (PSD level). Thus, the mass motion satisfies the following time-history dynamic equation: 

0 0m.x(t) c .x(t) k .x(t) f (t) . The differential energy dissipated by the dashpot at time t is:
2

d 0 0dE (t) c .x(t).dx c .x(t) .dt ; hence the instantaneous dissipated power: 2
d 0p (t) c .x(t)  ;

therefore, in average: 
2 2

d d 0 0 xP p (t) c . x(t) c . (4) 
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Moreover, the injected power (precisely, its mathematical expectation) is strictly equal to 
the dissipated power (idem) for stationary processes since the vibratory energy (kinetic + po-
tential elastic) is time independent: 2 2

v 0E (t) m.x(t) / 2 k .x(t) / 2 ct.  Equalizing

Eq.(4) to Eq.(3) produces the well-known formula for the velocity variance: 

2 0
x

0

.F
m.c

(5) 

Conjecturing the Rice pulsation, defined as: Ri x x/ , is here equal to the oscillator

eigen-pulsation, 0 0k / m  , we deduce from Eq.(5): 

2 0 0
x 2

0 00 Ri

.F .F
k .cm.c .

(6) 

which is effectively the right expression for the displacement variance of an elastic oscillator 
whitely excited. In addition, it is recalled that the oscillator response is Gaussian.  

4 ELASTIC SHOCK OSCILLATOR (ESO)  

ESO model is presented Figure 1-a. ESO are “without memory” in the sense that the cur-
rent state of the oscillator in the phase space (displacement-velocity) is sufficient to determine 
the internal force that applies on the mass. A typical behavior law in terms of force-
displacement relationship is shown Figure 1-b. We consider as ESO sub-classes:  

- the elastic symmetric shock oscillator (ESSO), with two symmetrical stops in compres-
sion, and consequently an odd behavior law for positive and negative displacements of the 
mass;   

- the elastic asymmetric shock oscillator (EASO), e.g. with one stop on only one side, the 
behavior remaining linear in the opposite direction.  

(a) ESO Model (b) Load-Displacement Law 
Figure 1: Elastic Shock Oscillator (ESO) 

4.1 ESO Response from Energy Balance  

First, we consider ESSO, taking j1=j2 for the gap size, k1=k2>>k0 for the stop stiffness, and 
c1=c2=0 for undamped stops (see Fig.1-a). So, the only dissipative component remains the 
viscous dashpot c0 that is permanently acting; therefore, Eq.(5) still holds, which permits to 
get the accurate velocity variance that is independent of the stop characteristics (gap, rigidity). 
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The gap system is intuitively “bordered” by two extreme cases concerning the gap size: in-
finite (open gaps) or zero (closed gaps), that both produce a linear behavior. So, it can be con-
jectured that the actual Rice pulsation lies in the range: 0 Ri 1 1k / m .

Let x0 the standard deviation in displacement obtained from Eq.(6), and attached to the 
associated linear oscillator (ALO) that corresponds to ESO with open gaps. The reduced gap, 
j*=j1/ x0, informs, at least qualitatively, about the occurrence of impacts knowing the ALO 
response is Gaussian. So, for “high” values of the reduced gap (j* 3), the impact frequency 
almost coincides with the ALO crossing rate [1-4]; for the right stop (idem for the left one): 

2
j 0f f .exp( j / 2) ; moreover, the Rice frequency is (quasi) the ALO one: fRi  f0 = 0/2 . 

But of course, the ALO predictions are no longer quantitative for lower reduced gaps. 
Nevertheless, it appears that the impact peak values may be correctly estimated. The ESO 

joint PDF in the phase space is unknown (see § 4.2). But, we may conjecture: (i) the station-
ary PDF can be splitted according to the uncorrelated variables that are the displacement and 
velocity: x xp(x, x) p (x).p (x) ; (ii) the velocity part xp (x) , whose standard deviation is
known via Eq.(5), is Gaussian. Common developments, e.g. [3,4], then permit to establish 
that the positive crossing velocity ( ax ) of any threshold (a) follows a Rayleigh distribution:

2
a a

c a 2 2
x x

x xp (x ) .exp
2.

  ;   a xx .
2

   ; 2 2
a xx 2.         (7) 

On the other hand, we can assume that, during each phase of stop contact, the impact peak 
value Fmax, developed in the stop, depends at the 1st order on the impact velocity (velocity just 
at the contact start). This is equivalent to “forget” the white noise and dashpot, anticipating a 
quasi-zero mean effect. Hence the energy balance: 2 2

max 1 0 1 max 1 j1F / 2.k k .j .(x j ) m.x / 2 ,

with max 1 max 1F k .(x j ) . From Eq.(7), x0 0 x0. , 2 2
max 0 1 max max 0 1F 2.k .j .F (F k .j ) ,

we obtain the following approximation: 

max

0 x0

F
. jk . 2

 with  1

0

k
k

(8)  

which will be proven to be excellent (see § 4.2). 

4.2 ESO Response from Stochastic Diffusion Process  

The ESO response to a white excitation constitutes a stochastic diffusion process (a class 
of Markov process) when described in the phase space displacement-velocity. Thus, the joint 
PDF, that is time dependent tp (x, x)  given the initial conditions (e.g. ESO at rest when sud-
denly excited), satisfies a partial derivatives equation (PDE), the Fokker-Planck equation (also 
named forward Kolmogorov eq.), that is hereafter derived for ESO with undamped stops, k(x) 
being the nonlinear rigidity (see [1-5]): 

1 1 2
2t t 0 t t

0 2
p (x, x) [x.p (x, x)] [( k(x).m c .x.m ).p (x, x)] p (x, x)F .m .

t x x x
 (9)  

The left term p/ t vanishes in stationary regime. Then, Eq.(9) has a “simple” analytical 
solution under the form, p=C.exp(- .Ev), where Ev is the ESO vibratory energy (elastic poten-
tial U(x) + kinetics 2m.x / 2 ), and C and  two constants [5]:
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2

2 2
x0 x0 0x0 x0

1 1 2.U(x) xp(x, x) .exp .
2 . . .A k2. 2.

(10) 

In Eq.(10), x0  and x0  represent the ALO standard deviations, respectively in displace-
ment and velocity (see Eq.(6) & (5)). First, we note that the PDF properties, conjectured in the 
previous section, are verified. The constant A (or x0 x0C 1/ 2 . . .A ) is for the PDF nor-

malization: p(x, x).dx.dx 1, and is given in Appendix A for ESSO and EASO. Triv-

ial calculations using the above PDF give birth to closed-form formula for certain quantities 
of interest [5-6]. Let us quote: 

Crossing Rate. By applying the well-known Rice formula, a 0
x.p(a, x).dx , we obtain:

a 0 2
0x0

1 2.U(a).exp .
k2.

  with 0
0

f
A

(11)  

Impact Frequency. Using Eq.(11), and distinguishing the left stop (subscript 1) and the 
right one (subscript 2), we have: 

2
j1 0 1.exp( j / 2)  ; 2

j2 0 2.exp( j / 2) (12) 

Rice Frequency. For ESSO (see Appendix A for the G value and EASO). 

2
x

Ri 02
x

1 Af . f .
2 G

(13) 

The reduced frequencies ( 0 0/ f ) & ( Ri 0f / f ) are shown Figure 2-a for ESSO having dif-
ferent ratios of rigidity =k1/k0.

Peak penetration PDF.  Under a “narrow band assumption”: one single peak of x(t) per 
stop contact, of amplitude (a), we get the conditional PDF: 2 a j2p(a | a j ) ( a) / .

Noting, 2 2 2(a j ) j , the reduced penetration of the right stop, we then deduce the PDF:

2
2 22

2 2 2 2 2 2 2
jp( ) j .(1 ) 1 .exp .(1 ) 2.
2

        (14) 

This simplified expression agrees with more rigorous ones derived from filtered white 
noise, [5], see section 6. It stands also for the left stop with 1 1 1( a j ) j .

Impact Mean Force.  This quantity may be derived from previous Eq.(14). We get for the 
right stop (similar formula for the left stop): 

2
max,2 2 2 2

x0 22 2

F j j. .exp . erfck . 2 2.(1 )1 2.(1 )0
        (15) 

Eq.(8), “made by hand”, appears to be a first order development of Eq.(15) in j*. So, at the 
zero order, the (reduced) mean impact force does not depend on the gap size, but only on the 
stop rigidity (via ), and it slightly decreases by opening the gaps, as illustrated Figure 2-b.  
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(a) Zero Crossing Rate & Rice Frequency (b) Mean Impact Force 

Figure 2: Results for Elastic Shock Oscillator (ESO) 

5 ELASTO-PLASTIC OSCILLATOR (EPO)   

EPO model is schematized Figure 3-a where the dotted arrow stands for the elasto-plastic 
restoring force. EPO totally differ from ESO through the softening rigidity (ESO has harden-
ing one) and the memory effect embedded in the plastic drift that may be viewed as a hidden 
internal variable. Indeed, at time t, the EPO displacement, x(t)=xp(t)+z(t), comprises a plastic 
part xp(t), and an elastic one, here named z(t), to avoid confusion with the elastic limit xe pre-
sent in the force-displacement relationship. Thus, the current displacement x(t) is not suffi-
cient to determine the internal force that applies on the mass (the oscillator past response, via 
xp, is required). The type of plasticity, encapsulated in the behavior law, pilots different sub-
classes (see Fig.3); we consider here:  

- the elastic-perfectly-plastic oscillator (EPPO), with a zero plastic slope and a symmetrical 
plasticity in tension and compression (Fig. 3-b); 

- the elastic-unilaterally-plastic oscillator (EUPO), with a plasticity only in tension (and a 
zero-plastic slope; Fig. 3-c); 

- the elastic-kinematically-plastic oscillator (EKPO), with a non-zero plastic slope and a 
kinematic plasticity, i.e. the elastic range stays constant and equal to the initial one, whatever 
the plastic drift (Fig. 3-d).  

 

 

   
 

(a) EPO Model (b) EPPO Law (c) EUPO Law (d) EKPO Law 
Figure 3: Elasto-Plastic Oscillator (EPO) 

5.1 EPO Response from Energy Balance 

The elastic part of the EPO displacement is bounded, by construction, to the elastic limit(s). 
Consequently, it is often adequate to reduce the EPO dynamics to the quantification of the 
plastic drift which dramatically depends on the plasticity model that is operated.  
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EUPO. Considering, first, an EUPO with plasticity only in tension, zero plastic slope 
(Fig.3-c), and no viscous damping. The only dissipative mechanism in this system is the work 
made by the plastic force, e e ef k .x , during the plastic drift, px (t) , that is always growing in
the positive direction. We get from the energy balance:  

0
e p

.F f . x
m

(16) 

where we recognize, in the last right term, the plastic growing average rate, including both the 
plastic phases, z(t)=xe, and the elastic ones, z(t)<xe, dxp(t)/dt=0.  

Let the EUPO at rest and virgin at time 0, z(0)=0, xp(0)=0, when suddenly excited. The 
plastic growing rate, extracted from Eq.(16), gives a solid information about the oscillator 
displacement at time t: p px(t) x (t) x .t , provided the time t is large enough to count a

lot of plastic events while erasing the initial elastic phase (before the 1st plasticity). Note that 
the plastic excursions are unavoidable, whatever the plastic force level (fe), the detail of which 
(parameters xe , ke) doesn’t matter. Now, if the EUPO is viscously damped, Eq.(16) is changed 
into (the decomposition of the plastic rate is explained hereafter):    

2 20
0 e p 0 e p p

.F c . x f . x c . x f . .
m

(17) 

with two dissipation mechanisms in competition according to the reduced elastic limit, 
xe

*=xe/ x0 , x0 being the standard deviation of the ALO that is equivalent to EPO with infi-
nite elastic limit. Just like ESO, for “high” values, xe

* 3, the plasticity frequency almost coin-
cides with the ALO crossing rate of the elastic limit: 2

p 0 ef .exp( x / 2) ; moreover, the 
oscillator velocity, at the entry in plasticity, follows the Rayleigh distribution of Eq.(7), which 
permits to estimate the mean plastic drift through a crude energy balance: 

2 2
e x0x 2.   

2
2 x0 x0

e e p e p 2
0 e e

1k .x . m. x
2 .x x

    (18) 

For lower values, xe
*<3, more advanced analyses are necessary. Nevertheless, rough orders 

of magnitude might be conjectured from the oscillator conditions at each plasticity exit (at 
time n): n ez( ) x , nx( ) 0 . So,

2 2 2 2
p 0 ex x z ( .x ) / 2 (19) 

to be inserted in Eq.(17). EUPO is a special case where the knowledge of the global plastic 
rate, through the energy balance, gives directly a pertinent information about the plastic drift 
which is constantly growing. This is no longer the case for EPPO and EKPO.    

EPPO. In the elastic-perfectly-plastic oscillator (Fig.3-b), the plasticity occurs in tension 
or compression in a symmetrical way, with identical plastic parameters, except for the signs; 
for example, undamped EPPO leads to an energy balance similar to Eq.(16): 

0
e p e pp e p

p p p p p p p p p p

.F f . x f . x 2.f . x
m

with x . ; x . ; ;  =
      (20) 
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Consequently, the mathematical expectation of the plastic drift, viewed as a stochastic pro-
cess, is always zero, whatever the time t. This is a correct, but poor information for people 
generally interested in the maximum displacement reached during the period of observation 
(0,T), or, in other words, in the demanded ductility: T 0 t T emax x(t) x . In fact, the plas-
tic drift is similar to a Brownian motion: its average is zero, but its variance linearly grows 
with the time. This has been demonstrated for damped EPPO, first heuristically (e.g. see [9]), 
then mathematically [13]. The knowledge of this growing rate permits, using the central limit 
theorem, to determine the demanded ductility in a probabilistic way [9]. Unfortunately, this 
requires additional ingredients out of the scope of the only Eq.(20), that can nevertheless be 
used as discussed in section 5.2. 

EKPO. The introduction of a non-zero plastic slope kp (Fig.3-d), even very weak, dramati-
cally changes the plastic drift with respect to EPPO. Let the EKPO initially at rest (and virgin); 
the kinematic plasticity (with a constant elastic range) makes the oscillator to continuously 
experience plastic excursions, but the plastic drift will have a zero mean, and a finite variance, 
time invariant once the stationary regime reached (e.g. see [11]). Determining this variance, 
and more generally the EKPO dynamics, requires additional ingredients that only detailed 
analyses can provide. But analyses, “at the zero order” or “by hand”, are always interesting 
for the understanding. Such a primitive analysis could be reduced to:   

22 2 20
e p p p p p p p p

.F f . x ; x . ;  2. ;  x (t) 2.A
m

  (21) 

The 1st relation is the energy balance for an undamped EKPO with a moderate plastic slope, 
in such a way fe is taken constant. The 2nd one is the decomposition of the average (absolute) 
plastic rate into the plastic frequency and the mean absolute plastic jump. The 3rd one suppos-
es an exponential law for the plastic jumps, which is roughly verified in most cases, the veloc-
ity being Rayleigh distributed at the entry in plasticity [11]. The 4th one is specific to EKPO. 
Omitting the subscript p, we can write the nth plastic jump: n 1 n nx x . By taking the
mathematical expectation of this relation, squared, we obtain for the stationary regime, 

2
n n n2 x . 0 , where the 2nd term must be negative. At the 1st order, given the EKPO

plastic law, and reinforced by time-history simulations, we have, in mean, n nA.x , with
A constant, which explains the 4th relation. Shortly, Eq.(21) says that the knowledge of p and 
A suffices to get, in order of magnitude, the plastic variance from the energy balance, and 
consequently the demanded ductility, the plastic drift being Gaussian. How these two parame-
ters, p and A, could be conjectured cannot be detailed here.     

5.2 EPPO Response from Stochastic Diffusion Process 

Following the seminal paper [7] by Karnopp & Sharton, a lot of works (e.g. see [8-12]) has 
been made using the conditional probability devoted to the ALO, and exposed in Appendix B. 
Such use is clear: first, the EPPO behaves linearly and elastically between two plastic excur-
sions, and, secondly, the initial conditions of each elastic phase are driven by the plasticity 
exit and are known: ez(0) x ; z(0) 0  (with a time reset). The joint PDF tp (z, z) , whose
expression is analytical, permits to obtain relevant statistics at the first ALO crossing of the 
elastic barriers xe, i.e. when the EPPO enters again in plasticity.  

Among these statistics, a key factor is the probability P1 that the next plasticity occurs im-
mediately, on the opposite elastic barrier, after a half-cycle corresponding roughly to the ALO 
semi-period (T0/2). Indeed, plasticity occurs by “clumps” in EPPO, made of a succession of 
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elementary plastic events, of alternate sign, spaced in time by about T0/2. The probability P1 
directly pilots the clump size <N>, i.e. the average number of successive cascaded plastic ex-
cursions; it also takes place in the net plastic increment finally obtained at the end of the 
clump, after an algebraic summation of successive plastic shifts [9] (see after for  & ):      

11

1N N.p(N)
1 P

;  c
p 0 ;  c 2 2 21 1

p 2
11

P P( ) 2.
1 P1 P

       (22) 

Time-history simulations, as well as the use of the joint PDF tp (z, z) , show that the veloci-
ty distribution, at the entry in plasticity, follows rather well a Rayleigh distribution like Eq.(7) 
(but with unknown x ). Consequently, from a crude energy balance (where the average effect 
of white noise and viscous damping would be zero), each elementary plastic jump follows an 
exponential law, the parameters of which are  for the first jump in the clump, and   for all 
the others in the clump; hence Eq.(22-right) that represents the variance of an idealized plastic 
jump modeling the “clump”. Moreover, by construction, the plastic clump frequency is: 

pc
p p 1

2.
2. .(1 P )

N
                                                  (23) 

By assuming the independency of two successive clumps, the growing rate of the “Brown-
ian” plastic variance is c c 2

p p. ( ) . Therefore, invoking the central limit theorem, the plastic 

displacement, at time t, of an EPPO initially virgin is normally distributed with zero mean and 
variance: 2 c c 2

xp p p(t) .t. ( ) . On the other hand, the EPPO is said “collapsed” if the de-

manded ductility, T, exceeds the allowable one, , during the period (0,T). A simple devel-
opment, based on the reflexion principle proper to the (true) Brownian motion, leads to 
estimate the EPPO collapse probability PC as (see [9]): 

2
CP ( ,T) 1 1 P( ,T) with 

e

2 2
p xp p

xp.x

1P( ,T) 2. .exp x 2. (T) .dx
2 . (T)

  (24) 

This “Brownian” approach, that requires the determination of four parameters: P1, , , 
p

c, may be simplified, using Eq.(20) and supposing p : 

pc c 2
p p

1

4. x .
. ( )

1 P
                                                  (25) 

This formula shows how the global plastic rate extracted from the energy balance must be 
married with the plastic parameters P1 and  related to plasticity in the clump; (see also [17]).        

5.3 EPPO from Stochastic Variational Inequality (SVI) 

This section summarizes, without any mathematical rigor, the new ideas emerging for a 
decade to characterize the EPPO dynamics. Readers are invited to consult the references [13-
15], for more details, especially for the mathematical foundations. For clarification, the previ-
ous notations are completed as follows: y(t) is the oscillator velocity, Z the elastic limit (Z xe),   
w(t) a Wiener process, the time derivative of which produces the forcing white noise; in addi-
tion, all the force terms are referred to a unit mass (m=1).  
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SVI. EPPO satisfies the following usual equations in the time domain: 

0 0 0 0

p

elastic phase: z c .z k .z w(t)  ;  plastic phase: y c .y k .Z w(t)
  with :   z(t) x(t) x (t)   ;   y(t) x(t)

          (26) 

In fact, the whole may be encapsulated into the stochastic variational inequality (SVI):  

0 0t, Z,  dy(t) c .y(t) k .z(t) .dt dw(t)  ;   dz(t) y(t).dt . z(t) 0   (27)

in which x(t) no longer appears explicitly. This formulation permits, in a mathematically well-
founded and rigorous way, to derive a PDE involving the couple (z(t),y(t)) with the non-
standard boundary conditions attached to the plastic saturation: z(t)= Z. Particularly, the in-
finitesimal generator, proper to the diffusion process, can be determined using Ito's lemma. 
This generator is given in Appendix C, while the concept, and its current use, are briefly re-
ported hereafter. 

Diffusion Generator. The pair made of the elastic displacement, z(t) zt, and the oscillator 
velocity, y(t) yt, constitutes a Markov process of diffusion in R2. This process may be de-
scribed thanks a set ( ) of continuous functions, (z,y): R2 R, of sufficient regularity. The 
operator, t ( ) : , is thus defined as follows: t s s t s t s s s(z , y ) (z , y ) | (z , y ) ; in
words, for each location z(s),y(s) in the phase space at time s, it gives the mathematical expec-
tation of the function  at time t+s, i.e. after a delay of t. This operator forms a semi-group; 
noting z for z0, y for y0: t s t s t s(z, y) ( (z, y)) ( T ) (z, y) ; 0 (z, y) (z, y) ,
from which the infinitesimal generator L is defined: t 0 tL (z, y) lim ( (z, y) (z, y)) t  .
This concept is classic for Markov process, but the generator has here an unusual form (see 
App. C), and, moreover, it will be operated in an original way.  

Generator Use. The derivation, t t t( ) t L L , can be easily proved, at least
heuristically. Noting for clarity, t (z, y) v (t, z, y) , so: v (t, z, y) / t Lv (t, z, y) 0 .

The Laplace transform of v is: t
, 0

u (z, y) e .v (t,z, y).dt  . Integrating by parts and 

using the previous relation, v / t Lv , we get: t
, 0

.u (z, y) (z, y) e .Lv (t,z, y).dt , 

that finally gives, as the generator L is time independent (in invariant model): 

, ,.u (z, y) Lu (z, y) (z, y) (28) 

The final value theorem for the Laplace transform F( ) of the function f(t) specifies that: 
t

t0
e . f (t).dt .F( ) f (0 )   0lim .F( ) f ( ) . Applying here this theorem:

,0 t t
lim .u (z, y) lim v (t, z, y) lim z(t), y(t) m(z, y). (z, y).dz.dy       (29) 

in which m(z,y) stands for the stationary probability density function (PDF) of the pair (z,y). 
It is worth noting that the initial conditions (z, y, at time 0) are “dissolved” in this formulation 
since:  ,0

(z, y), lim .u (z, y) m(z, y). (z, y).dz.dy constant . 

PDF computation. For the computation, the PDF m(z,y) is approximated by a decomposi-
tion on a set of given basis functions, ig ( z, y ) : i

iim(z, y) m .g (z, y) , where im  are the un-
known scalars to be determined. The computation process is thus clear: 

(a) Choice of a “sufficient small” . 
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(b) For each i, resolution in i,u  of Eq.(28): i
i, i,u (z, y) Lu (z, y) g (z, y) , which pro-

vides according to Eq.(29):  j i
i, j j ijj j.u m .g (z, y).g (z, y).dz,dy m .G . 

(c) Inversion of the system: ij j i,G m .u , where i j
ijG g (z, y).g (z, y).dz.dy . 

Finite Difference. The previous step (b) is solved by a finite difference method on a lim-
ited grid, from -Z to +Z for the elastic displacement z (which is self-obvious), from -Y to +Y 
for the oscillator velocity y (see Fig.4-a). Y is large enough to ensure a Neuman condition on 
the border u/ y=0. The L operator (App. C) is discretized in a symmetrical, but very com-
mon way. For example, noting i and j the subscripts respectively attached to z and y, we have 
for the terms involving derivatives with respect to y:   

i, j 1 i, j i, j 1 i, j 1 i, j i, j i, j 122
y i, j i, j i, j2

u 2u u u u u ua(L u) max(0,b ) min(0,b )
2 y yy

     (30) 

with i, j 0 j 0 ib (c y k z ) ; see [16] for details.  Figure 4-b shows an example of PDF, m(z,y), 

obtained with the grid of Fig.4-a ( 0=4%, xe*=1). We particularly notice the PDF profile on 
the elastic barriers: z=+xe, y 0 ; z=-xe, y 0 . This PDF is coherent with Monte-Carlo results, 
but the precision and convergence rate cannot be discussed here.  
 

  
(a) Finite Difference Grid (b) Stationary PDF m(z,y) 

Figure 4: Example of PDF Computation for EPO, from SVI theory 

6 “WHITE NOISE OF ENGINEER” 

White noise is nowadays defined as the time derivative (in the sense of distribution) of 
Wiener process, which permits mathematically-well-founded developments. But degenerating 
the mathematical white noise F0, the variance of which is infinite, into a physically-realizable 
process Sff( ) remains a necessity for engineers which face the real world. This transfor-
mation is generally without great consequence provided the cut-off frequency ( 1/2. t) is 
large enough compared to the oscillator characteristic frequencies.  Furthermore, engineers 
are most of the time interested in quantities at macro-or-meso-scale, by nature filtered or av-
eraged. Nevertheless, we should be aware about the specificity of white noise, as well as the 
eventual impact of the cut-off frequency. Indeed, the convergence of certain quantities, as the 
time step t decreases, can be affected or “polluted” by micro-peaks-or-oscillations taking 
place in the oscillator trajectory. The purpose of this section is just to illustrate such phenom-
ena.    
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Concerning ESO, Figure 5-a presents an example of peak penetration PDF obtained from 
Eq.(14), under “a narrow band assumption” (NBA). Analytical PDF got from filtered white 
noise (FWN) are also indicated, following [5] with a first order filter of eigen-pulsation, 

= * j0 ( j0  being the ESO pulsation with closed gaps). We see on Fig. 5-a how the PDF 
slightly differ as * increases, while producing very close mean values. The NBA assumption, 
“one single peak per stop contact”, is so justified, as the more as it produces simple expres-
sions such as Eq.(14) & (15).       

Concerning EPO, Figure 5-b presents the crossing frequency e(t) of the elastic limit xe for 
an EUPO coming out of plasticity (x=xe) at t=0. It has been obtained from the Rice formula: 

e t e0
(t) x.p (x , x).dx , applied to the conditional probability reported in Appendix B. By

definition, e (t).dt  is the probability of crossing during the differential time interval [t,t+dt).
For short durations, this probability may be integrated [17]. We see on Fig. 5-b two contribu-
tions. The “bump”, on the right part of the dotted blue line, corresponds to the crossing prob-
ability, roughly a period later (T0=0.1 s). But we see also, on the left part, the asymptotic 
increase of the PDF towards t=0. Physically, it corresponds to a return in plasticity, just after 
the exit, due to a noise impulse, all the more possible as the elastic restoring force is weak and 
the noise intensity strong. The integral of this PDF portion tends to 1 (probability almost sure-
ly) for “true” white noise, for which the border between plasticity and elasticity becomes 
fuzzy in time. The plastic-elastic border is more and more net as the white noise is truncated 
in frequency. But this illustrates how simulations, especially in the time domain, may be deli-
cate when involving white noises, and the necessity of “adequate” quantities to make compar-
isons or convergence tests.  

(a) Peak Penetration PDF for ESSO (b) Elastic Crossing Frequency for EUPO 
Figure 5: Two Illustrations for the “White Noise of Engineer” (Band-Limited) 

7 CONCLUSION 

This paper treated of the response of nonlinear single oscillators submitted to white noise 
excitations. The oscillators were, on the one hand, the elastic shock oscillators (ESO), with 
symmetrical or asymmetrical stops (resp. ESSO & EASO), and, on the other hand, the elasto-
plastic oscillators (EPO), with different types of plasticity: perfect, unidirectional or kinematic 
(resp. EPPO, EUPO & EKPO). The subject is very broad, and the purpose of the paper was 
just to illustrate the following points:  

A white external force injects the same energy rate into all the oscillators having the
same mass, whatever their non-linearities and dissipation mechanisms. Thus, a simple energy 
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balance provides a first level of information about the oscillators’ dynamics, that can even be 
very quantitative in some cases (EUPO, ESO) with the help of additional conjectures. 

The next step is to build and feed the dynamics on nonlinear oscillators from the ones of
the associated linear oscillators (ALO), the theory of which is well mastered. This “old” and 
common way is always source of improvements (e.g. [17] for EPO).   

The “ultimate” step is evidently to use relevant theories concerning the stochastic diffu-
sion processes, such as Fokker-Planck equation (used here for ESO), or stochastic variational 
inequality (SVI, used here for EPPO). In most cases, these theories result in numerical com-
putations (e.g. [6] for ESO with damped stops) that can serve of references, just like Monte-
Carlo simulations. But special care must be done to the white noise specificity.      

Finally, analytical results devoted to nonlinear single oscillators, whitely excited, could
appear of only academic interest, while Monte-Carlo simulations can now be easily operated. 
But the authors' opinion is that 1-DOF results, especially with closed-forms, exceed the aca-
demic sphere by providing tendencies that could be useful for engineers. Figure 2-b is such an 
example: it was not a priori evident that opening the gaps in ESO let quasi-unchanged the 
mean impact force. The change of plastic behavior, from “Brownian” for EPPO, to stationary 
for EKPO, is another example.  

An engineer must have clear ideas. And this is the set of analyses, from the simplest (e.g. 
1-DOF with energy balance) to the most complex (e.g. based on sophisticated finite-element 
models), that should forge his mind in the clarification and hierarchization of the involved 
physical phenomena he has to cope with.  
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APPENDIX A: RESULTS FOR ELASTIC SHOCK OSCILLATOR (ESO) 

ESSO: elastic symmetric shock oscillator. EASO: elastic asymmetric shock oscillator. 
Subscripts 1, 2 are respectively for the left and right stop (Fig.1-a); j is the gap size (j 0); 

j* the reduced gap size, e.g. 1 1 x0j j /  ( x0  is the ALO standard deviation);  the ratio of
the stop stiffness over the permanent one, e.g. 1 1 0k / k . The subscripts are omitted for
ESSO : 1 2j j j , 1 2  , except for the stop rigidity noted 1k .

Constant A: 1 2A AA
2

 for EASO, with (idem for 2A ):  

2
1 1 1 1

1
11 1

j j . j1A erf .exp .erfc
2.(1 )2 1 2.(1 )

     (A-1) 

For ESSO: 1 2A A A .

Mean displacement: for EASO, x0
1 2E(x) .(H H )

2 .A
, with (idem for 2H ): 

2 2
1 1 1 1 1 1

1 1 1 13/2
1 111

j j jH ( j , ) .exp .j . .erfc .exp
1 2 2 2 12.(1 )(1 )

(A-2) 

For ESSO, E(x)=0 (the mean displacement is obviously zero). 

Standard deviation: 
2

22 x0 1 1 2 2
x

g( j , ) g( j , ). E(x)
A 2

, with: 
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2 2

2

2 2
2

3/2

j 2 jerf .j . .exp
22 (1 )

g( j*, )
j 1 jerfc . . 1 j . .exp

(1 ) 2 12.(1 ) (1 )

         (A-3) 

For ESSO: 2 2
x x0

G
A

, with G g( j , )  ; G is noted in uppercase to distinguish ESSO.

APPENDIX B: CONDITIONAL PROBABILITY FOR A LINEAR OSCILLATOR [7,9] 

0 0x , x : initial conditions at time t=0. F0: white noise intensity (PSD for - < <+ ).

0 0 2
x(t) x(t) t

2 2
t t t t t

2 2 2
x(t) x(t)t x(t) x(t)

1p(x, x, t | x , x ) .
2 . . . 1

(x C ) 2 (x C )(x C ) (x C )1exp .
.2.(1 )

(B-1) 

1st order terms: t 0 0C x .g(t) x .h(t) ; t 0 0C x .g(t) x .h(t) , with (B-2) 

0 0. .t 0 d
d2

0

.sin( .t)g(t) e . cos( .t)
1

; 0 0. .t d

d

sin( .t)h(t) e .  ; 2 2 2
d 0 0.(1 )

2st order terms: 2 0
x 12

2 .F(t) .I (t)
m

; 2 0
x 22

2 .F(t) .I (t)
m

; 
2

0
t 2

x(t) x(t)

.F .h (t)
m . .

          (B-3) 

0 0
2 2

2. . .t 00 0
1 d d2

0 0 0 0 0 0d

1 11 1I (t) . e .cos(2 .t) .sin(2 .t)
4. . 4. 4. 4. .

0 02. . .t
0

2 d d2 2d 0 00 0 0

e 1 1 1I (t) cos(2 .t) .sin(2 .t)
4 4 .4 . 1 4 1

APPENDIX C: INFINITESIMAL GENERATOR FOR EPPO 
2

22
0 02

2
t t 22

0 02t 0

2
22

0 02

aL (c y k z) y ,  if z Z
2 y zy

(z , y ) (z, y) aL lim L (c y k Z) min(0, y) ,  if z=+Z
t 2 y zy

aL (c y k Z) max(0, y) ,  if z=-Z
2 y zy

 

with 0
22 2

2 .Fa
m

; 0c and 0k  stands here for 1
0c .m  and 1

0k .m . (C-1)  
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Abstract. The Multiple Timescale Spectral Analysis is a framework relying on the existence of
well-separated timescales in the dynamic response of structures to generalize for higher-order
statistics the famous background/resonant decomposition, widely applied by the wind engineer-
ing community to compute the variance of the response of SDOF structures or of each modal
response of MDOF structures. This fast spectral analysis method mainly concerns the statistics
of the response of onshore structures subjected to a buffeting wind loading whose characteristic
frequency is typically lower than the natural frequencies of the structures concerned. By con-
trast, when dealing with wave-loaded floating offshore structures, the roles of the slow and fast
timescales are likely to be interchanged and the method is extended further in this paper to com-
pute rapidly the variances and the skewnesses of modal responses of such structures responding
in the inertial regime as well, since these statistics are necessary to consider the influence of the
non-Gaussianity of the loading.
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1 INTRODUCTION

The stochastic surge response of a floating structure is governed by a nonlinear differential

equation. The nature of this equation is such that the basic input of the problem, the water

particle velocity which is commonly assumed to be a Gaussian random process, results in a

non Gaussian surge response [10]. As a consequence, the extreme value response might sub-

stantially differ from the results predicted with a Gaussian model, which would be based on

the variance of the response only [11, 8]. A typical model developed in marine engineering is

based on the cubic translation and the evaluation of higher statistical moments [16]. There are

two approaches to the solution of this type of problem.

The first approach relies on the generation of samples of the problem input (the wave ve-

locity) and the numerical solution of the problem based on appropriate time marching algo-

rithms. In order to reduce the influence of the sampling and because of the coexistence of

several timescales in the problem, namely the slow dynamics of the oscillator and the fast

inertial wave loading, it is necessary to model very long signals with very short time steps.

This makes this first method computationally intense although straightforward as to its practi-

cal implementation.[1],[7],[9]

The second approach consists in a spectral analysis and its higher order extensions [17, 10].

Although the strict equivalence between time and frequency domains vanishes as soon as the

problem at hand features some nonlinearities, it is still possible to find relatively accurate es-

timates of the solution of the problem when the nonlinearities are limited [12]. The use of

Volterra and Wiener series is one such approach [15, 13]. In a spectral approach, the variance

of the response is obtained as a result of the integral of the power spectral density, while the

third (and higher) moments are obtained by integration of the bispectrum (and higher spectra,

respectively). Because of the existence of the several timescales in the response, the numeri-

cal integration of these spectra might be intense too. However, it is possible to take advantage

of the specific form of the spectra and proceed to their Multiple Timescale Spectral Analysis

[5]. This method consists in taking advantage of the known local shape of either factor of the

spectra (either related to the load, either to the structural filter) and provide approximations of

the integral. This method is known to be approximately two orders of magnitude (100 times)

faster than a standard numerical integration. It founds its roots in the small correlation expan-

sion [14] and has been being applied in wind engineering since the introduction of the famous

background/resonant decomposition [2]. The Multiple Timescale Spectral Analysis generalizes

several other similar approximations which provide a simple and rapid evaluation of the statis-

tics of the structural response (covariance [3], third moment [4]) in linear or slightly nonlinear

systems [6].

In this paper, the Multiple Timescale Spectral Analysis is specialized to the case of a single-

degree-of-freedom system subject to a stochastic loading distributed over its resonant and in-

ertial regimes, i.e. with a main loading frequency band above the natural frequency of the

structure. This configuration is typical of the surge response of floating structures and would

be typically tackled by means of a numerical integration of the spectra. Instead, we suggest to

decompose the response, at second and third orders, as a sum of a resonant and an inertial com-

ponents. Numerical validations demonstrate the accuracy of the proposed approximate, while

being significantly faster.
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2 FORMULATION OF THE PROBLEM

2.1 Governing equations

The force exerted by random waves on an oscillating point-like structure, which is undoubt-

edly small compared to the wavelength of waves, can be expressed according to the Morison

equation by the sum of an inertial loading component

fm(t) = kmu̇(t) (1)

resulting from a linear transformation, as the overhead dot denotes partial differentiation in time

t, of u(t), the fluctuations of the water velocity around the constant current speed uc, and a drag,

or viscous, loading component

fd(t) = kd |uc + u(t)| (uc + u(t)) (2)

depending on a nonlinear function of the water velocity, i.e. the sum of the current and the

waves speeds. For the sake of simplicity in this short paper, the influence of the movement of

the structure itself on the loading is considered as negligible. The coefficients km and kd are

related to geometric and hydrodynamic properties through:

km = cmρwvw and kd = cdρwaw/2 (3)

where ρw is the water density, cm is the inertia coefficient, cd is the drag coefficient and aw is

the cross-sectional area of vw, the volume of the submerged part of the structure.

The surge response of a single degree-of-freedom structure subjected to such a one-dimensional

Morison-type force is therefore governed by the nonlinear second order differential equation

mẍ(t) + cẋ(t) + kx(t) = fm(t) + fd(t) (4)

where x(t) is the displacement, k is the stiffness, c is the viscosity and m is the effective mass

of the structure, i.e. the mass of the structure plus the added mass of fluid accelerating with the

structure, as represented in Figure 1. Because of the memoryless nonlinearity included in the

drag loading component, the response of the structure is expected to be non-Gaussian, even if

the only input of the dynamical system, the random process u(t), is supposed to be zero-mean,

Gaussian, stationary and thus fully defined by its power spectral density Su(ω).
The developments presented next are valid no matter the analytical or experimental definition

selected for this power spectral density (PSD) but, in order to illustrate the results in a simple

manner, the structure is assumed to be located at the still-water level in deep water. In this

specific case, the application of the Linear Airy Wave Theory gives

Su(ω) = ω
2Sh(ω) (5)

Figure 1: Typical single degree-of-freedom system
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and it has been decided then to model the power spectral density Sh (ω) of the wave elevation

process h(t) by the two-sided Pierson-Moskovitz spectrum

Sh(ω) =
5

32

ω4
h

|ω|5
h2se

− 5
4(

ωh
ω )

4

(6)

with two parameters, hs and ωh, known as the significant wave height and the circular frequency

corresponding to the peak of the spectrum of the wave elevation process. By cancelling the

derivative of the PSD of the water velocity fluctuations, its own peak circular frequency, ωu, is

found to be equal to

ωu =
4

√
5

3
ωh (7)

The power spectral densities employed in this paper are two-sided and their integration over

the circular frequencies ω, from −∞ to ∞, provides the variance of the associated process.

Consequently, the variance of the water elevation process and the variance of the water velocity

process are respectively given by

σ2h =

(
hs
4

)2

and σ2u =

√
3π

4
ω2
uσ

2
h (8)

2.2 Dimensionless formulation

A dimensionless formulation of this problem can be written by introducing a characteristic

time tr, a characteristic response xr and a characteristic wave particle velocity ur. Defining

the dimensionless time t̃ = t/tr, the dimensionless displacement x̃
(
t̃
)
= x

[
t
(
t̃
)]
/xr and the

dimensionless water velocity ũ
(
t̃
)
= u

[
t
(
t̃
)]
/ur , Equation (4) becomes

m

kt2r
x̃′′ +

c

ktr
x̃′ + x̃ =

kmur
kxrtr

ũ′ +
kdu

2
c

kxr

∣∣∣∣1 + ur
uc
ũ

∣∣∣∣ (1 + ur
uc
ũ

)
(9)

after a divison by kxr. The coefficient in front of the dimensionless drag loading component

is set to unity by equalizing the characteristic elastic force kxr to the force of the current kdu
2
c .

It is also chosen to define the reference time tr as the inverse of ω0 =
√
k/m, the natural

frequency of the system, in order to obtain a unitary coefficient in front of the highest order

derivative. Lastly, the reference speed ur is chosen as σu, the standard deviation of the water

velocity process u (t), and the presence of the turbulence intensity of waves, λu = σu/uc, is

hence revealed in the dimensionless formulation of the equation of motion

x̃′′ + 2ξsx̃
′ + x̃ = κuλuũ

′ + |1 + λuũ| (1 + λuũ) (10)

where the symbol ′ denotes differentiation with respect to the new independent coordinate t̃.
Besides,

ξs =
c

2mω0

and κu =
kmω0

kduc
(11)

are respectively the structural damping ratio and the loading ratio. Similarly, Equation (5) is

rewritten dimensionlessly as

Sũ(ω̃) =

√
3

π

ε2u
|ω̃|3 e−

3
4(

εu
ω̃ )

4

(12)
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where ω̃ = ωtr is the nondimensional circular frequency and εu = ωu/ω0 is the frequency ratio.

The integration property of power spectral densities holds true for the nondimensional processes

and can be applied to the rescaled water velocity process, ũ(t̃), to demonstrate that this input

is now characterized by a unit variance, σ2ũ = 1, regardless the value of the frequency ratio εu.

Interestingly enough, Equation (11) can be rearranged to introduce κc, the Keulegan-Carpenter

number, that theoretically describes the relative importance of the drag loading component over

the inertial loading component. It effectively plays this role in the equation of motion as it

appears in the denominator of the loading ratio

κu =
εu
κc

(13)

According to the Vashy-Buckingham theorem, the problem described in Equation (10) and

Equation (12) is actually ruled by a set of four dimensionless numbers, {ξs, λu, εu, κu}. In wind

engineering applications, where a very similar equation is encountered, these four parameters

are typically all small and this property allows to simplify the governing equation. The inertial

loading component is directly discarded and the absolute value is not needed anymore in the

drag loading component since its argument is always positive. The expansion of the governing

equation consequently yields

x̃′′ + 2ξsx̃
′ + x̃ = 1 + 2λuũ+ λ

2
uũ

2 (14)

in which the third term is at least one order of magnitude below the second because of the small-

ness of the turbulence intensity of wind, as detailed in [6]. In marine engineering applications,

the structural damping ratio is usually still a small number, ranging between 10−3 and 10−1, but

the turbulence intensity of waves can reach values up to 2 or more. In addition, the loading ratio

and the frequency ratio may take values above one, in the range [100; 103], when wave-loaded

structures are compliant in surge, as floating offshore wind turbines or floating bridges.

3 MULTIPLE TIMESCALE SPECTRAL ANALYSIS

Since the homogenous part of the dynamic system at hand (10) is linear, it is fully character-

ized by its frequency response function

H (ω̃) =
1

1− ω̃2 + 2iξω̃
(15)

The PSD of the response thus takes the canonical form

Sx̃ (ω̃) = Sf̃ (ω̃)Ks (ω̃) (16)

where the kernel function is, at second order,

Ks (ω̃) ≡ |H (ω̃)|2 = 1

(1− ω̃2)2 + 4ξ2ω̃2
. (17)

and, similarly, the bispectrum of the response is given by

Bx̃ (ω̃1, ω̃2) = Bf̃ (ω̃1, ω̃2)Kb (ω̃1, ω̃2) (18)

where Bf̃ (ω̃1, ω̃2) represents the bispectrum of the loading. At third order, the kernel reads [4]

Kb (ω̃1, ω̃2) ≡ H (ω̃1)H (ω̃2)H (−ω̃1 − ω̃2) (19)
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Figure 2: Typical shape of the PSD of the response (symmetrical, represented for ω̃ ≥ 0) Numerical values:

κu = 10 ; λu = 1 ; εu = 5 and ξ = 10−1.

In a spectral approach, the statistical moments of the response are obtained by the (heavy)

integration of the corresponding spectra, in particular

m2,x̃ =

ˆ

R

Sx̃ (ω̃) dω̃ and m3,x̃ =

¨

R2

Bx̃ (ω̃1, ω̃2) dω̃1dω̃2 (20)

for the second and third moments. The Multiple Timescale Spectral Analysis aims at approxi-

mating these integrals with just a few operations [5], while providing at the same time a clear

understanding of the different sources of contribution to the integral. Once statistical moments

are determined, the skewness coefficient

γx̃ =
m3,x̃

m
3/2
2,x̃

(21)

can be computed and used together with the peak factor model.

3.1 Second central moment of the response

As shown in Figure 2, when the frequency ratio εu is greater than one, the PSD of the

response basically features:

- two resonant peaks having a width of ord (ξ) and being centered in ω̃ = ±1;

- two inertial peaks reaching their maximum value when |ω̃| = ord (εu) and spreading over the

frequencies whose absolute value is above a given fraction ζ of the frequency ratio, |ω̃| > ζεu;

- a flat background region in the vicinity of the origin.

As a first step, the introduction of the strained coordinates ω̃ = ξη̃ ± 1, with η̃ = ord (1) at

most, into Equation (16) allows to focus on the resonant peaks of the PSD of the response and

the Taylor series expansion of the kernel function for small damping ratios yields

Ks (ξη̃ ± 1) � 1

4ξ2

(
1

(η̃2 + 1)
∓ (η̃2 + 2)

(η̃2 + 1)2
ξη̃ + ord

(
ξ2
))

(22)
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Likewise, the PSD of the loading is also expanded in Taylor series and reads

Sf̃ (ξη̃ ± 1) � Sf̃ (±1) + S
(1)

f̃
(±1) ξη̃ + ord

(
ξ2
)

(23)

where the superscript (i) indicates the i-th derivative with respect to the dimensionless circular

frequency ω̃. While it seems reasonable to truncate Equation (22) at leading order on account

that ξ � 1, it is necessary to check that the PSD of the loading is almost constant on the interval

of interest, or more formally that

S
(1)

f̃
(±1) ≤ ord

(
Sf̃ (±1)

)
(24)

to be allowed to neglect higher order terms in Equation (23). If this condition is fulfilled, the

PSD of the response is approximately equal to

Sr̃ (ω̃) =
Sf̃ (1)

4ξ2

(
ξ2(

(ω̃ + 1)2 + ξ2
) +

ξ2(
(ω̃ − 1)2 + ξ2

)) (25)

in the regions spanned by the strained coordinates ω̃ = ξη̃ ± 1, since the PSD of the loading is

symmetric. This local approximation is represented by the yellow dashed line in Figure 2. The

resonant component of the variance is eventually given by

m2,r̃ =

ˆ

R

Sr̃ (ω̃) dω̃ =
π

2ξ
Sf̃ (1) . (26)

Applying the procedure recommended in [5], the subtraction of Sr̃ (ω̃) from the PSD of the

response Sx̃ (ω̃) provides a first residual with only two inertial peaks

Rr̃ (ω̃) = Sx̃ (ω̃)− Sr̃ (ω̃) = Sf̃ (ω̃)Ks (ω̃) (27)

in which

Ks (ω̃) = |H (ω̃)|2 − Sr̃ (ω̃)

Sf̃ (ω̃)
(28)

is the residual kernel function. A new coordinate stretching, ω̃ = (ζη̃ ± 1) /εu with εu = 1/εu �
1 and η̃ = ord (1) at most again, is then injected into Equation (27) to zoom on the inertial peaks.

The Taylor series expansion of the residual kernel function for small values of εu yields

Ks ((ζη̃ ± 1) /εu) � ε4u
(1± ζη̃)4

−
Sf̃ (1)

Sf̃ ((ζη̃ ± 1) /εu)

ε2u
(1± ζη̃)2

(29)

at leading order and the second term, coming from the approximations of the resonant peaks,

can be discarded if

Sf̃ (1)

Sf̃ ((ζη̃ ± 1) /εu)
≤ ord

(
ε3u
)

(30)

in the interval of interest. However, even though the residual is correctly fitted by

Sι̃ (ω̃) =
Sf̃ (ω̃)

ω̃4
(31)
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in the regions spanned by the stretched coordinates ω̃ = ξη̃ ± 1, this is not an appropriate local

approximation, in the sense of the Multiple Timescale Spectral Analysis, because it is not al-

ways integrable near ω̃ = 0, regardless of the definition of the PSD of the loading. Considering,

instead, the (0, 4) Padé approximant

P (0, 4) [Ks (ω̃)] =
1

1/Ks (0) + ω̃4
(32)

for the residual kernel, the local approximation

Sι̃ (ω̃) =
Sf̃ (ω̃)

1/Ks (0) + ω̃4
(33)

of the residual is now integrable near ω̃ = 0 and matches the residual in the background region

as well. The integrand is ultimately made totally independent from structural characteristics,

such as the natural frequency of the system, by observing that Sp̃ (1) � Sp̃ (0), since εu � 1,

and is represented by an orange dashed line in Figure 2. At the end, the mainly inertial, partly

background, component of the variance of the response is given by

m2,ι̃ =

ˆ

R

Sf̃ (ω̃)

2 + ω̃4
dω̃. (34)

and the variance of the response is approximated by the sum of the resonant and inertial contri-

butions as

m2,mtsa =
π

2ξ
Sf̃ (1) +

ˆ

R

Sf̃ (ω̃)

2 + ω̃4
dω̃. (35)

This approximation seems less advantageous, at first glance, than its equivalent background/resonant

decomposition, since the inertial component is still expressed by means of an integral. Never-

theless, it is noticed that this integral only involves the loading and can be established, even

maybe in closed-form, a priori, for a given PSD of loading.

3.2 Third central moment of the response

As shown in Figure 3, when the frequency ratio is greater than one, the bispectrum of the

response exhibits essentially:

- six background bi-resonant peaks on an area of ord (ξ2), centered in (±1, 0), (±1, 0) and

± (1,−1);
- six bi-resonant inertial peaks on an area of ord (ξ2), centered in ± (1,−2), ± (2,−1) and

± (1, 1);
- six bi-background inertial triangular basins located between the background bi-resonant peaks

and the bi-resonant inertial peaks;

- six resonant bi-inertial pairs of peaks, centered in ± (εu, 0), ± (0, εu) and ± (εu,−εu).
Focusing first on the region where ω̃1 and ω̃2 are both of ord (1), it appears quite clearly that

the bispectrum of the response behaves locally as

Br̃ (ω̃1, ω̃2) = �
[
Bf̃ (0, 0)

]
Kb (ω̃1, ω̃2) (36)

because the bispectrum of the loading is almost constant in this zone and its imaginary part is

equal to zero. In addition, the third order kernel decreases fast enough along ω̃1 and ω̃2 for the
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Figure 3: Typical shape of the bispectrum of the response Bx̃ (ω̃1, ω̃2). Numerical values: κu = 10 ; λu =
1 ; εu = 5 and ξ = 10−1.
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approximation presented in Equation (36) to be local and integrable, as required by the multiple

timescale spectral analysis. Its double integration gives a simple and rapid estimation of the

component of the third central moment of the response in the vicinity of the origin

m3,õ =
8π2

3 (1 + 8ξ2)
�
[
Bf̃ (0, 0)

]
(37)

which corresponds to the area under the six background bi-resonant peaks, the six bi-resonant

inertial peaks and the six bi-background inertial triangular basins.

Then, the subtraction of Br̃ (ω̃1, ω̃2) from the bispectrum of the response provides a first

residual

Rr̃ (ω̃1, ω̃2) = Bf̃ (ω̃1, ω̃2)Kb (ω̃1, ω̃2) (38)

where

Bf̃ (ω̃1, ω̃2) = Bf̃ (ω̃1, ω̃2)−�
[
Bf̃ (0, 0)

]
(39)

and a new coordinate stretching, ω̃1 = η̃1/εu and ω̃2 = η̃2 with η̃1 and η̃2 of ord (1), is injected

into Equation (38) in order to zoom on one of the resonant bi-inertial pair of peaks. The lead-

ing order term of the Taylor series expansion of the third order kernel for small values of εu
corresponds to

Kb (ω̃1, ω̃2) � Ks (ω̃1)� [H (ω̃2)] (40)

where we recover the second order kernel and the real part of the frequency response function.

Interestingly enough, each of those two distinguished functions depends on only one coordinate

in the intervals of interest. In order to ensure the integrability of the local approximation near

ω̃1 = 0 and ω̃2 = ±1, respectively, the second order kernel is approximated by a (0, 4) Padé

approximant, similarly to what was done before with the inertial component of the PSD of the

response,

P (0, 4) [Ks (ω̃1)] =
1

1 + ω̃1
4 (41)

and the real part of the frequency response function, on the contrary, cannot be simplified on

account that the damping ratio is a small number. In addition, the variations of the bispectrum

of the loading along ω̃1 and along ω̃2 have both to be taken into account. The first ones are

indeed required to get a local approximation that resembles the residual while the second ones

are needed to obtain a non-zero result for the resonant bi-inertial component of the third central

moment of the response, since ˆ

R

� [H (ω̃2)] dω̃2 = 0 (42)

However, the number of points where the bispectrum has to be evaluated is drastically reduced

by using a (0, 2) Padé approximant to fit correctly the integral of the residual along ω̃1 when ω̃2

is of ord (1). It reads

P (0, 2)

⎡⎣ˆ
R

Bf̃ (ω̃1, ω̃2)

1 + ω̃1
4 dω̃1

⎤⎦ =
1

p0 + p2ω̃2
2

(43)
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in which

p0 =

ˆ

R

Bf̃ (ω̃1, 0)

1 + ω̃1
4 dω̃1 and p2 =

ˆ

R

B(0,2)

f̃
(ω̃1, 0)

1 + ω̃1
4 dω̃1 (44)

where the superscript (i, j) indicates the (i, j)-th derivative with respect to ω̃1 and ω̃2. It is worth

to note that the Padé approximant is entirely independant from the structural characteristics

again. The resonant bi-inertial component of the third central moment of the response is finally

given by

m3,ι̃ =

ˆ

R

� [H (ω̃2)]

p0 + p2ω̃2
2

dω̃2

and the third moment of the response approximately corresponds to

m3,mtsa = m3,õ +m3,ι̃ (45)

3.3 Numerical validation

The mathematical developments presented in Sections 3.1 and 3.2 are now validated by com-

paring the results obtained with the multiple timescale spectral analysis to the results coming

from Monte Carlo simulations.

First, the PSD of the dimensionless water velocity fluctuations, Sũ (ω̃), is computed accord-

ing to Equation (12) for a given set of dimensionless numbers. A time-history of wave velocity

fluctuations, ũ
(
t̃
)
, is then generated by computing the inverse Fourier transform of

U (ω̃i) =
√
Sũ (ω̃i)Nω̃se

j θi (46)

where N = 108 is the number of elements, ω̃s = 20 εu is the sampling circular frequency and

θi is a phase angle randomly drawn from a uniform distribution in the interval [0, 2π[. At this

point, it is already possible to check that the frequency content of the wave velocity signal is

correctly represented by superimposing its PSD on the theoretical one. Figure 4 shows the very

good agreement between them. Then, a loading sample is obtained by calculating

f̃ = κuλuũ
′ + |1 + λuũ| (1 + λuũ) . (47)

It is used differently in the time domain analysis and in the Multiple Timescale Spectral Analy-

sis.

In time domain, the loading sample enters into the equation of motion which is hence solved

numerically to obtain the evolution of the displacement of the structure in time, x̃
(
t̃
)
. To do so,

the finite difference method with an explicit scheme has been chosen here but any other time

marching algorithm would obviously provide almost exactly the same results. At the end, the

second and third central moments of the response are respectively given by

m2,x̃ = E

[(
x̃
(
t̃
)
− E

[
x̃
(
t̃
)])2]

(48)

m3,x̃ = E

[(
x̃
(
t̃
)
− E

[
x̃
(
t̃
)])3]

(49)

where the operator E [.] stands for the mathematical expectation, computed over the samples.
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Figure 4: Typical shape of the power spectral density of the water velocity fluctuations.

In the spectral approach, we start by determining the power spectral density and the bis-

pectrum associated to the loading sample. From there on, we just follow the steps detailed in

Sections 3.1 and 3.2 to obtain the resonant and the inertial components of the second and third

central moments of the response. Since we have kept the same set of dimensionless numbers

throughout the whole paper, the local approximations and the first residual of the power spectral

density and of the bispectrum of the response are respectively shown in Figure 2 and Figure 3.

The numerical results are summarized in Table 1 together with the computational time re-

quired in both cases. The second and third central moments of the response are computed much

more rapidly with the Multiple Timescale Spectral Analysis and are very close to the references

obtained with Monte Carlo simulations.

Sf̃ (1) m2,x̃ m2,r̃ m2,ι̃ m2,mtsa ttime tmtsa

0.05 3.58 0.76 2.60 3.36 5 s 0.1 s

Bf̃ (0, 0) m3,x̃ m3,õ m3,ι̃ m3,mtsa γx̃ γmtsa

8 · 10−3 0.93 0.20 0.68 0.88 0.137 0.143

Table 1: Numerical values: κu = 10 ; λu = 1 ; εu = 5 and ξ = 10−1

4 CONCLUSIONS

The background/resonant decomposition (which is widely applied in wind engineering) is a

particular application of the Multiple Timescale Spectral Analysis where the natural frequency

of the oscillator is larger than the frequency content of the loading. In this paper, we have spe-

cialized the concept to the companion problem, where the natural frequency of the oscillator

is smaller than the characteristic frequency of the loading, as is typical in floating structures

considered in marine engineering. Instead of the heavy numerical integration of the power

spectral density and bispectrum of the structural response, the proposed methodology is able

to determine the statistical moments of the response as a sum of two components. These two

components correspond to a resonant contribution and an inertial contribution. The same de-

composition is used for both the second and third orders. The resonant contribution takes a very

similar shape as the well known existing approximations. Conversely to the companion prob-

lem though, the inertial contribution requires the evaluation of an integral, which is however
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less cumbersome than in the formal numerical integration of the spectra since it involves the

loading only.

The proposed methodology has been benchmarked against Monte Carlo simulations. It

shows a significant CPU saving while offering a very competitive accuracy. It will certainly

serve as a major cornerstone of a multi degree-of-freedom model, where the response of a

structure in its modal basis will be computed as a linear combination of modal (single degree-

of-freedom) responses.
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Abstract. For structures with large extensions in the horizontal plane (such as bridges with
ultra-long spans), it is very likely that the characteristics of the environmental processes 
(such as wind, waves and earthquakes pressure) will exhibit inhomogeneous features across 
the structure. It is accordingly important to know how these features will affect the extreme 
dynamic response level of such bridges. In particular, the question arises whether application 
of simplified homogeneous load models will imply an under-prediction or an over-prediction 
of the extreme dynamic response. It will be also be of significant interest to identify the most 
“dangerous” load pattern for the case of inhomogeneous models and to compute the associ-
ated relative probability that this particular pattern may occur.

These effects are investigated first by analysis of a simplified and “generic” case study of 
an extended line structure subjected to dynamic wave loading of the homogeneous versus the 
inhomogeneous type. A “forward calculation” is applied in order to study the extreme re-
sponse level corresponding to these two load categories. It is next demonstrated how an in-
verse algorithm is able to identify the most critical inhomogeneous load pattern and the 
associated probability that this will occur (for given statistical models of the load parameters). 

A numerical study of the hydroelastic response of a 4.6 km long fjord crossing floating 
bridge subjected to inhomogenous versus homogeneous stochastic wave loads is subsequently 
carried out. The bridge has a straight-line shape and is supported by 35 pontoons along its 
full length. To restrain the transverse motion in the horizontal plane, four clusters of deep wa-
ter mooring lines are applied in order to strengthen the transverse stiffness of the bridge.
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1 INTRODUCTION
The question arises whether inhomogeneous loading can lead to higher dynamic response 

levels than homogenous loading. Furthermore, there might be particular inhomogeneous load 
patterns that could possibly create significant amplification effects due to “modal resonance” 
phenomena. These features are presently illustrated in relation to a simplistic structural model 
and an “inverse” algorithm is applied in order to identify critical load patterns.

The effects of inhomogeneous wave loading are subsequently illustrated in connection 
with dynamic response of a floating bridge with an ultra-long span. Such and similar bridge
concepts are presently being considered for crossing of extremely wide fjords along the West 
Coast of Norway, see e.g. [1, 2, 3, 4, 5, 6].

2 INHOMOGENEOUS LOADING: A GENERIC CASE STUDY
A simplified and “generic” case study of an extended line structure subjected to a deter-

ministic dynamic wave loading of the homogeneous versus the inhomogeneous type is first 
considered. A “forward calculation” is applied in order to study the extreme response level 
corresponding to these two load categories. It is next demonstrated how an inverse algorithm 
is able to identify the most critical inhomogeneous load pattern and the associated probability 
that this will occur (for given statistical models of the load parameters). The findings from 
this simplified example are then summarized, and consequences for analysis and design of 
extended structures with more complex dynamic behaviour are discussed.

2.1      Forward modeling
A straight bridge structure of length L which is subjected to long-crested regular waves prop-
agating at an angle θ is first analysed. Initially, the load pattern is uniformly distributed in 
space (with magnitudes q), see Figure 1 for an illustration.  The line structure is taken to be 
simply supported at both ends, and the main bridge girder is supported by three pontoons at 
the three interior quarter points (i.e. at x = -L/4, 0 and +L/4). The bending stiffness of the 
bridge girder is EI, the cross-section area is A, the mass per unit length is m and the structural 
damping per unit length is c. The three pontoons all have the same mass (Mi = M for i = 1,2,3, 
which also includes hydrodynamic added mass in the direction transverse to the bridge axis),
and with the same hydrodynamic damping (Ci = C for i = 1,2,3 also in the transverse direction)  

Figure 1. Line structure subjected to uniform load patterns with harmonic time variation.
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The lateral dynamic response (strong-axis bending moment) of the line structure for the 
present loading is computed by application of the mechanical transfer functions for the rele-
vant natural modes. Here, it is assumed that the first three horizontal modes are the relevant 
ones. These correspond respectively one, two and three sinusoidal half-waves. The lateral dis-
placement is then expressed as follows:

3

1
v( , , , ) cos ( )j j j

j
x t Q H x (1)

where φj(x) = sin (jπx/L+jπ/2) is mode-shape number j (for j=1,2 and 3), |Hj(ω) | is the modu-
lus of the frequency transfer function for mode number j. The modal load which corresponds 
to the distributed load q is expressed as:

3

1
cos sinj k l j l

l
Q q t k x x for   j=1,2,3; and l =1,2,3 (2)  

where the three x-coordinates of the pontoons are given as x1 = -L/4, x2 = 0 and x3 = +L/4; k =
2π/λ is the wave number corresponding to the frequency ω, as given by the wave length λ,
which is obtained from the dispersion relationship for deep water (i.e. λ = ω2/g). The wave 
period is here taken as T = 10 seconds, implying a frequency of 2π/T=2π/10.

The model mass, damping and stiffness properties of the line structure are expressed in 
terms of integrals involving the square of the mode shape functions and the corresponding 
curvatures:

3 3
2 2 2

1 10

3 3
2 2 2

1 10
2 42

2
0

( ) ( ) sin 2 ( )
2 2

( ) ( ) sin 2 ( )
2 2

2

L
l

j j P j l P P
l l

L
l

j P j l P P
l l

L
j

j

j xmL mLM M m x dx M x M M
L

j xcL cLC C c x dx C x C C
L

d x jEI L jK EI dx
dx L

4

32
EI

L
(3)

where Mp(ω) is the pontoon mass (including hydrodynamic added mass) and CP(ω) is the cor-
responding hydrodynamic damping in the lateral direction of the bridge. 

Based on the model mass and stiffness, the corresponding natural frequencies for the three 
modes are obtained as:

2

4 ( )
j

j
Pj

K j EI
MM L m

L

(4)

Furthermore, based on the modal properties, the modulus and phase angle for each of the 
three modes are then given as:
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1
2 2 22

1( )

1 2
j

j j j j

H

K
2

2
( ) Arctan

1
j j

j
j

(5)

where the frequency ratio for each mode is expressed as βj = ω/ωj and the damping ratio is
λj = Cj/2Mjωj

The load frequency is next specialized to be ω = 0.9·ω1 , and the three different load fre-
quency ratios then become : 

1
2

0.9 0.9
j

j j
(6)

The damping ratios the three different modes are equal to λ1 = 1%, λ2 = 1.5% and λ3 = 5%.
The resulting simplified expression for the lateral displacement is then obtained as:

3

1
v( , , , ) cos ( ) cosj j j j

j
x t Q H x t (7)

The ratios between the values of the three mechanical transfer functions are approximately 
the following: H3(ω)/H1(ω) = 19 and H2(ω)/H1(ω) = 500. This implies that if the modal loads 
Qj were identical, mode 2 would have a much higher influence on the displacement response 
than the other two mode shapes (and in particular mode 1).  

The strong axis bending moment of the line structure is obtained from the curvature along 
the bridge accordingly and becomes: 

23

1
( , , , ) cos ( ) cosj j j j

j

jM x t EI Q H x t
L

(8)

where EI is the corresponding bending stiffness of the bridge girder (for strong axis bending), 
The corresponding bending stresses are then obtained by dividing with the bending resistance 
of the girder.

Clearly, an important issue is at which cross-section along the line structure that the maxi-
mum bending moment will occur. This location will change for different combinations of the 
two direction parameters. However, the location can in all cases be seen to occur within the 
interval -L/3 to 0. Here, the quarter point (i.e. at x = –L/4) is selected for the purpose of illus-
tration. The bending moment as a function of time and the direction angle of the incoming 
load is shown in Figure 2. It is seen that there are two positive maxima (both with magnitudes
around 6.7) at times t slightly above t = 0 and slightly above t =10 sec. The corresponding 
value of the wave direction angle is around 0.7 radians in both cases. There is a single nega-
tive maximum (with the same magnitude as the positive maxima) at time t = 5 sec, which also 
occurs for a wave direction angle of around 0.7 radians.  

The probability that the dynamic bending moment exceeds a given value (at a given cross-
section, which preferably is the one with the highest bending moment along the line structure) 
can now be obtained by introducing a joint probability density function for the two basic vari-
ables t and θ. Denoting this density function by ft,θ(t,θ), the probability of exceeding a given 
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value of the bending moment can then be evaluated by integrating across the area in the (t,θ)-
plane for which the given value of the bending moment is exceeded.  

Figure 2. Normalized bending moment diagram of line structure for cross-section at x=-L/4, homogene-
ous loading. Normalization factor is EI/qL3.

The subdomain which gives the maximum contribution to this integral will depend on the 
shape of the probability density function. For illustration purposes, we first apply a uniform 
joint density function with constant value in the rectangle bounded by the lines t=0., t=10 sec 
and θ = -π/2, θ = +π/2. The maximum contribution to the integral is then due to the regions
close to the boundaries at t=0 and t=10 sec.  In general, the probability of exceeding the speci-
fied bending moment value can then be evaluated by means of Monte Carlo simulation or 
FORM/SORM techniques, [7, 8].  The latter also provides direct information about the critical 
combination of time and wave direction. However, since time is strictly not a random variable 
as it runs sequentially through all the values from 0 to 10 seconds (and of course through sub-
sequent load periods if such are given), calculation of this probability boils down to a one-
dimensional formulation at the “critical” time, for which the load direction becomes the only 
remaining basic variable. This implies that the probability of being in the “exceedance region” 
can be calculated by application of the cumulative distribution function of the direction varia-
ble. For a uniform probability distribution in the range from –π/2 to +π/2, the cumulative dis-
tribution function for a given angle is just the cumulative angle divided by the length of the 
total interval (i.e. π).

The following probabilities are obtained for a selection of four different bending moment 
magnitudes: (i) a normalized bending moment value of 4 gives a probability of 0.35 (corre-
sponding to the direction interval from around 0. rad to 1.1 rad) (ii) a normalized bending 
moment value of 5 gives a probability of 0.24 (corresponding to the direction interval from 
around 0.25 rad to 1.0 rad) (iii) a normalized bending moment value of 6 gives a probability 
of 0.17 (corresponding to the direction interval from around 0.4 rad to 0.9 rad) (iv) a normal-
ized bending moment value of 6.7 gives a probability of 0.0068 (corresponding to the direc-
tion interval from around 0.64 rad to 0.67 rad). If the load direction is e.g. is instead 
parabolically distributed (i.e. fθ = 1.9·(0.5-θ/π)*(0.5+θ/π) = 1.9·(0.25-(θ/π)2), the probabilities 
for the four cases instead become somewhat higher: (i)0.44 (ii)0.30 (iii)0.20 and (iv)0.012.
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Subsequently, the case of inhomogeneous loading is addressed. A linear variation from 
zero to a maximum load intensity value is introduced for the load pattern. By requiring that 
the mean load intensity is the same as the constant value for the homogeneous case, the max-
imum intensity of the load components will be 2*q. This case is illustrated in Figure 3.

Figure 3. Line structure subjected to a non-homogeneous load pattern (linear variation) with harmonic time vari-
ation.

The modal loads for this case are obtained by introducing corresponding load factors, f(xl) at 
each pontoon:

3

1
cos sinj k l j l j l

l
Q q t k x f x x for   j=1,2,3; and l =1,2,3 (9)

where f(x1) = 0.25, f(x2) = 0.5 and f(x3) = 0.75. For the present load pattern, the normalized 
bending moment for the cross-section at x = -L/4 is shown in Figure 4. It is seen that there is 
now a maximum negative peak at t = 0 and a maximum positive peak with a magnitude of 17 
at around t=7.5 seconds.

Figure 4. Normalized bending moment diagram of line structure for cross-section at x=-L/4, non-homogeneous 
loading. Normalization factor is EI/qL3.
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For the present case, five different magnitudes of the bending moment are considered and 
the corresponding direction intervals with associated probabilities are determined. These are 
as follows: (i) a normalized bending moment value of 12 gives a probability of 
0.51(corresponding to the direction interval from around -0.8 rad to +0.8 rad) (ii) a normal-
ized bending moment value of 14 gives a probability of 0.45 (corresponding to the direction 
interval from around -0.7 rad to 0.7 rad) (iii) a normalized bending moment value of 6 gives a 
probability of 0.32 (corresponding to the direction interval from around -0.5 rad to 0.5 rad) (iv) 
a normalized bending moment value of 16 gives a probability of 0.13 (corresponding to the 
direction interval from around -0.2 rad to 0.2 rad) (v) a value of 17 gives a probability of 
0.0063 (corresponding to the direction interval from around -0.01 rad to 0.01 rad). If the load 
direction is e.g. parabolically distributed (i.e. fθ = 1.9·(θ/π-0.5)*(θ/π+0.5) = 1.9·(θ/π)2-0.25), 
the probabilities for the five cases instead become: (i)0.70 (ii)0.62 (iii)0.46 (iv)0.19 and (v)
0.0096, i.e. somewhat higher than for the uniformly distributed case.

More complex load patterns (and also with different frequencies for different directions)
could easily be constructed in order to represent various types of environmental loading. 
However, the main point to be made here is that non-homogenous loading may lead to ampli-
fication for some of the modal loads and accordingly give rise to higher dynamic response 
levels. Furthermore, for unidirectional loading the critical angle may change for different load 
patterns.

2.2 Inverse analysis
The question is next whether it is possible to find the most critical combination of the load 

parameters for a given cross-section along the line structure by a more efficient procedure 
without having to calculate the response for all combinations of time and direction values (or 
even more complex combinations for cases where more than two parameters are involved).

Here, it is considered whether this can be achieved by means of FORM/SORM techniques 
by application of uniform joint probability density function of the two parameters as input to 
the analysis. These techniques are usually based on the so-called Rosenblatt transformation 
which converts the uniformly distributed basic variables into normalized Gaussian variables 
(with zero mean values and unit variance). Subsequently, a search is performed in the normal-
ized plane to identify the “critical” point on the failure surface (i.e. the surface for which the 
mechanical limit state function is zero, i.e. implying that the response bending moment is
equal to the specified value of the bending moment). This is referred to as the “design point”, 
see e.g. [7,8] for a more detailed description of the procedure.  

This approach is here illustrated for both the homogenous and non-homogeneous load cases. 
For the former, the design point in the normalized Gaussian plane has the following coordi-
nates for the four different cases: (i) (1.1,0.35) (ii) (1.25,0.41) (iii) (1.46,0.55) and (iv) 
(1.9,0.56). By transforming back to the physical parameter space, these point corresponds to 
the following time-direction angle combinations: (i) (8.6sec, 0.43rad) (ii) (8.9sec, 0.5rad) (iii) 
(9.3sec, 0.66rad) and (iv) (9.7sec, 0.67rad).

The main purpose of this analysis is to identify the most likely “parameter combination 
point”, which here corresponds to a specific combination of time and direction. However, as a 
side product the probability of failure of the line structure (i.e. the probability that the bending 
moment will exceed the specified value) for the case of uniformly distributed load parameters 
can also be found based on the design point coordinates in the normalized plane.  This is 
based on the relationship Φ(-β) = pf, where β = u2,  with u2 denoting the design point coordi-
nate for the normalized direction variable and with pf denoting the probability of failure (i.e. 
the probability of exceeding the specified value of the bending moment). 
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By including only the load direction as a random variable, the design point for the corre-
sponding “normalized variable” will change slightly. Essentially, it will be the point on the 
failure surface which is closest to the origin purely along the u2 coordinate axis. Hence, the 
second point of the relevant direction interval is generally not identified. Accordingly, the es-
timated failure probabilities will be too high as compared to those obtained from the forward 
analysis. The following probabilities are now obtained for the four different cases: (i) pf=0.36
(ii) pf=0.34 (iii) pf=0.29 (iv) pf =0.28. It is seen that these probabilities are on the high side as 
compared to those obtained from the forward modeling, especially for the lowest probabilities.
More correct probability values could be obtained as part of the inverse analysis by applica-
tion of more refined methods such as Monte Carlo simulation techniques. For high dimen-
sions, this would require that sufficiently accurate but numerically efficient response analysis 
methods are applied e.g. by application of surrogate models (response surface techniques).

For the non-homogenous load case, transformation of the design points in the normalized 
Gaussian line to the “physical load direction line” give the following coordinates for the five 
different cases: (i) (θ=-/+0.8) (ii) (θ=-/+0.7) (iii) (θ=-/+0.5) (iv) (θ=-/+0.2) and (v) (θ=-/+0.01).
Here, the -/+ sign indicates that one of these points will be identified depending on whether 
the search algorithm starts at a positive or negative value. Again, it is seen that this is just one 
of the points that were identified based on the forward analysis. However, for this case the 
relevant points are symmetric around the origin. Applying only one of these points will imply 
an overestimation of the failure probabilities. The following values are obtained for the five 
different cases: (i) pf=0.75 (ii) pf=0.72 (iii) pf=0.66 (iv) pf =0.56 and (v) pf =0.50. It is seen 
that these are on the high side compared to those from the forward analysis, especially for the 
smallest probabilities. If both of the “design points” are identified from the analysis, the cor-
rect values for the failure probabilities will be obtained. 

Based on more exact information about the joint probability density function (pdf) of the 
load direction parameter, this will generally result in much more peaked shape than the uni-
form model. Accordingly, the most likely load parameter combination to result in failure of 
the structure will also change (relative to the case with uniformly distributed variables). This 
was also demonstrated in connection with the forward modelling by application of a parabolic 
density function for the load direction angle. 

Furthermore, inclusion of additional random variables which represent physical properties 
of the structure and the environment are generally required in order to provide a more realistic 
description. By repeating the analysis for these cases, the coordinates of the most critical load 
combination point and the failure probability will change once more.  

3 DYNAMIC RESPONSE TO INHOMOGENOUS WAVE LOAD FOR AN ULTRA-
LONG FLOATING BRIDGE
In order to illustrate the effects of inhomogeneous loading on the dynamic response of a struc-
ture with an ultra-long span, the floating bridge shown in Figures 5 (graphical illustration) and 
Figure 6 (system layout) is considered. Such bridges are relevant e.g. for very wide lake or 
fjord crossings. The present structure is quite similar to a concept which is proposed for cross-
ing of the Bjørnafjord at the west coast of Norway [3].

The hydroelastic responses of the 4.6 km long straight, side-anchored floating pontoon 
bridge subjected to wave loads is investigated. The vertical stiffness of the bridge is provided 
by 35 evenly spaced pontoons along the bridge girder. The transverse motion of the bridge is 
restrained by clusters of mooring lines tethered at four pontoons. Owing to the very large span 
and hydrological topology across the Bjørnafjord, inhomogeneity in the wave field exists.
Various effects of inhomogeneous wave conditions on the hydroelastic responses of the float-
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ing bridge are also examined. These include the inhomogeneity in wave direction, significant 
wave height, peak period as well as the coherence and correlation of waves at different loca-
tions along the entire length of the floating bridge. For the purpose of comparison, the bridge 
responses under homogeneous wave load cases are also studied. In addition, the effects of 
wave load components and short-crestedness are presented and discussed.

Figure 5. Graphical display of straight floating bridge design concept, [2]

(a)

(b)
Figure 6. Straight floating bridge: (a) design concept and (b) idealised model, [3, 4, 6].
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3.1 Structural model
The bridge structure is represented by beam elements with discrete pontoons, and the wave 

loading is of a stochastic nature such that spectral densities are applied in order to characterize 
the frequency distribution of the wave energy. Furthermore, directional spreading functions 
provide information about the directional distribution of the wave energy. For inhomogeneous 
loading, these quantities will generally vary as functions of the coordinates in the horizontal 
plane. 

In order to focus on the wave load effect on the floating bridge section, this study employs 
an idealised, generic floating bridge model based on the low part of the design concept. As 
illustrated in Fig. 1(b), the simplified floating bridge, 4.6 km long and 18 m elevated above 
the water surface, is resting on 35 evenly spaced pontoons (which are referred to by their loca-
tion as A1 to A35) and held in position by four mooring clusters. The water depth is set to 300 
m and assumed to be constant across the entire bridge length. In view of the overall dimen-
sions of the bridge, the girders and columns are reasonably modelled as Euler-Bernoulli 
beams and the mooring lines are represented by using bar elements submerged beneath the 
water surface. The pontoons are regarded as rigid bodies interacting with water. The connec-
tion between mooring lines and the pontoons in the conceptual design is provided on the side 
wall of the moored pontoon. The mooring line is terminated just above the chain stopper. The 
boundary conditions of the bridge model are given in Table 1.

Boundary Translation Rotation
x y z Rx Ry Rz

South end fixed fixed fixed fixed fixed fixed
North end free fixed fixed fixed fixed free

Table 4. Boundary conditions

Note that the translational degree of freedom of the bridge girder along the x-axis at the 
North end is released to allow for axial deformation due to thermal effects. All the applied 
parameters are based on the independent feasibility studies of the straight floating bridge con-
cept by Multiconsult and DNV GL [2, 3].

3.2      Load representation and load cases
A full stochastic wave load model is applied for the present dynamic response analysis. 

Accordingly, the basis for computation of random wave loads and associated dynamic re-
sponse is provided by the wave spectral densities at the locations at the different pontoons. 
These spectral densities are generally parameterized by the significant wave height and the 
peak period. Phase information about wave elevation at the different pontoons is provided by 
the cross-spectral densities. 

Table 2 lists the design wave load cases specified in the design basis [1] with a principal 
wave direction in the sector of 225°-315°. Note that a common practice in an engineering de-
sign is to apply the worst wave condition to the entire bridge structure. In view of this, inho-
mogeneous wave load cases may be reasonably established by scaling up the significant wave 
heights Hs and peak periods Tp measured at the three DWRs such that the highest inhomoge-
neous Hs and Tp are equal to the homogeneous wave characteristics listed in Table 2. Due to 
the lack of further information, the wave inhomogeneity between the DWRs is assumed to 
vary in a linear manner.
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Return peri-
od

Wind waves Swell
Hs Tp θp Hs Tp θp

1-year 1.30 m 4.6 s 225°-315° 0.26 m 20 s 300°
100-year 2.40 m 5.9 s 225°-315° 0.40 m 20 s 300°

Table 2. Design homogeneous wave conditions [1]

Three inhomogeneous wave conditions are also considered, see [1]. The first two are the 1-
year and 100-year inhomogeneous wave conditions established based on field measurement 
data. Due to availability of data, only wind waves are represented for these conditions. The 
waves corresponding to these two conditions exhibit a relatively large spatial variation in θp
with a minor inhomogeneity in Hs and a constant Tp. Examining these two wave conditions is 
expected to reveal the effect of inhomogeneity in relation to wave direction on the bridge re-
sponses. The third condition describes a different pattern of 100-year inhomogeneous waves 
established based on wave conditions at another measurement site. A compared with the first 
two conditions, θp remains unchanged in condition 3. A much larger inhomogeneity in Hs and 
Tp is present and its effect may be revealed by comparing with the corresponding homogene-
ous conditions. Furthermore, inhomogeneous swell with a longer Tp that may give excitation 
to the lower order vibration modes of the floating bridge is also accounted for in condition 3. 

Number Description
Return 
period

Wind sea condition Swell condition Wave correlation

LC1.1a

1-year

Hs = 1.3 m, Tp = 4.6 s, θp
= 288°

- Fully correlated

LC1.1b Hs = 1.23 m, Tp = 4.6 s, θp
= 288°

- Fully correlated

LC1.2 Hs = 1.3 m, Tp = 4.6 s, θp
= 288°

- Uncorrelated

LC1.3 condition 1 - Fully correlated
LC1.4 condition 1 - Uncorrelated

LC2.1a

100-
year

Hs = 2.4 m, Tp = 5.9 s, θp
= 288°

- Fully correlated

LC2.1b Hs = 2.27 m, Tp = 5.9 s, θp
= 288°

- Fully correlated

LC2.2 Hs = 2.4 m, Tp = 5.9 s, θp
= 288° 

- Uncorrelated

LC2.3 condition 2 - Fully correlated
LC2.4 condition 2 - Uncorrelated

LC3.1a

100-
year

Hs = 2.4 m, Tp = 5.9 s, θp
= 288°

Hs = 0.4 m, Tp = 20 
s, θp = 300°

Fully correlated

LC3.1b Hs = 2.27 m, Tp = 5.9 s, θp
= 288° 

Hs = 0.24 m, Tp = 20 
s, θp = 300°

Fully correlated

LC3.2 Hs = 2.4 m, Tp = 5.9 s, θp
= 288°

Hs = 0.4 m, Tp = 20 
s, θp = 300°

Uncorrelated

LC3.3 condition 3 condition 3 Fully correlated
LC3.4 condition 3 condition 3 Uncorrelated

*Load cases with grey shadow correspond to homogeneous wave conditions

Table 3. Load cases and descriptions
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Table 3 summarises the wave load cases to be examined in this study. There are three main 
load cases (LCs), namely LC1, LC2 and LC3 that correspond to the wave conditions listed in 
Table 2. Each LC is comprised of three inhomogeneous wave load cases and one homogene-
ous wave load case that serves as a basis for comparison with the inhomogeneous wave load 
cases. The homogeneous wave load cases (LC1.1, LC2.1 and LC3.1) are further categorised 
into sub-cases a and b. Case a is defined by using the parameters listed in the design basis [1]
and Table 5, whereas the Hs in case b is scaled down to match the average Hs in an inhomo-
geneous wave condition. The latter describes a sea state with the same wave energy as in the 
inhomogeneous wave load case provided that Tp remains unchanged. 

Time domain sample functions of the sea elevation are generated by summation of the var-
ious harmonic components and Monte Carlo simulation of the relevant random phase angles. 
If the unidirectional wave spectrum, directional distribution and random phase angles of the 
wave components  are identical at all pontoons, the described wave conditions along the full 
length of the floating bridge are homogeneous. Otherwise, the wave conditions are inhomo-
geneous. Furthermore, if the phase angle in an inhomogeneous wave field for arbitrary pon-
toon numbers i and j are taken to be same, the wave conditions along the entire length of the 
bridge are fully coherent and correlated. On the other hand, if the phase angles are completely 
random at various pontoon locations, the corresponding wave conditions are incoherent as 
well as uncorrelated, i.e. they are statistically independent (in the case of Gaussian processes).

In all case studies, five independent wave realisations of each load case are used to reduce 
the variations in the stochastic results. In addition to the wave inhomogeneities described in 
Table 3, this study also investigates the effect of short-crestedness of wind waves.

3.3 Dynamic response to inhomogeneous versus homogeneous loading
LC1: Load case with 1-year return period

To reveal the effect of wave short-crestedness on the bridge responses, Figure 7 plots the 
standard deviation of the weak axis bending moment My due to unidirectional long-crested 
waves for comparison with short-crested waves. As it can be seen, short-crested waves result 
in a much larger My along the full length of the bridge for both homogeneous and inhomoge-
neous wave load cases. The differences are up to 176% for homogeneous waves and 129% for 
inhomogeneous waves. This implies that oblique wave components in short-crested waves
significantly augment the weak axis bending moment of the girder when compared with long-
crested waves in a near beam sea condition.

(a)
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(b)
Figure 7. Effect of wave short-crestedness and wave  inhomogeneity on standard deviation of weak axis bending

moment under 1-year wave load cases (LC1): (a) homogeneous waves and (b) inhomogeneous waves.

LC2 and LC3: Load cases with 100-year return period  
Figure 8 compares the standard deviation of My for LC2 and LC3. The comparison of 

homogeneous wave load cases shows that the results for LC2.1a and LC3.1a are very close to 
each other. This reveals that the inclusion of swell has a negligible effect on My. The compari-
son with inhomogeneous wave load cases (see Fig. 8(b)) shows that near the south end, more 
higher order vibration modes are excited by wind waves in LC3 than LC2 and the excitation 
level is lower. Moving from A10 to A27, the increase in Tp results in a change from higher 
order modes to lower order modes being excited by the wind waves. In addition, an increase 
in the extent of excitation of modes by wind waves is also observed, due to the combined ef-
fect of increasing Tp and Hs. The swell also excited My responses near the period of 20 s. 
However, no resonance is expected and thus swell has a limited effect on the dynamic My re-
sponses.

(a)
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(b)

Figure 8. Standard deviation of weak axis bending moment under 100-year wave load cases (LC2 and LC3): (a) 
homogeneous waves and (b) inhomogeneous waves.

3.4 Extreme bridge response and accumulated fatigue damage 
The extreme values of the bridge responses for a given (stationary) sea state are basically 

expressed as a product of the standard deviation and an amplification factor. The value of the 
amplification factor depends on the statistical nature of the response processes (i.e. Gaussian 
or non-Gaussian) and the length of the time period being considered. Accordingly, the ratios 
between the extreme values of the bending moments for the different load cases are also
mainly the same as for the standard deviations. For fatigue damage accumulation, the effects 
are even stronger since the “standard deviation effect” is exponentiated to a power higher than 
one (and since the mean value essentially does not enter the picture). The effects of inhomo-
geneous versus homogeneous load representations in relation to design of the bridge structure 
are clearly of high importance.

4 CONCLUSIONS
The present paper has addressed the question of whether inhomogeneous load patterns can 

give rise to higher dynamic response levels than homogenous loading. This is shown to be the 
case, both for a simplistic model of a straight-line bridge, and subsequently for a more com-
prehensive and realistic model of a floating bridge with an ultra-long span. An important task
will then clearly be to identify possible critical inhomogeneous load patterns and the corre-
sponding probability associated with the event that this pattern will occur. This has been illus-
trated for the simplistic structural model. An ultra-long-span floating bridge structure is also 
analysed with to compare homogeneous and inhomogeneous load cases of different kinds. 

As a general observation, it is found that the challenge associated with inhomogeneous 
load patterns is that they can easily can give rise to “modal resonance” phenomena, which oc-
curs when the spatial load pattern more or less coincides with the mode shape. An inverse
scheme for identification of such critical load patterns was outlined. The probability that such 
patterns may create critical extreme response levels is also quantified as part of the algorithm. 
As part of future developments, application of the outlined inverse scheme to large and com-
plex bridge structural models is aimed at. It is anticipated that this may require utilization of 
reduced order models and surrogate models (also referred to as digital twins) in order to de-
velop numerically efficient schemes.
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Abstract. Environmental vibration tests are useful tools for the evaluation of real structures, 
since they can be carried out during the structure operating conditions. As drawback, the low 
intensity level of the vibrations makes it difficult to identify precisely the modal parameters of 
the structure. The objective of the work is to study the uncertainty related to the identification 
of modal parameters of masonry structures subjected to environmental vibrations. The work 
deals with experimental records derived from a masonry barrel vault that is conceived as a 
sequence of arches according to its cross sectional behavior. Two different structural config-
urations are considered: the vault in its original configuration and the vault in its retrofitted 
configuration according to current design concepts. Two symmetric arches for each vault 
configuration are analyzed and the relevant dynamic response monitored. The modal parame-
ters (frequencies, mode shapes and damping ratios) are estimated using operational modal 
analysis techniques. Four different records, for each structural configurations, are processed 
to investigate the stationary of the estimates. The results indicate that even though the modal 
parameters are quite different between the two configurations the related uncertainty are sim-
ilar in contrast to the common assumptions that the retrofitted configuration should be less 
dispersive than the original one. As concerns the individual modal parameters it is confirmed 
that the frequencies present the lower uncertainties whereas the damping ratios are endowed 
with the higher uncertainties. In any case the uncertainty level does not hide the general pat-
tern of the damping ratios. The imprecision in the mode shapes identification, measured 
through the MAC index, shows unexpectedly stable and accurate estimates. 
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1 INTRODUCTION 
In the last decades the need for an effective seismic protection and vulnerability reduction 

of the cultural heritage determined a growing interest in structural monitoring as a knowledge-
based assessment tool to quantify the uncertainties in the structural performances [1]. One of 
the main purposes of structural monitoring is to observe the structural response to loads and 
environmental influences over a period of time in order to reduce the uncertainties in the as-
sessment of the actual structural conditions [2]. Different are the fields where uncertainty 
plays an important role and towards researchers turned their attention: variability of external 
actions, data dispersion due to measurement inaccuracies, modeling errors related to numeri-
cal approximations, changes in material properties [3, 4]. 

In this paper, the uncertainty related to the structural dynamic response in terms of modal 
parameters is analyzed. Environmental vibration tests were performed on purpose and Opera-
tional Modal Analysis (OMA) was used to identify frequencies, damping, and mode shapes 
[5]. OMA is a very powerful tool to estimate the modal parameters of a structure when sub-
jected to environmental loads, that is when no measurement of the input is available [6, 7]; of 
course the quality of the estimates depends also on the choice of the parameters of the particu-
lar identification process adopted [8]. One disadvantage of OMA, is its inability in providing 
the modal masses. Therefore, in the estimation of modal parameters, the mode shapes cannot 
be mass normalized. Methods for the estimation of the mode shapes scaling factors were pro-
posed and suggestions provided to overcome this limitation [9,10]. 

Environmental vibration tests are often resorted to in those cases in which the structure un-
der investigation should remain in its full operational conditions. In this instance, because of 
the small amplitude of the vibrations, it is conceivable that the uncertainties in the modal pa-
rameters estimates could affect the stationary of the results. The paper aims at providing a 
contribution to this problem through the investigation of the peculiar case study of masonry 
arches. The entity by which uncertainty affects the results is assessed under different circum-
stances that involve the comparisons among different arches, different structural schemes and 
different field records.  

2 THE ANALYZED STRUCTURE AND THE MONITORING SYSTEM 
The analyzed structure is the barrel vault depicted in Figure 1. The vault is about 11.0 m 

long and 4.3 m large with an approximate circular shape of radius 2.5 m [11]. The vault cross 
section develops uniformly along the longitudinal axis and the two terminal gables are de-
tached from the vault so that they do not affect significantly the vault behavior at the bounda-
ries. The vault rests on squat thick walls that turn out to be very rigid as compared to the vault. 
The filling material is quite loose and act essentially as an added mass without providing fur-
ther stiffness. This vault was damaged in occasion of the l’Aquila earthquake in 2009 and the 
described configuration pertains to this damaged vault in its original (O) state. In 2018 the 
same vault was subjected to important retrofitting works aimed at moving the fundamental 
frequencies towards less sensitive ranges to the seismic action. This was obtained by using a 
lighter filling material cemented with mortar; inserting fiberglass strips glued at the vault ex-
trados; adding transversal masonry stiffeners and perimetral steel curbs. This vault configura-
tion pertains to the vault in its retrofitted (R) state. 

As concern the monitoring system, a large testing campaign was carried out. The paper re-
ports only the part of the overall campaign functional to the present investigation.   

Since the main vault deformation takes place in the transversal direction and in considera-
tion of the uniform longitudinally behavior, it was decided to monitor the vault as it was con-
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stituted by a sequence of arches. Two different arches were monitored and analyzed. For 
comparison purposes these arch sections were taken symmetrically placed with respect to the 
vault centerline and labelled arch l (left) and arch r (right), Figure 1. 

Figure 1. Plan view of the vault: centreline in red; arch l and arch r in blue.

Piezoelectric single axis accelerometers were employed (PCB 393A03 by Piezotronics) 
which are voltage mode output sensors characterized by a 1000 mV/g sensitivity, a ±5g full-
scale and a frequency range from 0.5 to 2000Hz with a 5% error. Each accelerometer was 
connected, by means of shielded cables, to a 24-channels data logger (LMS-SCADAS) mo-
bile hardware with a 24-bit A/D board for a dynamic range of 150 dB. The accelerometers 
were magnetically fixed to proper metal plates bolted at the intrados of the vault. All the 
measurement chain was managed by a notebook, Figure 2.  

Five measurement points per arch were considered: one at key, two at the arches base and 
two at the kidneys. Each measurement point comprised a couple of sensors oriented in such a 
way to record tangential and radial accelerations, as shown in Figure 2, for a total of 10 accel-
erometers per arch.  

Figure 2. Typical biaxial accelerometer and system management equipment.
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3 MODAL PARAMETER IDENTIFICATION 
In the ambient vibration tests, it is unfeasible to measure the ambient excitation so that the 

output response of the structure is the only information available to be processed for identifi-
cation purposes. This circumstance is referred to as Operational Modal Analysis (OMA). A 
variety of commercial system identification packages exists. In the present case, the LMS 
TestLab software by Siemens was used since it is licensed together with the monitoring sys-
tem adopted. TestLab embodies the PolyMAX algorithm [12] to estimate the modal parame-
ters according to a frequency domain processing of the recorder signals.  

In the case of OMA, the input spectra are replaced by the assumption that the input is a 
white noise, i.e. it has a constant power spectrum, independent on frequency. Under this hy-
pothesis output spectra can be modelled with the same expression of the Frequency Response 
Functions (FRF). The theoretical formulation of the algorithm can be found in [12]. Hereafter, 
a brief description of the method, functional to the subject of the paper, is given. “PolyMAX”, 
is a polyreference version of the least-squares complex frequency-domain (LSCF) method and 
makes use of the so-called right matrix-fraction model. One main benefit of the polyreference 
method is that very closely spaced poles can be effectively separated. 

The PolyMAX method is based on two main steps each of which makes use of a least 
squares solution. In the first step, a stabilisation diagram is constructed via frequency re-
sponse functions; in this step, frequency and damping ratios are estimated. In the second step, 
the mode shapes are found, starting from the user selection of the stable poles in the stabiliza-
tion diagram. The stabilization diagram allows to distinguish the real structural modes from 
the numerical ones; a mode is defined “stable” if its frequency and damping do not vary as the 
model order increases. 

Frequencies, damping ratios and modal shapes, identified with the above procedure, are 
used to discuss the uncertainty related to the modal properties of the masonry vault.  

4 RESULTS 
All the identification process was repeated twice according to the two different O and R

structural configurations. In both cases, the data collected in a basic time window of 3600s 
were processed and modal parameters identified (frequencies, damping ratios and mode 
shapes).  

In order to evaluate the stationarity of the results, 3 further time windows were processed. 
These time windows were obtained by segmentation of the basic one as reported in Table 1: 

Time window label Time window duration (s) Time segment (s) 
T - Total duration 3600 0 – 3600 
I - Initial segment  1800 0 – 1800 

C - Central segment  1800 900 – 2700 
F - Final segment 1800 1800 – 3600 

Table 1: Basic signal segmentation 

In line with the concepts of interval arithmetic, numbers are expressed as intervals bounded 
by the minimum and maximum I = [min, max] values attained by the set of the identified or-
dinary crisp quantities [14].  

For the present purposes, an alternative more expressive representation is given by the use 
of the central value or midpoint C and of the radius  of the interval:  

I = [C ± ]          where:   C = (max + min)/2;   = (max – min)/2 (1) 
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In equation (1) C can be intended as the “mean” value and  as the entity of “imprecision 
or uncertainty” of the estimates. As compared to , that provides an absolute value, the rela-
tive uncertainty U can be evaluated by the ratio: U =  / C.

In Figure 3 and 4 the identified frequencies are reported respectively for the O and the R
configuration separately for the arch l, Figures 3a and 4a, and the arch r, Figures 3b and 4b. 
Each figure shows the identified frequencies subdivided per mode and per time window. 

The inspection of the figures allows to state that the identified frequencies are highly stable 
regardless the time window or the mode considered. This feature is shared also by both con-
figurations O or R and the relevant arches l or r. This result confirms that any arch of the vault 
can be used equivalently for monitoring purposes.  

The above applies with the exception of mode 3 configuration O, arch l, time segments I 
and C. In this case it was not possible to identify any valid frequency. This aspect is nonethe-
less to be considered positive; in fact, or the frequencies are accurately identified or they are 
not at all. A further positive aspect is that this defect does not influence the remaining identi-
fication with special regard to the adjacent time segments. 

Figure 3a. Frequencies (Hz): config O, arch l Figure 3b.  Frequencies (Hz): config O, arch r

Figure 4a. Frequencies (Hz): config R, arch l Figure 4b. Frequencies (Hz): config R, arch r

Figure 5. Frequency uncertainty: config O Figure 6. Frequency uncertainty: config R
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The uncertainty level  against the central value C of the estimated frequencies is shown in 
Figures 5 and 6 where it is possible to appreciate the strong stationarity of the estimates. 

As a conclusion, it is possible to substantiates the common assumption that frequencies can 
be identified with high accuracy and negligible uncertainties at least in the field of civil struc-
tures where the interested frequencies are usually the lower ones.  

Figure 7a damping (%), config O, arch l Figure 7b damping (%), config O, arch r

Figure 8a damping (%), config R, arch l Figure 8b damping (%), config R, arch r

In general terms it can be stated that the fundamental damping model, i.e. the way in which 
the damping smears over the modes, is similar for the two arches, l and r, of the same O or R
configuration with only small uncertainty. This similarity makes it possible to choose any 
arch as an equivalent candidate for monitoring. 

It is observed a systematic prevalence of the damping values of mode 1 compared to the 
other modes for both configurations. This aspect is markedly evident for the R configuration. 
In addition to the above, it is also observed that the damping (energy dissipation) is distribut-
ed over all the modes for the O configuration, whereas it is concentrated in the first and third 
modes for the R configuration. As if it were all the modes of configuration O contribute on an 
equal level in energy dissipation; whereas for the configuration R as if it were modes 2 and 4 
relate to a rigid body motion that does not produce (hysteretic) damping. This result is coher-
ent with the hypothesis that the modes 2 and 4 would displace rigidly as a consequence of the 
deformation of the support walls of the vault. 

The absolute value of the damping, referred to the first and third mode of both R and O
configurations, happens to be greater for R than for O. This result is unexpected if one consid-
er the common reasonable assumption that energy dissipation should be higher for “loose” 
structures (O) than for “tied” ones (R).  
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The Figures 9 and 10 refer to the configuration O and configuration R respectively. Each 
figure reports the central values C and the uncertainties Δ evaluated for arch l and arch r in 
correspondence with the four identified vibration modes. It is observed a good agreement be-
tween the trend of the C values in the two cases of arch l and arch r.  

Both configurations O and R show negligible uncertainty with respect to the first funda-
mental mode shape. In the other cases, the uncertainty on damping does not show a defined 
trend. The uncertainties Δ remain always a relatively small fraction of C. In a couple of cases 
involving arch r of both configurations Δ attains values close to C displaying large dispersion 
of the identified values.  

Figure 9 Damping uncertainty: config O Figure 10 Damping uncertainty: config R

In order to get a homogeneous presentation of the results, the comparison among the mode 
shapes was carried out by means of the Modal Assurance Criterion (MAC) [14,15]. 

Presently, the advantage related to the use of the MAC index is that it allows to express the 
level of correlation between two mode shapes by just one number. In this way, it is possible to 
apply the equation (1) to quantify the uncertainty Δ also in the case of the mode shapes. The 
MAC is defined as (being ()T the transpose operator): 

(2) 

and takes values in the range [0, 1] where 0 means no consistency and 1 means perfect 
matching. In equation (2) φSn is the mode shape of order S identified using the time segment n
and φSm is the mode shape of the same order S but identified using the time segment m. So, for 
example, φ2C is the mode shape S = 2 relative to the time segment n = C. 

In the present case, the Modal Phase Collinearity (MPC) was used to quantify the degree of 
complexity of the identified mode shapes. It was found that in all examined cases MPC takes 
on values close to 100% that demonstrate perfect collinearity or monophase behavior. Con-
sistently real evaluated mode shapes were used in the computations. 

Ultimately, for each mode shape, the MAC indices were computed for the cases I, C and F 
against the common reference T as shown in Table 2.  

T against all time segments T-I T-C T-F 
Table2: Couples of time segments for MAC computation. 
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Figure 11a. MAC (%):  Config O, Arch l. Figure 11b. MAC (%:)  Config. O, Arch r.

Figure 12a. MAC (%): Config. R; Arch l. Figure 12b. MAC (%): Config. R; Arch r.

The results are illustrated in Figures 11 to 14 that are organized in the same format used to 
discuss the uncertainty relevant to frequencies and damping ratios. The histograms show the 
MAC values for the various combinations of the time segments, Table 2. The higher the MAC 
values are the lower the spread of the identified values is. That can be rephrased as: the more 
the similitude among the mode shapes is the lower the uncertainty is. 

By the inspection of Figures 11 to 12 the following general comments can be dawn. The 
histograms are relatively similar; this statement applies whatever the structural configuration 
(O or R) and the measurement arch (l or r) are. The dispersion of the MAC values does not 
increase significantly as the mode shape order increases, except for the configuration R arch r.
This was somewhat surprising considering that the R configuration should have a more regu-
lar behavior.   

A more detailed inspection of the figures shows that the mode shape 3 is the hardest to be 
precisely identified. This happens especially in correspondence of the time segment F as 
clearly evidenced in Figure 12a; apart configuration O, arch l, time segments I and C where it 
is not detected at all (see also Figures 3a and 7a). 
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Figure 13. MAC uncertainty: Config O Figure 14. MAC uncertainty: Config R

The Figures 13 and 14 refer to the configuration O and configuration R respectively. Each 
figure reports the central values C and the uncertainties Δ evaluated for arch l and arch r in 
correspondence with the four identified vibration modes. 

From the figures it is observed a C value greater than 90% for all the considered cases ex-
cept for mode 3 where C is slightly below 80%. In any case a negligible uncertainty Δ lower 
than 10% with the only exception of mode shape 3 where Δ is of the order of 20%. 

However, it is confirmed that any of the two arches l or r can be equivalently adopted for 
monitoring purposes even if with there exist some scatter of the results yet within acceptable 
uncertainty margins.  

A summary of the relative uncertainty is given in Table 3 where the U values are listed, 
mode by mode, for frequencies, damping ratios and mode shapes. 

Config Ufreq Udamp UMAC
/mode Ol Or Rl Rr Ol Or Rl Rr Ol Or Rl Rr

1 0 1 1 3 7 27 29 15 0 0 1 9 
2 1 3 0 0 45 76 46 29 2 4 0 0 
3 - 0 1 5 - 38 32 72 - 7 28 15 
4 1 1 0 0 27 25 97 54 1 0 0 8 

Table 3: Relative uncertainty U (%) of the modal parameters: Config O, R, arches l, r.

In the inspection of the table it should be remembered that mode 3 was the hardest to iden-
tify as highlighted by the absence of any valid frequency in the Ol configuration and by the 
large scatter in the UMAC case. Apart this aspect, the listed values show very low and negligi-
ble uncertainty in the Ufreq case; the same can be said for the UMAC case where the uncertainty 
is generally small, but not always entirely insignificant. The Udamp in turn is affected by high 
and dispersed uncertainty.  

Whichever be the case, the dispersion of the U values does not show well defined trend 
and can be considered randomly distributed for all the modal parameters. This occurs for both 
configurations O and R and the arch l or r considered. The uncertainty level is roughly the 
same for the two configurations. This last finding contrasts the common assumption that a ret-
rofitted “tied” structure should be less dispersive than the original “loose” one.  
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6 CONCLUSIONS 
The work is devoted to the study of the uncertainty in the identification of the modal pa-

rameters of vaulted masonry structures. Only the transversal behavior of the vault was consid-
ered so that the dynamic response was monitored according to two arches symmetrically 
placed with respect to the central line of the vault.      

Environmental tests were performed and the recorded signals processed to identify fre-
quencies, damping ratios and mode shapes. To this end, the entire recorded signals was parti-
tioned in sub time segments to control the stationarity of the identified quantities among the 
different time segments. The uncertainty was quantified in line with the concept of interval 
numbers characterized by the central value and the radius (uncertainty) of the interested range 
of values. The mode shapes needed to be processed to be represented by scalar quantities. To 
this end the MAC index of each mode shape obtained from the single sub time segment re-
spect to the mode shape of the entire recorded signal was used. The measurements campaign 
and the identification process were repeated twice for two different vault configurations: the 
vault as it was in its original state and after retrofit interventions.  

The results indicate that the uncertainty relevant to the two configurations is similar in con-
trast to the conventional assumption that the retrofitted “tied” configuration should be less 
dispersive than the original “loose” one. The results indicate also that the two arches, accord-
ing to which the vault was monitored, showed very similar behavior so that any arch of the 
vault can be equivalently adopted for monitoring purposes within acceptable uncertainty mar-
gins. As concerns the individual modal parameters it is confirmed that the frequencies present 
negligible uncertainties whereas the damping ratios are endowed with the higher uncertainties.  
As a final result it can be said that the dispersion of the estimates of the modal parameters do 
not increase significantly as the mode order increases.  
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Abstract. The paper deals with the steady-state stationary response of single-degree-of-freedom
nonlinear secondary oscillators in stochastically driven linear primary structures. Equations
governing the primary-secondary dynamic interaction are presented, followed by a concise ex-
position of a two-degree-of-freedom system assembly with dimensionless coefficients. Stochas-
tic forcing is successively modelled as monochromatic, white noise, and filtered white noise
process, representing extreme forms of narrow-band and wide-band excitations, as well as an
intermediate case, characterised by the Clough-Penzien stationary power spectrum, commonly
adopted in earthquake engineering applications. A decomposition-synthesis approach is pre-
sented in order to analytically approximate the response of the secondary system in cascade,
by quantifying the statistics to individual forcing components, and synthesising the results to
obtain the response of an equivalent linear secondary system. Demonstrated to the case of a
Duffing secondary oscillator, and compared with pertinent Monte-Carlo simulations, the de-
rived formulas permit accurate and efficient quantification of the secondary system’s response
as a function of the design input parameters of the system assembly and the excitation.
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1 INTRODUCTION

For a plethora of structural systems encountered in engineering it is essential to specify their

reliability under environmental loading conditions. Examples include missile and aircraft vibra-

tion due to atmospheric turbulence, the vibration of buildings and bridges due to earthquakes

and wind, vehicle vibration due to ground and track surface irregularities, and the motion of

ships and offshore structures due to wave excitation. Environmental loads are random by nature

and comprise the dominant source of uncertainty for such systems. For this reason, numerous

efforts have been devoted to the development of methods for the response quantification and

analysis of dynamical systems subjected to random excitations.

Previous research endeavours mostly deal with primary systems, that is, load-bearing struc-

tures, modelled either as linear or weakly nonlinear, and driven by an excitation of idealised

form, including broadband white noise and filtered white noise, characterised by various spec-

tral shapes [1]. However, much research effort is still needed to provide efficient and accurate

tools for estimating the response of nonlinear secondary systems subjected to random loads.

Secondary structures, also referred to as subsystems, are defined as the auxiliary mechanical,

electrical and electronic components and contents that are not part of the primary load-bearing

structure, arising in modern engineering applications [2]. It is now well established that their

reliability in the face of an extreme environmental event is essential as their damage can influ-

ence the operational continuity of the primary structure, leading to loss of life, injury, direct and

indirect economic loss.

In this paper, the stochastic response of nonlinear single-degree-of-freedom secondary oscil-

lators, in randomly excited linear primary building structures, is investigated. The full primary-

secondary dynamic interaction is considered first and simplified equations are derived for a

reduced two-degree-of-freedom system assembly with dimensionless coefficients. Stochastic

forcing is then successively modelled as monochromatic, white noise and filtered white noise

process. The first two, characterised by diametrically opposed spectral properties, represent

extreme scenarios of a narrow-band and wide-band excitation, while the latter represents the

intermediate case of the Clough-Penzien [3] stationary power spectrum, commonly adopted in

earthquake engineering applications. A decomposition-synthesis approach is then presented in

order to analytically approximate the stochastic response of the secondary system, with an ap-

plication to a secondary Duffing oscillator. Based on the premise that the secondary structure

is driven in a one-way interaction, the idea is to decouple the subsystems under the cascade

analysis approximation [4], decompose the driving acceleration at the oscillator’s position of

attachment to individual components, separately quantify the response statistics, and synthesise

the results to obtain the response of an equivalent linear secondary system. The resulting analyt-

ical approximation formulas fully characterise the response probability density functions under

the excitation types considered, permit accurate and efficient quantification, and directly re-

late the statistical response parameters to the design input parameters of the primary-secondary

system assembly and the excitation.

2 PRIMARY-SECONDARY SYSTEM VIBRATION

Consider the case of a dynamical system consisting of a single-degree-of-freedom (SDoF) sec-

ondary (S) oscillator attached to a multi-degree-of-freedom (MDoF) primary (P) structure. The

P system represents herein a multi-storey building, while the S oscillator describes an attach-

ment, whose performance is potentially critical to the overall resilience.

The differential equation governing the response of the combined system when subjected to
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seismic excitation, assumed at rest for t ≤ 0, reads:

M · ü(t) +C · u̇(t) + Fr(u(t)) = −M · τττ üg(t) , (1)

satisfying the initial conditions u(0) = 0n+1 and u̇(0) = 0n+1, where u (t) =
{
u
p (t) us (t)

}

is the partitioned array collecting the n + 1 DoFs relative to the ground, in which up (t) =

{up1 (t) , . . . , upn (t)} is the vector listing the n dynamically significant DoFs of the P struc-

ture, the superscripted � being the transpose operator; us(t) is the translational DoF of the

S oscillator; τττ =
{
τττpg 1

}
is a partitioned array where τττpg is the (n× 1) vector of seismic

incidence; üg(t) is the unidirectional horizontal component of the ground acceleration, the over-

dot denoting differentiation with respect to the time t. Furthermore, M and C are the mass and

damping matrices, partitioned as:

M =

[
Mp 0n

0
n ms

]
; C =

[
Cp + cs τττpsτττ


ps −cs τττps

−cs τττps cs

]
, (2)

where Mp and Cp are the mass and damping matrices of P, while ms and cs the associated

coefficients for S; 0n being a zero vector of dimensions (n × 1); τττps is the (n× 1) incidence

vector of the feedback action of S on P; and Fr(u) is a nonlinear restoring force that depends

on the state of the system.

It has long been recognised that conventional methods can be cumbersome for the analysis

of combined systems, owing to each subsystem’s characteristics and dissimilarities between

them, as well as impractical for design purposes, since, the P structure needs to be reanalysed

for every change introduced on S. Even, if the combined system is linear,

Fr(u(t)) = Fr,lin(u(t)) =

[
Kp + ks τττpsτττ


ps −ks τττps

−ks τττps ks

]
·
[
up(t)

us(t)

]
, (3)

Kp and ks being the stiffness matrix and stiffness coefficient for P and S, the necessary and

sufficient Caughey-O’Kelly condition K ·M−1 ·C = C ·M−1 ·K [5] will, in general, not be

satisfied and therefore classical modal analysis is inadmissible. However, recent advances on

the decoupling of linear systems permit decoupling of Eq. (1) by the method of phase synchro-

nisation through solution of the quadratic eigenvalue problem (M·λ2+C·λ+K)·v = 0 [6–8].

2.1 Reduced primary-secondary system assembly

Let us now consider the case of a nonlinear S oscillator attached to a P system, as depicted in

Figure 1, the latter assumed to be linear and classically damped. This assumption is not unduly

restrictive, as critical infrastructure are often designed to respond within their linear-elastic

regime and the survivability of internal equipment is in question. Furthermore, we separately

consider P and therefore uniformly distributed energy dissipation is routinely assumed. The

objective here is to formulate the system of differential equations in a simplified form, and pave

the way for quantifying the S system’s response under stochastic excitation in the next section.

Denoting ups (t) as the translational DoF of the S oscillator relative to the motion of the

P structure, the equation of motion of P, can be conveniently expressed as:

Mp·üp(t)+Cp·u̇p(t)+Kp·up(t) = −Mp·τττpgüg(t)−τττpsms

(
üps (t) + τττ


psüp(t) + üg(t)

)
. (4)
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Furthermore, we denote ü
(a)
p (t) = üp(t) + τττpg · üg(t) as the vector listing the absolute

accelerations of the P DoFs; ü
(a)
ps (t) = τττps · ü

(a)
p (t) as the absolute acceleration of the P structure

at the location of the S oscillator; and ü
(a)
s (t) = üps (t) + ü

(a)
ps (t) as the absolute acceleration of

the S mass.

Figure 1: Combined linear P nonlinear S system.

2.1.1 Modal transformation

Aiming at reducing the dimensions of the P-S combined dynamic system, the equations of mo-

tion of the P structure are projected onto the reduced modal subspace. Accordingly, a solution

to the real-valued eigenproblem Mp ·ΦΦΦp ·ΩΩΩ2
p = Kp ·ΦΦΦp is sought, where ΦΦΦp =

[
φφφp1, . . .φφφpn

]
is the (n × n) modal matrix, whose columns are the n modal shapes of the P structure, and

ΩΩΩp = diag {ωp1, . . . , ωpn} is the diagonal spectral matrix listing the associated modal circular

frequencies in ascending order. If the P-S dynamic interaction has its largest effects on the ith
mode of vibration of the P structure, the following transformation can be adopted:

up(t) ≈ φφφpi qpi(t) , (5)

where qpi(t) is the ith modal coordinate of the P structure corresponding to the largest modal

participation factor. Without loss of generality, the modal shape φφφpi can be normalised such that

the largest horizontal displacement is set equal to 1.

Upon substitution of Eq. (5) in Eq. (4), pre-multiplication of the result by φφφpi and further

manipulations, one obtains:

üpsi(t) + 2 ζpi ωpi u̇psi(t) + ω
2
pi upsi(t) = −φpsi

(
βi üg(t) + γi ü

(a)
si (t)

)
, (6)

where upsi(0) = 0 and u̇psi(0) = 0, and where upsi(t) = φpsi qpi(t) denotes the contribution

of the ith mode of vibration to the seismic response of the P structure at the position of the

S oscillator, φpsi = τττps · φφφpi being the corresponding modal displacement; ü
(a)
si (t) = üps (t) +

üpsi(t) + üg(t) is the absolute acceleration of the S mass, considering for the P structure only

the contribution of the ith mode of vibration; ζpi and ωpi are the ith modal values of equivalent

viscous damping ratio and circular frequency of the P modal oscillator, respectively; βi =
m̃−1

pi φφφ

pi · Mp · τττpg is the ith dimensionless modal factor for the seismic input, with m̃pi =
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φφφpi ·Mp ·φφφpi being the ith modal mass for the P structure; similarly, γi = m̃
−1
pi φpsims is the ith

dimensionless modal factor for the S feedback on the P structure.

In what follows, for the sake of simplifying the notation, the generalised P coordinate upsi(t)
is replaced with up(t), and the modal index i is dropped in all the other quantities in Eq. (6)

resulting to:

üp(t) + 2 ζp ωp u̇p(t) + ω
2
p up(t) = −φps (β üg(t) + γ (üg(t) + üp(t) + üps (t))) . (7)

It is clear that the contribution of higher modes can be included in the procedure, if needed.

Notably, setting γ = 0 decouples Eq. (7) from the equation governing the seismic response of

the S oscillator, leading to the so-called ‘cascade approximation’, where the P-S dynamic inter-

action is neglected. It is worth noting here that the condition γ = 0 does not imply a massless

S system, but merely the fact that the feedback action of S on P is negligible. Furthermore, in

the special case where P is a SDoF oscillator, i.e. n = 1, then, φps = β = 1 and γ = ms/mp.

2.1.2 Duffing secondary oscillator

Without loss of generality, the simplest case of a SDoF S Duffing oscillator, extensively studied

in the literature, is considered next. Dynamic equilibrium of the mass ms in the horizontal

direction gives:

üps (t) + 2 ζs ωs u̇
p
s (t) + ω

2
s

(
ups (t) + λ (ups (t))

3) = −ü(a)p (t) , (8)

where ups (0) = 0 and u̇ps (0) = 0, ups (t) being the displacement of the S oscillator relative to the

P structure at its point of attachment; ζs and ωs =
√
ks/ms are the viscous damping ratio and

natural circular frequency of S in its elastic range, ks being its elastic stiffness; λ is a constant,

for λ = 0 the restoring force reduces to the linear one, while λ < 0 and λ > 0 represent

softening and hardening phases, respectively; ü
(a)
p (t) = üp(t) + üg(t) is the absolute horizontal

acceleration of P at the position of S, in which üp(t) satisfies Eq. (7).

3 STOCHASTIC FORCING MODEL

Consider a ground acceleration üg(t), successively modelled as monochromatic, white noise,

and filtered white noise stationary Gaussian process. The monochromatic and white noise exci-

tations, characterised by diametrically opposed properties, represent herein the extreme forms

of narrow-band and wide-band processes, respectively, while the coloured noise represents an

intermediate case, characterised by a modified Kanai-Tajimi (KT) power spectrum (Kanai [9];

Tajimi [10]) suggested by Clough and Penzien (CP) [3], commonly used in earthquake engi-

neering applications. Their power spectral density (PSD) functions are, respectively, given by:

Süg(ω) = α δ (|ω| − ω0) ; Süg(ω) = S0 ; Süg(ω) = S0 ·Hk(ω) ·Hc(ω) , (9)

for −∞ < ω < ∞, where α is the strength of the unit impulse δ(·) and ω0 is the arrival fre-

quency; S0 represents a constant PSD level due to white noise; andHk(ω) andHc(ω) represent

the KT and CP filters, respectively, given by:

Hk(ω) =
1 + 4 ζ2g (ω/ωg)

2(
1− (ω/ωg)

2)2 + 4 ζ2g (ω/ωg)
2
; Hc(ω) =

(ω/ωf )
4(

1− (ω/ωf )
2)2 + 4 ζ2f (ω/ωf )

2
,

(10)
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where ωg and ζg are the frequency and damping ratio of the soil layer, respectively, and the

parameters ωf and ζf control the CP filter’s characteristics.

In the CP model, Hk(ω) attenuates the frequency content for ω > ωg as ω → ∞, and

amplifies the frequencies in the vicinity of ω = ωg. Hc(ω) is then introduced to eliminate the

low-frequency content, thus assuring finite power for the ground displacement.

4 RESPONSE QUANTIFICATION OF NONLINEAR SECONDARY OSCILLATOR

In §2 simplified equations were presented for the dynamic interaction of the P-S system. In

this section a decomposition-synthesis (DS) approach is presented for the analysis of linear and

equivalent linear S systems. The purpose is the quantification, through analytical approxima-

tions, of the response of the nonlinear S to stochastic excitation, with indicative application to

an S Duffing oscillator subjected to the excitation considered in §3. The basic idea is to decou-

ple P and S, separately quantify the response statistics to individual forcing components, and

synthesise the results to obtain the response of an equivalent linear S oscillator.

4.1 Primary structure

To apply the DS method, we first assume that the S oscillator is essentially driven in a one-way

interaction. On setting γ = 0, Eq. (7) and (8) decouple and can sequentially be considered. We

emphasise that this is desirable as different S can be considered for the same P configuration.

Next, we proceed with quantification of the probabilistic structure of ü
(a)
p , which constitutes

the driving acceleration of the S oscillator. We decompose this in two terms:

ü(a)p (t) = üp(t) + üg(t) , (11)

and since both üp(t) and üg(t) are stationary and Gaussian distributed, ü
(a)
p (t) will also be so.

The autocorrelation function of the process ü
(a)
p (t) may be expressed in terms of the autocore-

lation and cross-correlation functions of üp(t) and üg(t), and therefore one can obtain the PSD

of ü
(a)
p (t) as:

S
ü
(a)
p
(ω) = Süp(ω) + Süg(ω) + 2Re{Süpüg(ω)} , (12)

where Süp(ω), the response PSD of üp(t), is related to the excitation through,

Süp(ω) = ω
4Sup(ω) ; Sup(ω) = |Hp(ω)|2 Süg(ω) , (13)

in which Hp(ω) is the frequency response function (FRF), given by:

Hp(ω) =
φps β

ω2 − 2 i ζpωp ω − ω2
p

. (14)

Furthermore, the last term in Eq. (12) can be interpreted as the sum of the cross-spectral

density functions Süpüg(ω) and Sügüp(ω), where Süpüg(ω) = S∗
ügüp

(ω), in which ∗ denotes

conjugation, and:

Süpüg(ω) = −ω2Supüg(ω) ; Supüg(ω) = Hp(ω)Süg(ω) . (15)

Notably, Eq. (12) expresses the PSD of the driving acceleration for S to individual com-

ponents, simplifying manipulation. Furthermore, it permits the direct generation of floor ac-

celeration time series ensembles corresponding to specified ground excitation spectral shapes,
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through standard stochastic forcing simulation methods [11], for the numerical analysis of the

nonlinear S.

The process variance of ü
(a)
p (t), fully characterising the zero mean (μ

ü
(a)
p

= μüp + μüg = 0)

Gaussian (absolute acceleration) response of P, can thus be readily obtained as:

σ2
ü
(a)
p

=

∫ ∞

−∞
S
ü
(a)
p
(ω) dω = σ2üp

+ σ2üg
+ 2 σüpüg , (16)

where σ2üp
, σ2üg

and σüpüg are the variances and covariance of the underlying processes, respec-

tively, given by:

σ2üp
=

∫ ∞

−∞
Süp(ω) dω ; σ2üg

=

∫ ∞

−∞
Süg(ω) dω ; σüpüg =

∫ ∞

−∞
Re{Süpüg(ω)} dω . (17)

4.2 Secondary oscillator

To estimate the response of the S oscillator, system nonlinearities can be important and to

this end an appropriate quantification scheme needs to be employed. Herein the statistical

linearisation approach [1] is adopted.

Accordingly, the nonlinear Duffing oscillator’s Eq. (8) is replaced with a linear one:

üps (t) + 2 ζs ωs u̇
p
s (t) + ω

2
equ

p
s (t) = −ü(a)p (t) , (18)

where ωeq represents the natural frequency of the equivalent linear system.

Minimising the mean square of the error ε = ω2
s

(
ups (t) + λ (ups (t))

3)−ω2
equ

p
s (t) with respect

to ω2
eq, one obtains:

ω2
eq = ω

2
s

(
1 + 3λσ2up

s

)
. (19)

The response statistics can then be obtained through the following spectral relationships:

σ2up
s
=

∫ ∞

−∞
Sup

s
(ω) dω ; σ2u̇p

s
=

∫ ∞

−∞
Su̇p

s
(ω) dω ; σ2üp

s
=

∫ ∞

−∞
Süp

s
(ω) dω , (20)

where the PSD functions Sup
s
(ω), Su̇p

s
(ω) and Süp

s
(ω) take the form:

Sup
s
(ω) = |Hs(ω)|2 Sü(a)

p
(ω) ; Su̇p

s
(ω) = ω2Sup

s
(ω) ; Süp

s
(ω) = ω4Sup

s
(ω) , (21)

in which Hs(ω) is the FRF of the equivalent linear system in Eq. (18), given by:

Hs(ω) =
1

ω2 − 2 i ζs ωs ω − ω2
eq

. (22)

We note that we deliberately avoid the matrix notation in the previous, emphasising the asyn-

chronous response evaluation of the two subsystems, and enabling the adoption of alternative

linearisation techniques for the S system such as, for instance, a higher order linearisation [12].

4.2.1 Monochromatic excitation

We next proceed with the evaluation of the random vibration integrals in Eq. (20). To this end

the decomposed form of individual components, simplifies manipulation of the integrals which

are conveniently computed analytically by utilising the general formula in [13], for the three
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types of excitation considered. We note that solution of the integrals corresponding to the P

structure’s response falls beyond the scope of this work.

The monochromatic excitation is first considered. In this case, the response PSD retains

similar form to the PSD of the excitation in Eq. (9), that is, an impulse whose strength depends

on the parameters of the P-S system assembly. The displacement and velocity response variance

then reads:

σ2up
s
=

2α

Cm
1

+
2αβ ω2

0 φps Cm
2

Cm
1 Cm

3

; σ2u̇p
s
= ω2

0 σ
2
up
s
, (23)

where Cm
1 - Cm

3 are a set of coefficients provided in Appendix A.

Notably, the same approach can be used for the acceleration response of the S oscillator

although the analytical formulas will not be provided herein.

4.2.2 White noise excitation

For the white noise excitation, the response is given by:

σ2up
s
=

πS0
2 ζs ω2

eq ωs

+
πS0 β φps Cw

1

2 ζp ζs ωs Cw
2

; σ2u̇p
s
=

πS0
2 ζs ωs

+
πS0 β φps (Cw

3 + Cw
4 )

2 ζp ζs ωs Cw
2

, (24)

where the associated coefficients Cw
1 - Cw

4 are likewise reported in Appendix A.

Evidently, the first term in Eq. (23) and (24) solely depends on the ground excitation while

the second term also depends on the P system’s parameters. On setting φps = 0, the latter

vanishes corresponding to an S oscillator mounted at ground level.

4.2.3 Filtered white noise excitation

The details of the analysis for the filtered white noise excitation characterised by the Clough-

Penzien spectrum are lengthy, and therefore only the case where φps = 0 will be provided

herein. In this case the variance of the response reads:

σ2up
s
=
πS0 ω

2
g (Cf

1 + Cf
2 + Cf

3 + Cf
4 )

Cf
5

; σ2u̇p
s
=
πS0 ω

2
g (Cf

6 + Cf
7 + Cf

8 + Cf
9 )

Cf
5

, (25)

where the coefficients Cf
1 - Cf

9 are given in Appendix A.

On combining Eq. (19) with Eq. (23), (24) and (25), the resulting algebraic equations can be

solved numerically for ωeq and therefore σ2
up
s

and σ2
u̇p
s

can be evaluated from the above expres-

sions.

4.3 Numerical investigations

Figure 2 presents spectra of the response variance of the Duffing S oscillator, for the three

excitation types considered, as a function of the parameter λ > 0, and for φps = {0, 0.5, 1},

the latter representing an oscillator mounted at ground level, at an intermediate height, and

at roof level, respectively. The analytical derived expressions for the statistical linearisation

procedure have been used for this purpose, and are compared with the stationary response value

of the nonlinear system in Eq. (8), numerically computed via pertinent Monte Carlo simulations.

The analysis has been carried out using the following reference values: α = 0.3 and ω0 =
10 rad/s (monochromatic excitation); S0 = 0.003m2/s3 (white noise); S0 = 0.003m2/s3,
ωg = 10 rad/s, ζg = 0.4, ωf = 1 rad/s and ζf = 0.6 (filtered white noise [11]); and β = 1.3,
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ωp = 14.76, ωs = 1.4ωp, ζp = 0.05 and ζs = 0.02 (for the P-S system assembly [4]). In this

plot, σ2∗
up
s

and σ2∗
u̇p
s

denote the displacement and velocity response variances, normalised by the

associated peak variances in the linear case, at roof level (i.e. λ = 0 and φps = 1).

0 5 10 15 20

·102

0

0.2

0.4

0.6

0.8

1

λ

σ
2
∗ up s

(a)

0 5 10 15 20

·102

0

0.2

0.4

0.6

0.8

1

λ

σ
2
∗ up s

(b)

0 5 10 15 20

·102

0

0.2

0.4

0.6

0.8

1

λ

σ
2
∗ up s

φps = 0

φps = 0.5

φps = 1

(c)

0 5 10 15 20

·102

0

0.2

0.4

0.6

0.8

1

λ

σ
2
∗ u̇p s

(d)

0 5 10 15 20

·102

0

0.2

0.4

0.6

0.8

1

λ

σ
2
∗ u̇p s

(e)

0 5 10 15 20

·102

0

0.2

0.4

0.6

0.8

1

λ

σ
2
∗ u̇p s

(f)

Figure 2: Variation of the secondary Duffing oscillator’s mean square displacement (top) and velocity (bottom)

response with λ and φps. Comparison of statistical linearisation (dashed lines) and Monte Carlo simulation (solid

lines) for: (a, d) monochromatic (α = 0.3, ω0 = 10 rad/s); (b, e) white noise (S0 = 0.003m2/s3); and (c, f)

filtered white noise (S0 = 0.003m2/s3, ωg = 10 rad/s, ζg = 0.4, ωf = 1 rad/s, ζf = 0.6) excitation. Reference

parameters: β = 1.3, ωp = 14.76, ωs = 1.4ωp, ζp = 0.05, ζs = 0.02.

Overall, the response variances (i.e. the areas under the associated PSD curves), are finite,

and are smooth functions of the parameter λ. The statistical linearisation provides a good ap-

proximation of the nonlinear response for the cases considered. As expected, the effectiveness

of the approximation deteriorates with λ, that is, at higher nonlinearity levels. We note that the

validity of the derived expressions has been further confirmed through Monte Carlo simulations

carried out directly on the equivalent linear system.

An interesting observation is that the response variance does not always increase with φps
(i.e. lower spectral ordinates are shown in Figures 2(b) and 2(e) for φps = 0.5 when compared

to φps = 0). This is an important consequence of Eq. (16), which implies that even though σ2üp

will always increase with φps (due to the amplified motions on the P structure), σ2
ü
(a)
p

may or may

not, as it also depends on the covariance of processes üp and üg. Consequently, the response

variance of S may or may not increase with φps.
Finally, even though the application of the statistical linearisation procedure is straightfor-

ward, it cannot account for the existence of higher harmonics, such as the case of white noise

and filtered white noise excitation, and therefore alternative quantification schemes need to be

sought to achieve further improvements in accuracy.
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5 CONCLUSIONS

The steady-state stationary response quantification and analysis of nonlinear secondary oscilla-

tors in randomly driven linear primary building structures, has been addressed. By utilising

a modal coordinate transformation, simplified equations posed as a reduced two-degree-of-

freedom system with dimensionless coefficients, have been derived for the primary-secondary

system assembly.

Three different types of stochastic excitation spectra have been considered: monochromatic

excitation, representative of the extreme scenario of a narrow-band process; white noise excita-

tion, the extreme form of a wide-band process; and the intermediate case of filtered white noise

characterised by the Clough-Penzien power spectrum, commonly used in earthquake engineer-

ing applications. A decomposition-synthesis approach has been presented for the analysis of

linear and equivalent linear secondary systems, whereby the stochastic response of the nonlin-

ear secondary system is analytically approximated, with an application to a secondary Duffing

oscillator. In this approach, the secondary system is first decoupled from the primary structure

under the cascade analysis approximation. The stochastic forcing delivered to the secondary

system is decomposed as the sum of individual forcing components, the response statistics are

separately quantified using spectral relationships, and are pieced-together to construct the over-

all response of an equivalent linear secondary system.

Decomposition of the power spectral density of the driving acceleration at the oscillator’s

position, simplifies the manipulation of the random vibration integrals and enhances the under-

standing on the physical meaning of the response. It further facilitates the direct generation

of floor acceleration time series ensembles for the numerical analysis of nonlinear secondary

systems. The resulting analytical expressions, derived herein for the secondary Duffing oscilla-

tor under the three types of excitation considered, approximate the response probability density

functions and permit the accurate and efficient quantification, expressing the statistical param-

eters of the response as a function of the corresponding design input parameters of the system

assembly and the excitation. Future work will involve the inclusion of the contribution of higher

modes, and extensions to other types of nonlinear oscillators and multi-degree-of-freedom sec-

ondary systems using alternative statistical quantification schemes.

APPENDIX A. COEFFICIENTS

The coefficients Cm
1 - Cm

3 for the monochromatic excitation (§ 4.2.1) are:

Cm
1 = 4 ζ2s ω

2
0 ω

2
s +

(
ω2
0 − ω2

eq

)2
; (26a)

Cm
2 = ω2

0 (β φps − 2) + 2ω2
p ; (26b)

Cm
3 =

(
4 ζ2p − 2

)
ω2
0 ω

2
p + ω

4
0 + ω

4
p . (26c)

The coefficients Cw
1 - Cw

4 for the white noise excitation (§ 4.2.2) are:

Cw
1 = ζp ω

2
eq(β φps − 2) + β ζs ωp ωs φps + 2 ζpω

2
p ; (27a)

Cw
2 = 2ω2

eq ωp

((
2 ζ2p − 1

)
ωp + 2 ζp ζs ωs

)
+ ω2

p

(
4 ζp ζs ωp ωs + 4 ζ2s ω

2
s + ω

2
p

)
+ ω4

eq ; (27b)

Cw
3 = ζs ωp ωs

(
4 ζ2pω

2
eq(β φps − 2) + β ω2

pφps
)
; (27c)

Cw
4 = ζp

(
4 ζ2s ω

2
pω

2
s (β φps − 2) + ω4

eq(β φps − 2) + 2ω2
eqω

2
p

)
. (27d)

The coefficients Cf
1 - Cf

9 for the filtered white noise excitation (§ 4.2.3) are:

Cf
1 =4 ζ3f ω

2
eq ω

2
f ω

2
g

(
4 ζ3g ω

2
eq + 4 ζ2g ζs ωg ωs + ζg ω

2
g + ζs ωg ωs

)
; (28a)
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Cf
2 =4 ζ2f ωf ωg

(
4 ζ3g ω

2
eq + 4 ζ2g ζs ωg ωs + ζg ω

2
g + ζs ωg ωs

)
(ζg ω

2
eq

(
ω2
f + ω

2
g

)
+ ζs ωg ωs

(
ω2
eq + ω

2
f

)
) ;

(28b)

Cf
3 = ζf(16 ζ

5
g ω

4
eq ω

2
f ω

2
g + 16 ζ4g ζs ω

2
eq ω

2
f ωg(ω

2
eq + ω

2
f + 2ω2

g)ωs

+ ζs ω
3
g ωs(( ω

2
eq − ω2

f )
2 + 4 ζ2s ω

2
f ω

2
s ) + 4 ζ3g (ω

2
eq ω

2
f ω

4
g + ω

4
eq(ω

2
f − ω2

g)
2

+ 4 ζ2s ω
2
f ω

2
g(2ω

2
eq + ω2

f + ω
2
g)ω

2
s ) + ζg ω

2
g( ω

2
eq(ω

2
f − ω2

g)
2+

4 ζ2s (2ω
2
f ω

2
g + ω

2
eq (ω

2
f + ω

2
g))ω

2
s ) + 4 ζ2g ζs ω

3
g ωs(ω

4
eq + ω

2
eq ω

2
g

+ ω2
f (ω

2
f + ω

2
g + 4 ζ2s ω

2
s ))) ;

(28c)

Cf
4 = ζg ζs ωf(4 ζ

2
g ω

2
f + ω

2
g) ωs(ω

4
eq + 2ω2

eq ωg((−1 + 2 ζ2g )ωg + 2 ζg ζs ωs)

+ ω2
g(ω

2
g + 4 ζg ζs ωg ωs + 4 ζ2s ω

2
s )) ;

(28d)

Cf
5 =2 ζf ζg ζs(ω

4
f + 4 ζf ζg ω

3
f ωg + 2(−1 + 2 ζ2f + 2 ζ2g )ω

2
f ω

2
g

+ 4 ζf ζg ωf ω
3
g + ω

4
g)ωs (ω

4
eq + 2ω2

eq ωf((−1 + 2 ζ2f )ωf + 2 ζf ζs ωs)

+ ω2
f (ω

2
f + 4 ζf ζs ωf ωs + 4 ζ2s ω

2
s ))(ω

4
eq + 2ω2

eq ωg((−1 + 2 ζ2g )ωg + 2 ζg ζs ωs)

+ ω2
g(ω

2
g + 4 ζg ζs ωg ωs + 4 ζ2s ω

2
s )) ;

(28e)

Cf
6 =4 ζ2f ωf ωg(ζgω

2
eq + ζs ωg ωs)(ζg ω

2
eq ω

2
g(ω

2
f + ω2

g) + 16 ζ4g ζs ω
2
eq ω

2
f ωg ωs

+ ζs(ω
2
eq + ω

2
f )ω

3
g ωs + 4 ζ2g ζs(ω

2
eq + ω

2
f )ω

3
g ωs

+ 4 ζ3g (ω
4
eq(ω

2
f + ω

2
g) + 4 ζ2s ω

2
f ω

2
g ω

2
s )) ;

(28f)

Cf
7 = ζf(ζg ω

4
eq(4 ζ

2
g ω

2
eq + ω2

g)(ω
4
f + 2(−1 + 2 ζ2g )ω

2
f ω

2
g + ω

4
g) + ζs ωg(32 ζ

4
g ω

4
eq ω

4
f

+ 4 ζ2g (1 + 4ζ2g )ω
2
eq ω

2
f (ω

2
eq + ω2

f )ω
2
g + ((1 + 4 ζ2g )ω

4
eq − 2ω2

eq ω
2
f

+ (1 + 4 ζ2g )ω
4
f )ω

4
g)ωs + 4 ζg ζ

2
s ω

2
f ω

2
g(4 ζ

2
g (1 + 4 ζ2g )ω

2
eq ω

2
f + ((2 + 4 ζ2g )ω

2
eq

+ (1 + 8 ζ2g )ω
2
f )ω

2
g + ω

4
g) ω

2
s + 4 ζ3s ω

2
f ω

3
g(16 ζ

4
g ω

2
f + ω2

g + 4 ζ2g ω
2
g)ω

3
s ) ;

(28g)

Cf
8 = ζg ζs ω

3
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Abstract. This paper investigates the effects of material properties (mass density, elastic and 
shear moduli) on dynamic properties of simply-supported CLT floors (natural frequencies,
mode shapes and modal mass). Uncertainty quantification analysis has been carried out based 
on Monte Carlo simulations by varying material properties. Numerical modelling and analysis 
of the investigated CLT floors has been performed using finite element models in Abaqus CAE.  
The results show that uncertain mechanical parameters having significant influence on the dy-
namic properties are mass density, elastic modulus EL, and shear moduli GLT and GRT, where 
L, T and R denote longitudinal, tangential and radial direction, respectively. 
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1 INTRODUCTION
Recent technological advances and new construction techniques have led to the development 

of a natural composite material called cross-laminated timber (CLT). CLT is a multilayer com-
posite, composed of several thin wooden layers bonded together in a crosswise manner. It has 
outstanding structural strength, stiffness and aesthetic properties, a high level of prefabrication, 
fire resistance and fast construction speed. Therefore, CLT is not only environmentally highly 
sustainable but also cost- and performance-competitive in comparison with the conventional 
mineral-based building materials (concrete and masonry) providing low carbon footprint and 
comfortable living conditions. This has been validated on many large-span residential, public 
and commercial floors in multistorey buildings in Europe and North America in the past decade
[1-2]. An important aspect when designing CLT floors is the comfort criteria for vibrations. 
Due to low floor mass and high stiffness-to-weight ratio, human activities may cause vibration 
serviceability issues, such as annoyance to human occupants in buildings and malfunction of 
vibration sensitive equipment. Consequently, accurate and reliable prediction of dynamic prop-
erties of CLT floors is of great importance. However, there exists a limited research regarding 
vibration performance of CLT floors [3-6].

Main sources of uncertainties in timber floors related to their vibration performance are: (i) 
variability of mechanical properties of the wood as orthotropic material, (ii) pedestrian dynamic 
load and, (iii) boundary conditions. Item (i) is associated with a great variety of wood species 
used as a base material in civil engineering, leading to the variety of bulk material properties of 
wood [7]. In addition, the used material species may differ layer-wise, increasing the uncer-
tainty related to the vibration performance of composite floor structure.

Effect of the variability of material properties on the modal and vibroacoustic properties of 
a conventional wooden floor have been studied by Persson et al. [8] and Persson & Floden [9]. 
They employed probabilistic analysis based on Monte Carlo (MC) simulations. Qian et al. [10] 
developed a stochastic finite element prediction tool to quantify the variability of mechanical 
properties of a CLT floor slab. The results of the performed studies indicate that the variability 
of mechanical properties of wood material can have a large impact on the natural frequencies 
and acoustic performance of the investigated wooden floors.

Mechanical material properties of CLT are differently regulated in technical approvals [11, 
12], which might lead to significant differences between the actual mechanical properties and 
those defined in the design guidelines and recommendations. Material properties depend on the 
strength class of CLT as well as the strength class of the base material. For example, the values 
of shear moduli (GLT and GLR, see Fig. 1b) range from 600-690 N/mm2, while the characteristic 
rolling shear modulus GRT ranges from 50 to 60 N/mm2, [11]. Poisson’s ratios depend on the 
moisture level and they are usually adopted on the basis of experimental measurements for 
hardwoods and softwoods. Consequently, this can lead to inaccurate and unreliable prediction 
of the dynamic properties of CLT floors.

This paper aims to investigate the effects of the variability of material properties in terms of 
mass density, elastic/shear moduli and Poisson’s ratios on dynamic properties of CLT floors 
(natural frequencies, mode shapes and modal mass). Uncertainty quantification analysis has
been carried out using Monte Carlo simulations, by sampling selected material properties of 
CLT after the preliminary sensitivity analysis. Numerical modelling and analysis of the inves-
tigated CLT floors have been performed using finite element (FE) models in Abaqus CAE [12] 
and automated by making use of Python scripting. After this introductory section, Section 2 
elaborates the computation of dynamic properties of selected CLT panel. In Section 3, prelim-
inary sensitivity analysis, along with the uncertainty quantification analysis, has been carried 
out. Based on the performed analyses, conclusions have been derived in Section 4.
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2 DYNAMIC PROPERTIES OF CLT FLOOR

2.1 Numerical model
Layout and dimensions of an analyzed 5-layer CLT floor panel are presented in Fig. 1a. FE-

based numerical model of the CLT floor has been created by using Abaqus CAE software pack-
age [13]. The finite element mesh consists of 625 S4R shell elements (quadrilateral 4-node shell 
element with reduced integration and assigned composite section). Each layer (k) of CLT panel 
exhibits elastic orthotropic material behavior defined as:

( ) ( ) ( )1 / / / 0 0 0
/ 1 / / 0 0 0
/ / 1 / 0 0 0

0 0 0 1/ 0 0
0 0 0 0 1/ 0
0 0 0 0 0 1/

k k k
L L TL T RL R L

T LT L T RT R T

R LR L TR T R R

TR TR TR

LR LR LR

LT LT LT

E E E
E E E
E E E

G
G

G

(1)

In Eq. (1), EL, ET and ER are elastic moduli in longitudinal (L), transverse (T) and radial direc-
tion (R), respectively, ij are the Poisson’s ratios, and Gij are the shear moduli of the orthotropic 
material (Fig. 1b). The above are the 9 independent material coefficients for an orthotropic 
material. Assuming the same material behavior in the R and T direction, i.e. ER =ET, GLR = GLT,
resulted in the total number of 7 elastic constants of a single layer of CLT panel. Material prop-
erties of the CLT layers for C24 timber class used as the initial (mean) values in the analysis 
are given in Table 1.

(kg/m3)
EL

(MPa)
ER = ET
(MPa)

GLR = GLT
(MPa)

GRT
(MPa) LT LR RT

450 11000 370 690 69 0.49 0.39 0.64
Table 1. Material properties for C24 timber class of CLT panels

Since the CLT panel is made of several orthotropic layers, which material axes are oriented 
by angles 0o and 90o with respect to the global (laminate) coordinates, the constitutive relations 
(1) must be transformed from the local (material) coordinate system to the global coordinate 
system using the well-known transformation matrix.

Figure 1. Layout of a 5-layer CLT floor

Simply supported boundary conditions have been assigned to the floor edges by constraining 
the displacements in X and Z direction (for the edges parallel to x-axis), and displacements in 
Y and Z direction (for the edges parallel to y-axis).

2.2 FE modal analysis
Dynamic properties of the first five bending and the first shear vibration modes have been 

calculated based on the material properties data given in Table 1. Natural frequencies and modal 
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masses that correspond to unity scaled mode shapes are presented in Table 2. The six vibration 
modes are shown in Fig. 2. 

Mode No. Mode type Natural frequency f (Hz) Modal mass m (kg)
1 1st bending 14.78 426.17
2 2nd bending 30.01 423.85
3 3rd bending 45.47 425.25
4 4th bending 54.66 419.62
5 5th bending 56.87 420.69
12 1st shear 123.99 844.46

Table 2. Dynamic properties of the CLT floor

Figure 2. Mode shapes of the CLT floor

3 INFLUENCE OF MECHANICAL PROPERTIES 

3.1 Preliminary sensitivity analysis
A preliminary sensitivity analysis has been carried out to ascertain the influence of the ma-

terial parameters on the dynamic properties of CLT floor. For this purpose, elastic and shear 
moduli and mass density of the CLT panel have been increased and decreased by 20%, in com-
parison to the mean values given in Table 1. The results are presented in Figs. 3-6 in terms of 
relative change with respect to the reference (mean) values. Natural frequencies and modal 
masses for all modes are found to be equally affected by the variability of the mass density .
Natural frequencies are most affected by the change of the longitudinal elastic modulus EL,
while the effect of elastic moduli ER and ET is found to be negligible. Shear modulus GLT has 
the strongest impact on the dynamic properties of the first shear mode shape, while the first five 
bending modes are found to be less affected. Influence of the shear modulus GLR and Poisson’s 
ratios is negligible. Elastic and shear moduli, as well as the Poisson’s ratios have insignificant 
influence on the modal masses of the first five bending modes. However, decrease of the shear 
modulus GLT resulted in the change of the first shear mode shape and consequently the change 
of the corresponding modal mass for 75%, Fig. 7.

As a result of the sensitivity analysis, only four material parameters: mass density, elastic 
modulus EL, and shear moduli GLT and GRT have been selected as uncertain parameters for fur-
ther uncertainty quantification analysis.

As expected, 20% increase in CLT mass density resulted in the 20% increase in modal mass
and around 9% decrease in frequency. The analogous trend was detected when mass density
was reduced by 20% (see Fig. 3 for details).
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Figure 3. Influence of mass density on natural frequencies (left) and modal masses (right)

Figure 4. Influence of elastic moduli on natural frequencies (left) and modal masses (right)

Figure 5. Influence of shear moduli on natural frequencies (left) and modal masses (right)

Figure 6. Influence of Poisson’s ratios on natural frequencies (left) and modal masses (right)
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3.2 Uncertainty quantification analysis
Properties of the four uncertain mechanical parameters of the CLT floor are given in Table 

3. Mean values are those used in the initial FE analysis (Table 1). It is assumed that the param-
eters follow normal distribution, while the coefficient of variation (COV) is assumed to be 10%, 
based on the recommendations given in [9]. Latin hypercube sampling technique (ref?) has been 
applied first to generate samples for the four uncertain parameters used to perform 10,000 MC 
simulations.   

Mechanical parameter Distribution Mean value COV (%)
Elastic modulus EL Normal 11000 10
Shear modulus GLT Normal 690 10
Shear modulus GRT Normal 69 10
Mass density Normal 450 10

Table 3. Statistical properties of the four uncertain mechanical parameters

Generation of Abaqus input files with different set of mechanical parameters has been car-
ried out using Python scripting. After completing modal analysis in the FE model, the natural 
frequencies, modal masses and unity scaled mode shapes have been automatically read from 
the output files created by Abaqus and statistically analyzed. 

Figure 7. Statistical properties of natural frequencies

Figure 8. Statistical properties of modal masses

The results presented in Figs. 7-8 show that COV of 10% for the four input mechanical 
parameters resulted in the COVs of 6.31%, 6.10%, 6.34%, 6.06% and 6.02% for the natural 
frequencies of the first five bending modes, respectively, and 6.81% for the first shear mode.
The results for natural frequencies follow lognormal distribution. Variations of input parame-
ters resulted in the COV of 10% for modal masses of the first five bending modes, following 

0
30
60
90

120
150

1 2 3 4 5 12
Mode number

Frequency - Mean [Hz]

0
1
2
3
4
5
6
7

1 2 3 4 5 12
Mode number

Frequency - COV [%]

0

150

300

450

1 2 3 4 5
Mode number

Modal mass - Mean [kg]

0
2
4
6
8

10

1 2 3 4 5
Mode number

Modal mass - COV [%]

3524



Marija Milojević, Marija Nefovska-Danilović, Stana Živanović, Miroslav Marjanović

the normal distribution and maintaining the nature of the mode shapes. However, variation of 
input parameters qualitatively changed the first shear mode shape. Consequently, variation of 
the corresponding modal mass cannot be described either by normal or lognormal distribution, 
as shown in Fig. 9b.

Figure 9. (a) First shear mode shape obtained when GLT modulus is decreased by 20%; (b) variation of the modal 
mass of the first shear mode

4 CONCLUSIONS
MC-based uncertainty quantification analysis of simply supported CLT floor has been per-

formed in the paper to ascertain the influence of mechanical properties on the dynamic proper-
ties (natural frequencies, modal masses and mode shapes) of CLT floor. The following 
conclusions have been derived:

The preliminary sensitivity analysis demonstrated that uncertain mechanical parameters
having significant influence on the dynamic properties are mass density, elastic modulus
EL, and shear moduli GLT and GRT. In addition, 20% decrease of shear modulus GLT re-
sulted in the decrease of natural frequency of the first shear mode by 10.56% and increase
of the modal mass by 75.80% due to the change of corresponding mode shape.

Uncertainty of mechanical parameters of CLT floor has a significant influence on the
natural frequencies. COV of 10% resulted in the COVs of approximately 6% for the nat-
ural frequencies of the first five bending modes, and 10% for the corresponding modal
masses. The results for natural frequencies follow lognormal distribution, while modal
masses for the first five bending modes follow the normal distribution.

COV of 10% in the input mechanical parameters resulted in the COV of 6.81% for the
natural frequency of the first shear mode and the qualitative change of the shear mode
shape. Consequently, corresponding modal mass could not be described by either Normal
or lognormal distribution.
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MODEL UNCERTAINTIES IN NLFEAS OF RC SYSTEMS UNDER 
CYCLIC LOADS 

Paolo Castaldo , Diego Gino , Guglielmo Amendola and Elena Miceli

Keywords:

Abstract. This work is focused on the resistance model uncertainties in non-linear finite ele-
ment analyses (NLFEAs) for reinforced concrete structures under cyclic loading conditions. 
In detail, different walls experimentally tested are numerically reproduced by means of ap-
propriate plane stress finite elements (FE) structural models within different assumptions and 
numerical codes. After that, the values of the global resistances computed through numerical 
simulations are compared to the experimental outcomes to evaluate the influence of the dif-
ferent assumptions on the mechanical behaviour of reinforced concrete members subjected to
cyclic loads. 
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1 INTRODUCTION

2 UNCERTAINTIES WITHIN SAFETY FORMATS FOR NLFEAS
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3 NLFE MODELLING ASSUMPTIONS AND OUTCOMES FROM NUMERICAL 
SIMULATIONS

3.1 Characterization and differentiation of the numerical models 
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Concrete 
tensile 

behavior

Numerical code A Numerical code B
Shear retention factor Shear retention factor 

0.1 variable: 0.1-0.3 0.3 0.1 variable: 0.1-0.3 0.3
Brittle M1 M4 M4 M10 M13 M16

LTS M2 M5 M8 M11 M14 M17

Plastic M3 M6 M9 M12 M15 M18

Mj j=1,…,18 

3.2 Experimental tests and numerical outcomes
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4 DISCUSSION
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UNCERTAINTIES IN WIND-INDUCED LOADS  
ON HYPERBOLIC PARABOLOID ROOFS:  

WIND-TUNNEL TESTS AND ANALYTICAL MODELS 

Fabio Rizzo and Vincenzo Sepe 

Keywords:

Abstract. The design coefficients provided by a wind-tunnel campaign on in-scale models, 
e.g. the pressure coefficients discussed in this paper, are always affected by physiological and 
unavoidable uncertainties. On the other hand, wind-induced loads at the real scale (e.g. peak 
pressure coefficients) may be provided, with a prescribed confidence level, by analytical 
models that include stochastic characteristics of the wind field (mean values, standard devia-
tion, skewness, kurtosis) obtained by wind-tunnel tests. Based on aerodynamic tests on hyper-
bolic paraboloid models in the boundary layer wind-tunnel of the CRIACIV (Italy), this paper 
discusses a typical example of experimental uncertainties, i.e. the asymmetries measured for 
geometries and wind directions nominally symmetric, and investigates their effects on peak 
pressure coefficients provided by analytical models. To this aim, experimental peak pressure 
coefficients and their analytical prediction are compared for symmetrical geometries under 
wind flow direction parallel to the symmetry axis, and it is noted that asymmetries shown by 
experimental tests may be reduced by appropriate analytical models, that can therefore con-
tribute to filter out the effects of experimental uncertainties for design purposes.

3548



1 INTRODUCTION

2 WIND-TUNNEL TESTS

2.1 The sample square and rectangular models
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3 EXPERIMENTAL AND ANALYTICAL PEAK PRESSURE COEFFICIENTS 
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BAYESIAN MODEL UPDATING FOR EXISTING SEISMI-ISOLATED 
BRIDGES USING OBSERVED ACCELERATION RESPONSE DATA 

Masaru Kitahara , Matteo Broggi , and Michael Beer

Keywords:

Abstract. In ageing existing bridges, the deterioration of the members cannot be ignored and 
the model parameters should be carefully estimated in time through observation data from the 
structures. On seismic-isolated bridges, the post-yield stiffness of rubber bearings is a particu-
larly critical parameter, since it affects the structural behavior against huge earthquakes. Ad-
ditionally, its characteristic can be captured using available seismic response data. In this study,
a seismic-isolated bridge pier is modelled as a two degree of freedom lumped mass system and 
its uncertain model parameters are estimated based on time-histories of the acceleration re-
sponse through Bayesian model updating. The Bhattacharyya distance is used as a comprehen-
sive uncertainty quantification (UQ) metric to capture multiple uncertainty sources from both 
model predictions and observation data. A sequential procedure is proposed to prevent the so-
called “dimensional curse” due to very high dimensional time-series data in model updating. 
In this procedure, the Bhattacharyya distance is calculated for each predefined time segment 
and their root mean square is adopted as the UQ metric. The results demonstrate that the pro-
posed framework can successfully update model parameters including the post-yield stiffness 
of the rubber bearing through seismic response data. Furthermore, the calibrated model can 
represent wholly the probability distribution of the target time-series observation.
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1 INTRODUCTION

2 MODEL DESCRIPTIONS
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3 THEORIES AND METHODS

3.1 Bhattacharyya distance-based UQ metric
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3.2 Bayesian model updating
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4 CASE STUDY ON THE SEISMIC-ISOLATED BRIDGE PIER MODEL

4.1 Problem descriptions
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4.2 Updating results
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NONLINEAR SYSTEM IDENTIFICATION OF CORRODED 
REINFORCED CONCRETE STRUCTURES BASED ON SEISMIC 

RESPONSE DATA

Shaghayegh Abtahi , Zhenning Liu , and Yong Li

Keywords:

Abstract. This paper proposes an innovative methodology to estimate the mechanical proper-
ties of corroded reinforced concrete (RC) structures based on recorded seismic response data.
The essential idea of this approach is to combine the recursive Bayesian inference method 
with advanced finite element (FE) modeling strategies to estimate the corrosion-affected 
model parameters. Specifically, in the advanced FE model for corroded RC structures, the 
effect of corrosion in steel reinforcements (e.g., deteriorated bond-slip) are taken into account. 
The corrosion-affected model parameters are estimated by minimizing the model-predicted 
response and the measured response for an instrumented structure during an earthquake 
through recursive Bayesian inference (i.e., unscented Kalman filter). In this study, simulated 
seismic response data with additive noise is used for two application examples to demonstrate 
the proposed methodology with a focus on the deteriorated bond-slip only. The first applica-
tion example considered consists of a statically tested column with real corrosion. An FE 
model is developed for this column with validation based on the static test and used to simu-
late seismic response data for demonstration purposes. The second application example con-
siders an uncorroded bridge column which was tested on a shake-table. The FE model 
developed for this column is validated based on the shake-table test data and used to simulate 
the seismic response data for a corroded column where artificial corrosion is assumed. The 
successful estimation of the model parameters for corroded columns shows that the proposed 
methodology can potentially be used to identify the unknown mechanical properties of real-
world corroded RC structures using recorded seismic response data.
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2 CORROSION MODEL FOR BOND-SLIP
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3.2 Uncorroded RC column
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4 STOCHASTIC INFERENCE FOR PARAMETER ESTIMATION
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5 NONLINEAR FINITE ELEMENT MODEL UPDATING
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5.2 FEMU of Meda column with different noise levels
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5.3 FEMU of UCSD column under high-intensity excitation
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DAMAGE DETECTION OF JOINING TECHNOLOGIES FOR PRINTED
CONTROLLER BOARDS IN AUTOMOBILES
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Abstract. The reliable design of power electronics for automobiles is one of the major chal-
lenges in the advancing electrification of the powertrain. The printed controller boards (PCB)
in particular are affected by the demanding operating conditions. The objective of this ongoing
investigation is to analyze the effect of different joining technologies between the PCB and the
casing on the reliability. Therefore, a structural health monitoring (SHM) concept is presented
based on a Bayesian model updating framework that monitors changes in the stiffness of the
joint connection. To cope with the computational challenges associated with the approach,
parametric model order reduction is applied. The concept is validated by a generic use case
where one of the joints has a sudden loss of stiffness.
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1 INTRODUCTION

The advancing electrification of the powertrain in automobiles introduces new components

and hence new challenges for a reliable design. One of those components is the Power Electron-

ical Unit (PEU) that transforms the direct current (DC) from the battery to an alternating current

(AC) for the electric motor. The power electronic operates in demanding environments result-

ing in a challenging task for a reliable design. Depending on the component, different stressors

come into play - e.g. high temperatures, temperature cycling, humidity, dust or vibration can

endanger safe operation [1]. Due to their complex design and uneven mass distribution, vibra-

tions are the main stressors for printed circuit boards (PCBs) [2]. The present work illustrates

the current state of an ongoing investigation analyzing the effect on the reliability of different

joining technologies connecting the PCB to the casing. The goal of the investigation is to repli-

cate stresses on the PCB in an automobile on a test rig and analyze the effect of different joining

technologies on the vibration behavior and derive the change in reliability from it. The power

electronics and especially the PCB are crucial components where failure can lead to serve ac-

cidents. Therefore, a structural health monitoring (SHM) strategy for the experiment as well as

later applications in the automobile is presented that monitors changes in the vibration behavior

due to loosening of bolt connections between the PCB and the casing. SHM strategies have been

used for a long time for monitoring structures like bridges [3, 4] or skyscrapers [5]. Due to the

advancements in sensor technology and signal processing in recent years, those strategies are

applied to other engineering structures like milling machines [6] and composite structures [7].

SHM methods can be divided into two groups: model based and feature based methodes [8].

Model-based methods correlate the observational signatures of abnormal structures with an-

alytical or quantitative models to detect the damage parameters [8]. Common methods are

autoregressive and moving average (ARMA) model [9], hidden Markov model (HMM) [10] or

artifical neural network (ANN). In contrast to that, Feature-based methods are based on a two

step process. The first step is the extraction of features (e.g. eigenfrequencies, mode shape,

damping rations) and the second one is the interpretation of these features. The interpretation

is usually performed by classical model updating algorithms [11–13]. Structural model up-

dating methods are essentially a process of adjusting uncertain parameters of a finite element

model by comparing it to measurement data. For the application of SHM classical deterministic

gradient-based model updating methods have a disadvantage to probabilistic methods because

of their tendency to converge into local minima. Probabilistic methods are based on stochas-

tic simulation algorithms such as Markov Chain Monte Carlo (MCMC) [14] and Transitional

MCMC [15,16]. Model updating algorithms involve a moderate to very large number of FE re-

analyses. For complex systems that easily involve hundreds of thousands of degree-of-freedom

(DOF), the computational effort is too high for time-critical operations. Therefore, different

approaches are used to reduce the analysis time ranging from the use of model order reduction

techniques [17], surrogate models [18], and code parallelization [19,20]. Most often component

mode synthesis (CMS) techniques [17], e.g. Craig-Bampton, are applied to carry out system

analysis in a reduced space and to decrease the computational effort that arises from the varia-

tion of uncertain parameters [21, 22]. In the usual workflow, the structures under consideration

are separated into substructures [3] and reassembled allowing the alteration linearly depended

system parameters like stiffness, density or thickness of shell elements. To decrease the com-

putational effort the reassembled system matrix can be further reduced [3, 23], avoiding the

re-assembly of the reduced system matrices from the original matrices. This leads to solving

the eigenproblem of the reduced-order model being the only time consuming analysis step.
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Within this work, the development of the real-time capable parametric model of the test

rig and a generic use case are presented. The use case includes the data acquisition from a

time-domain simulation model, signal processing, modal parameter extraction by an operational

modal analysis, data clustering and mode matching by a k-Means algorithm as well as the

implementation of Bayesian SHM approach to monitor changes in the stiffness of the joint

parameter.

2 STRUCTURAL HEALTH MONITORING USING MODAL CHARACTERISTICS

This paper presents details of the application of a Bayesian probabilistic framework that al-

lows online SHM to monitor stiffness changes in the mounting of a PCB in an automobile by

analyzing modal data (eigenfrequencies and modeshapes) from ambient vibration. The identi-

fied modal parameters are clustered by a k-Means algorithm [24] to enable a classification based

on multiple previous measurements, therefore taking uncertainties into account and allowing a

framework of inference in the presence of incomplete data [25]. The evaluation of the Bayesian

framework is carried out by the so-called Transitional Markov Chain Monte Carlo (TMCMC)

algorithm [15].

2.1 Bayesian formulation

The Bayesian model updating framework is based on the Bayes’ Theorem, which is formu-

lated in [26]. Adjusted to structural model updating, the Bayes’ Theorem [12, 27] is described

by

P (θ|D,M) =
P (D|θ,M)P (θ|M)

p(D|M)
, (1)

where M denotes the model class, D denotes the experimental data, which consists of the

measured modal properties of the structure under consideration, and θ describes the parameter

vector of the unknown, adjustable model parameters. The posterior distribution P (θ|D,M)
expresses the conditional probability of θ on the prior probability P (θ|M) and the experimental

data. The likelihood function P (D|θ,M) is a measure of agreement between the measured data

D and the model out for a given data set θ.
The formulation of the likelihood function using modal data is derived in [25]. The experi-

mental data obtain by an operational modal analyses algorithm is assumed to consist ofNs sets,

D = [ω1,j...ωNm,j,Φ1,j ...Φ1,Nm ]
Ns
j=1 composed of Nm modal frequencies ωr and Nm incom-

plete mode shape vectors Φr ∈ �N
0 , whereN0 is the number of measured DOFs. The likelihood

function can be written as

P (D|θ,M) = c exp

(
−1

2

Nm∑
r=1

Jr(θ)

)
, (2)

where Jr(θ) is given by

Jr(θ) =
Ns∑
j=1

⎡⎣(1− ω2
r,j/ω̂

2
r

ε

)2

+ (1− |Φ̂T
r Φr,j|2

(Φ̂T
r Φ̂r)2

)

/
δ2r

⎤⎦ . (3)

Here, ω̂r and Φ̂r denote the model eigenfrequenies and mode shapes respectively, while εr and

δr denote the variance of the prediction error of the r-th eigenfrequency and mode shape.
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2.2 Parametric model order reduction

One of the major drawbacks of the Bayesian model updating is the need for many iterations

of solving the eigenvalue problem. For large FE-models, the computational effort might be-

come infeasible. Therefore, a parametric model order reduction is performed. The mass and

stiffness matrices of the substructures are exported individually and reassembled afterwards.

The assembled system matrices here denoted as Ma and Ka can be represented by

Ma =
N∑
i=1

MS
i (4)

Ka =
N∑
i=1

KS
i . (5)

Calculating the transformation matrix (e.g. by modal model order reduction or Craig-Bampton

reduction) of the assembled matrices the system can be reduced by

Ma,r = TTMT = TT

(
N∑
i=1

MS
i

)
T (6)

Ka,r = TTKT = TT

(
N∑
i=1

KS
i

)
T

while maintaining the possibility of changing linearly dependent parameters of all subsystems.

The parameterized system matrices can be describe as

Ma,r(θ) = M0
a,r +

Nθ∑
i=1

MS
i,rθi (7)

Ka,r(θ) = K0
a,r +

Nθ∑
i=1

KS
i,rθi.

where M0
a,r, K

0
a,r, M

S
i,r, K

S
i,r are constant matrices independent of θi.

3 VIRTUAL PCB TEST RIG

The purpose of the virtual PCB test rig is to demonstrate the interaction between the different

parts of the SHM concept and show the capabilities of the presented parametric model order

reduction technique.

The FE simulation tool is used for developing the FE-model of the PCB. The model is con-

structed based on the design of the PCB that later will be used on the real test rig. For the PCB

FR-4 material properties [28] are assumed. The capacitors are modeled as rigid mass points

that are attached to the PCB by solder. The joint between the PCB and the casing is modeled by

a spring element assuming the stiffness of a screw joint. For the simulation, three nodes are se-

lected as sensors, highlighted in Fig. 1 by the red circles. The sensors are used for determining

the modal parameters by an output only modal analyses algorithm.

The model is exported to the commercial numerical computing environment by an interface

application. To test the capabilities of the presented model order reduction technique, the first

15 eigenfrequencies of the full and reduced model are compared for changing stiffness of one

of the spring elements. The number of retained modes are 50, 70, 150, and 200 modes. Fig. 2

shows the fractional error for the first 15 eigenfrequencies for the case that the stiffness of one
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Figure 1: ANSYS model of the PCB with five capacitors. The joint to the casing is modeled by four spring

elements. The sensor positions are highlighted by red circles.

spring element is multiplied by θ = 0.01, hence showcasing a server change in stiffness of one

of the screw joints. Even for a relatively small amount of retained modes the reduction shows

only small errors. For the further analyses, 70 modes are used.
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Figure 2: Fractional Error of the first 15 modes with different amount of retained modes for the model reduction.

The measurement data for the model updating and monitoring of the system is obtained by

a Simulink model of the PCB that is excited by band limited white noise. The time signal of

the three sensors is filtered by a 6th order Bessel filter with a cut-off frequency at 3 kHz to

model the behavior of an analog acceleration sensor. The data acquisition is completed by rate

transition block modeling the A/D converter. After each simulation (simulation time 50s), the

digitized time data is analyzed by an automated operational modal analysis algorithm using k-

Means clustering [24]. With the assumed sensor positioning the algorithm is able to consistently
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identify 13 eigenfrequencies in the range from 20 Hz to 3 kHz. After each simulation, the new

set of modal parameters is added to the data set used for model updating. To minimize the

effect of uncertainties in the identification, the last 100 identified modal parameters are stored

in the data set for model updating. A sudden loss of stiffness in one of the screws after five

simulation steps is used to showcase the capabilities of the utilized Bayesian model updating

framework. The starting values for the prior distribution are assumed to be normal distributed

with μ(θ) = 1 and σ(θ) = 0.2. The results in Fig. 3 show that the algorithm is capable of

correctly identifying the damaged screw from the change in the vibration behavior. Due to of

the data from previous measurements in the data set, a time delay in the identification is visible.
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Figure 3: Test case to validate the used Bayesian model updating framework interacting with the SHM concept,

showcasing a sudden stiffness loss in one of the screw joints after five time steps

Furthermore, the results show that the algorithm is only able to converge for the changed

stiffness. This can be explained by the small sensitivity of the modal parameters due to the high

stiffness of the joint connection.

4 Conclusion

In this paper, a SHM concept for a PCB test rig is presented and validated for a generic test

case. The SHM is built around a Bayesian model updating framework that uses a parametric

model order reduced model of the PCB test rig. The model reduction approach allows alteration

of linear dependent parameters with high accuracy even for a small number of retained modes.

The simulated test case shows that changes in stiffness of screw joints between the PCB and

the casing can be correctly identified if the changes are big enough. The presented concept

allows the efficient simulation of complex mechanical system and monitor changes in the model

parameters. Further investigation have to be done towards the uncertainty in the measurement

data and the model.
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Abstract. This paper presents a new sequential Bayesian method for the real-time estima-
tion of state, input, parameters, and noise characteristics in dynamical systems using output-
only measurements. It is an extension of the method developed by the authors for the joint in-
put-state estimation in linear time-invariant systems [1], [2]. This method is built upon the 
Taylor series expansion of the state-space model and conjugate prior distributions, where the 
noise characteristics are described using Gaussian distributions and their covariance matri-
ces are assumed to follow inverse Wishart distributions. When the Bayes rule is applied, ex-
plicit formulations for the posterior distributions are obtained, which allows efficient and 
real-time computations. The application of this method to a simple numerical example is 
demonstrated, which confirms its efficacy in handling this coupled estimation problem. It is 
observed that this method delivers accurate estimations for the state, input, model parameters, 
and noise covariance matrices when the results are compared with the actual values. Moreo-
ver, the proposed method has the potential to mitigate the low-frequency errors commonly 
produced in estimations of input forces and displacement responses when only acceleration 
responses are measured. 

1 INTRODUCTION 
Kalman Filter (KF) is a well-established tool in the context of real-time estimation, which 

provides an efficient estimation of the dynamic response for linear time-invariant (LTI) sys-
tems. However, the performance of KF can be deteriorated in the absence of knowledge about 
the external input forces and system properties. Moreover, the KF is inapplicable when the 
system has nonlinearity in terms of material properties and geometric changes. This has moti-
vated investigators to develop methods to estimate the system state, input forces, and dynam-
ical parameters in real-time and simultaneously. However, the nonlinear nature of the joint 
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parameter-state estimation problems requires approximating the state-space formulations. 
Thus, Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF) have been devel-
oped to cope with this difficulty [3], [4]. While the EKF simplifies the formulation through 
the first-order Tylor series expansion, the UKF treats the nonlinearity in parameters through a
numerical method offering exact solutions up to third order. However, this superior accuracy 
comes at the expense of additional computational cost. Furthermore, when the noise charac-
teristics are non-Gaussian, these methods often appear to be inadequate, which has brought 
about the development of particle filters [5], [6]. However, using these filters is not desirable 
in practice mainly due to the high computational cost associated with the sampling over the 
parameters space. 

The joint input-state estimation in LTI systems is another type of real-time estimation 
problem first addressed in [7]. Later, Hsieh [8] proposed the so-called two-stage recursive 
method, and Gillijns & De Moor [9] proved the optimality of this filter in the unbiased mini-
mum variance (UMV) sense. Lourens et al. [10] implemented this filter for modally-reduced 
dynamical models, enhancing its computational efficiency. Another approach is Augmented 
Kalman Filter (AKF) introduced in [11], which applies the original KF to estimate an aug-
mented vector of state and input. However, the displacement responses and input forces ob-
tained using these filters are often observed to be contaminated with spurious low-frequency 
drift components arisen from the double integration over noisy acceleration response meas-
urements. Eftekhar Azam et al. [12] developed Dual Kalman Filter (DKF) for the simultane-
ous estimation of state and input in LTI systems and have demonstrated the important role of 
the input covariance matrix in mitigating the drifts. Moreover, Naets et al. [13] prescribed us-
ing dummy displacement/strain measurements to reduce these drift in estimations. Neverthe-
less, these methods require the selection of regularization parameters, which is not always a 
trivial task. In the published literature, L-curve methods have been suggested for fine-tuning 
of the input and noise covariance matrices [12]. However, these methods hinder the capability 
of these methods to offer real-time and automated estimation, as they often require user inter-
ference and offline calibration.

In general, the performance of Kalman-type filters is reliant on the initial values of the pa-
rameters, and inappropriate choices of the noise covariance matrices can deteriorate the accu-
racy up to a great extent. Thus, several adaptive methods have been suggested for updating 
the process and measurement noise in real-time. These methods can be categorized into four 
groups, namely Bayesian, maximum likelihood, correlation, and covariance-matching meth-
ods [14], [15]. Recently, a sequential Bayesian method is developed for the real-time estima-
tion of input, state, and noise covariance matrices [1], [2]. It is observed that this method can 
considerably mitigate the low-frequency drifts from the estimations of input and displacement 
responses [1], [2]. 

The simultaneous estimation of state, input, and parameters has led to an emerging type of 
real-time methods. Naets et al. [16]  have developed a method for the coupled estimation of 
state, input, and parameters using a model reduction technique paired with the EKF. The UKF 
has been applied to this coupled estimation problem in Lei et al. [17]. The combination of 
UKF and DKF has appeared in Dertimanis et al. [18] as an efficient method to treat this joint 
estimation problem. 

This paper aims to address the coupled estimation of the state, input, system parameters, as 
well as noise parameters using sparse output-only measurements. It follows the same line as 
the sequential Bayesian method presented in [1], [2] developing a new framework for the 
coupled estimation problems. It uses the first-order Taylor series expansion to simplify the 
formulations and proposes a new efficient algorithm. Details of this method will appear in the 
future, and in this paper, the proposed method is examined using a linear single-degree-of-

3591



Daniz Teymouri, Omid Sedehi, Lambros S. Katafygiotis, Costas Papadimitriou 

freedom (SDOF) system. The paper will continue with Section 2, briefly introducing the 
method. In Section 3, a numerical example is employed to test and verify the method, and in 
the end, conclusions are drawn. 

2 PROBLEM STATEMENT 
A state-space stochastic representation of dynamical systems can be obtained in discrete-

time based on the second law of motion and the zero-order hold assumption for the input, 
which yield [1]: 

1 1 1 1( ) ( )  ,   ( , )z z z
k k k k k k k kNz A θ z B θ p v v 0 Q( , z

k( ,, (1) 

where 2 DOFN
kz 2 DOFND is the state vector at discrete time , {0,1,2,..., }kt k t  k n , containing 

displacement and velocity responses at DOFN degrees-of-freedom (DOF) sampled at t ;
IN

kp INI is a vector consisting of IN unknown external forces; 2 DOFNz
kv 2 DOFND is the process 

noise considered to be white and Gaussian; 1( )
1( ) c k t

k
A θA θ e and 

1
1 1 1 1( ) ( ) ( ) ( )k k c k c kB θ A θ I A θ B θ are the system and  input-to-state matrices for the 

discrete-time formulation and explained in terms of their continuous-time counterparts given 
as

11 11 1
1 1

( ) ,  ( )
( ) ( )c k c k

pk k

00 I
A θ B θ

M SM K θ M C θ
(2) 

where DOF DOFN NM DOF DOFN NDOF D , 1( ) DOF DOFN N
kC θ DOF DOFN NDOF D , and 1( ) DOF DOFN N

kK θ DOF DOFN NDOF D are the mass, damping, 
and stiffness matrices, respectively; N

kθ
N is a vector of unknown parameters;

DOF IN N
pS DOF IN NDOF I is a matrix specifying the spatial distribution of external forces acting on the 

system of interest. This state-space representation is nonlinear-in-parameters even if the stiff-
ness and damping matrices are explained as a linear of function of the unknown parameters 

kθ . Moreover, the parameters are regarded as time-variant whose variation between consecu-
tive time instances can be described using the so-called random walk model: 

1     ,     ,k k k k kNθ θ v v 0 QN (3) 

where N
kv NNN characterizes the variation over each interval considered to be white, zero-

mean, and Gaussian having the covariance matrix N N
kQ N NN NN N .

Let 0N
kd 0N0 be a vector of response quantities of interest observed at the discrete time kt .

It can be proved that this dynamical response can be written in terms of the system state, input, 
parameters, as well as the measurement noise leading to the following observation model [1]: 

( ) ( )  ,   ( , )k k k k k k k kNd G θ z J θ p w w 0 R( , k( ,, (4) 

where 0( ) sN N
kG θ 0 sN N0 s and 0( ) IN N

kJ θ 0 IN N0 I  are the output influence and the direct transmission 
matrices, respectively, which can be found in [1]; oN

kw oNo is the measurement noise vector 
modeled as Gaussian white processes with zero-mean and unknown covariance matrix 

0 0N N
kR 0 0N N0 0 , respectively. 

We state that the problem lies in the real-time estimation of the state, input, parameters, as 
well as the noise characteristics based on sparse output-only measurements. We address this 
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problem using the foregoing state-space representation and through a novel sequential Bayes-
ian approach. The presented approach is an extension of the method developed recently by the 
authors, particularly for the joint estimation of input and state in LTI systems [1], [2]. Of 
course, the mathematical formulation of this method is skipped in view of this paper’s length. 
However, the method used here consists of five major steps, namely constructing prior distri-
butions, jointly estimating parameters-input-state, estimating cross-covariance matrices, iden-
tifying noise characteristics, and making predictions for the next time step. In the derivation 
of this method, linear Taylor series expansions are employed to simplify both the observation 
and process models. Moreover, this method benefits from conjugate prior distributions, which 
allows producing closed-form expressions for the posterior distributions, which reduces the 
computational burden as well. This implementation includes using Gaussian distribution for 
the additive noise components as stated earlier, as well as adopting Inverse Wishart distribu-
tions for the noise covariance matrices. Further details about this method to be disclosed in 
the future, and in the remainder, we demonstrate this method by using a simple numerical ex-
ample. 

3 ILLUSTRATIVE EXAMPLE 
Figure 1 shows a single degree-of-freedom (SDOF) spring-mass-damper system selected to 

demonstrate the proposed method. For ease of comparison, the system properties are set to be 
the same as the example presented in [18], wherein 30kgM , 700N.s/mC and 

40MN/mK . The modal frequency and modal damping ratio for the SDOF system with the 
above-mentioned properties are 184 Hz and 0.01, respectively.  The discrete-time acceleration 
response of this system is sampled at 0.001t s and considered as the measured quantity. 
This artificial response is generated when the system is subjected to zero-mean Gaussian 
white input process having 200N standard deviation. The measurement noise is modeled by a 
zero-mean Gaussian process with the standard deviation of 1% root-mean-square of the noise-
free response and added on top of the acceleration response. Note that the zero-order hold as-
sumption is employed when the discrete-time response is created.  

The stiffness of the spring K and the applied force are considered to be unknown. The 
problem is to estimate and update the input, state, stiffness, and noise parameters in real-time 
using acceleration-only measurements. 

M = 30kg

K = 40MN/m

C = 700N.s/m

f(t)

x(t)

Figure 1: SDOF spring-mass-damper system considered for testing the method 

The initial value for the parameters is selected to be θ0|0=0.8K=32MN/m. The input and pa-
rameter variances are both set to 100. The initial covariance matrix of the state is considered 
to be diagonal having elements of order 103. The estimation period is considered 200s, aiming
to ensure the stability and accuracy of the method.

Figure 2 presents the estimation of stiffness. It is observed that within the first 10s, the es-
timation reaches to a satisfactory threshold varying around the actual value. The variation of 
the stiffness identified decreases as the time goes by, which is attributed to the convergence of 

3593



Daniz Teymouri, Omid Sedehi, Lambros S. Katafygiotis, Costas Papadimitriou 

the noise covariance matrices. Moreover, the estimation of the applied force is displayed in 
Figure 3. For comparison, two windows each 1s long are enlarged, indicating the accuracy of 
the method in estimating the input. To shed light on the misfit between the actual and estimat-
ed input, the errors are plotted in Figure 4 in both time and frequency domains. In Figure 4(a), 
it is evident that the large errors appearing in the beginning swiftly decrease and reach to a 
stationary process with much smaller amplitude. This error process is transformed to the fre-
quency-domain in Figure 4(b), showing that relatively large errors around the system’s natural 
frequency. We believe this issue is attributed to the variation of identified stiffness. Another 
notable observation is the mitigation of low-frequency drifts up to a great extent. 

Figure 2: Identification of the stiffness using the proposed method 

Figure 3: Estimation of input force over different intervals 
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Figure 4: Input estimation errors presented in time and frequency domains 

Figure 5 shows the time-history displacement response estimated using the proposed 
method. When these estimations are compared with the actual values, it is observed that the 
proposed method delivers accurate estimations and particularly free of significant low-
frequency errors. This conclusion is reinforced when we zoom into different segments of the 
response, e.g. intervals [10-11s] and [190-191s]. It is to be noted that similar observations are 
made for the velocity and acceleration responses, which confirms the validity of the method.
However, they are not presented here for brevity. 

Figure 6 indicates the real-time estimation of the process noise covariance matrix and the 
stiffness variance. As shown, these variances converge and reach to stationary settings as time 
passes, putting emphasis on the stability of the estimators. 

Figure 5: Estimation of the displacement response using the proposed method 

3595



Daniz Teymouri, Omid Sedehi, Lambros S. Katafygiotis, Costas Papadimitriou 

Figure 6: Real-time estimation of noise covariance matrices (a) process noise covariance matrix (b) variance 
of the stiffness 

4 CONCLUSIONS 
A new sequential Bayesian method is introduced for the coupled estimation of state, input, 

parameters, as well as noise covariance matrices using response-only measurements. This 
method is examined and tested using a simple numerical example. The convergence of the 
estimations to the actual values is demonstrated, and the stability of the estimations is verified 
using a basic numerical example. It is also observed that the proposed filter is capable of miti-
gating the adverse effect of using noisy acceleration responses, and corrects inappropriate 
choice of noise covariance made at the beginning, delivering highly accurate estimations. 
More examples to appear in the future aiming to lend further validity and verification to the 
method presented herein. 
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Abstract. Updating dynamical models based on experimental modal information has become 
an important topic in structural health monitoring. This paper revisits this significant prob-
lem and develops a new two-stage hierarchical Bayesian framework, aiming to improve the 
quantification of uncertainty. This framework employs the Bayesian FFT approach to identify 
the modal parameters along with their identification uncertainty, and then, it utilizes this 
modal information to update the stiffness matrix. It can quantify the variability of both modal 
and structural parameters over multiple data sets while characterizing their identification un-
certainty as well. This framework also proposes a new basis to assign optimal and appropri-
ate weights for modal features. It weights different modal parameters based on the sum of 
identification uncertainty and the ensemble variability such that more uncertain parameters 
will be assigned smaller weights. As a result, a coherent quantification of uncertainty is at-
tained by following Bayesian probability logic. Ultimately, experimental data from a shear 
building structure is used for demonstrating the proposed framework. 

1 INTRODUCTION 
Bayesian statistical framework [1] has become central in structural health monitoring 

(SHM) since it provides a rigorous mathematical tool to quantify uncertainties. This frame-
work has been developed further to tackle various problems visited in SHM, including the 
methods seasoned for updating dynamical models based on experimental modal information.
Two decades ago, Vanik et al. [2] have first developed a Bayesian framework for updating 
stiffness parameters by comparing and matching experimental and analytical modal properties.
Beck et al. [3] have used this framework to address damage detection in a probabilistic fash-
ion. However, the original formulations [2] require matching the analytical and experimental 
dynamical modes. Yuen et al. [4] have introduced an efficient Bayesian formulation to handle 

3599



Omid Sedehi, Costas Papadimitriou and Lambros S. Katafygiotis 

this problem without imposing any mode matching concept. This study establishes a Gaussian 
distribution to provide an explicit relationship between the structural and modal parameters 
and to avoid solving the eigenvalue problems. Christodoulou and Papadimitriou [5] have 
demonstrated that the weighting of modal features plays a crucial role in obtaining the most 
probable values of structural parameters accurately. They have also proposed a Bayesian 
method to calibrate the weights. Goller et al. [6] have introduced an evidence-based approach 
for the calibration of the weights. Au and Zhang [7] have developed a two-stage approach, 
which first identifies the modal parameters and their uncertainties using the Bayesian FFT ap-
proach [8], [9] and then updates the structural parameters accordingly. Behmanesh et al. [10] 
have proposed a hierarchical Bayesian method to account for the variability of structural pa-
rameters. The computing technique used in [10] is a Gibbs sampling method associated with 
the Metropolis-Hasting algorithm. However, this computational method appears to be ineffi-
cient as the number of parameters grows. For globally identifiable problems, an asymptotic 
approximation of the likelihood function can drastically reduce the computational cost and 
provides theoretical insights as to the separation of identification uncertainty and variability 
[11]. In the original framework, the data sets correspond to statistically independent experi-
ments. However, this assumption can be relaxed by breaking a long time-history data set into 
multiple segments and capturing the variability through the same approach [12]. An extension 
of this framework to Bayesian operational modal analysis has recently appeared in [13].
These studies show that the hierarchical Bayesian framework provides robust uncertainties. 

In this study, we develop a two-stage hierarchical Bayesian framework for model inference 
problems. In the first stage, the modal information is obtained from the Bayesian FFT method 
[8], [9], and in the second stage, this information is employed to update the stiffness parame-
ters using a method similar to [4]. This development benefits from the hierarchical Bayesian 
framework presented in [11], [13].  

2 HIERARCHICAL BAYESIAN FRAMEWORK 

2.1 Problem statement 

Let ( )M θ M be a linear dynamical model, selected from a class of models M and de-
scribed mathematically as a function of free parameters Nθ NNN . These parameters are as-
sumed herein to characterize the uncertainty associated with the stiffness matrix. The so-
called substructure approach is convenient to express the stiffness and mass matrices in terms 
of the substructures’ stiffness/mass matrices giving: 

1 1
( )  ;

N N

p p p
p p

K θ K M M (1) 

where ( ) and DOF DOFN NK θ M DOF DOFN NDOF D are the global stiffness and mass matrices, respectively; 
 and DOF DOFN N

p pK M DOF DOFN NDOF D are the stiffness and mass matrices of the pth substructure. Note that 
the structural model is assumed to have NDOF degrees-of-freedom (DOFs). This parameteriza-
tion is advantageous since it provides a linear relationship between the global stiffness matrix 
and the unknown parameters. In this study, the mass matrix is considered to be known and 
computed from architectural and structural drawings. On the contrary, the parameters of the 
stiffness matrix should be updated based on the vibration measurements.

The primary goal is to calibrate the stiffness parameters and their uncertainty using 
DN time-history data sets collected in the full data set { , 1,2,..., }s DD s ND while 

,{ ( ) , 0,1,2,..., 1}oN
s j s sD j t j Ny y ( ) , 0,1,2N

s ) , 0,1,2) ,( ) , 0,1,2) , 0,1,2,, is a particular sequence of response-only 
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measurement obtained at oN DOFs and t intervals. Updating the model directly based on 
vibration responses, as proposed in [11], is non-trivial and difficult, mainly due to the fact that 
the input loading is not known. Consequently, it is preferred to identify the modal features 
first and then use them for inferring the stiffness parameters. This paper follows a similar ap-
proach by establishing a two-stage hierarchical Bayesian framework. In the first stage, the 
modal frequencies and mode shapes are inferred using the Bayesian FFT approach. In the 
second stage, the stiffness parameters are updated by comparing the identified and analytical 
modal parameters. 

2.2 Hierarchical prior distribution 

Let 2 2 2
1[  ... ]

m

T
Nω and 1[  ... ]

m

T T T
NΦ be the experimental modal frequencies and 

mode shape vectors, respectively, where each pair 02 1{ ,  }N
i i

1,  }01 N0
i,,  1,  corresponds to the ith

dynamical mode when Nm modes are observed. Likewise, the modal parameters of the struc-
tural model ( )M θ M can be expressed as 2 2 2

1[ ... ]
m

T
N=   and 1[  ... ]

m

T T T
NΨ ψ ψ , where 

similarly the pair 2 1{ , }DOFN
i i

1, }1 N
i,,1,  is modal frequency and mode shape vector of the ith

dynamic mode. Of course, the analytical modal parameters vary with stiffness parameters.
The statistical relationship between the analytical modal parameters and the stiffness parame-
ters is described as [4]: 

2 2 2 2
, , ,

1
( , | , ) ( ) | ,

m

DOF

N

s s s s i s i s i s N
i

p NΨ θ K θ M I (2) 

where 2 is the prediction error variance reflecting how accurate the Eigen equation is satis-
fied. Note that the subscript s represents that one parameter correspond to the data set sD .
Thus, the stiffness parameters are variable over different data sets. This variability is consid-
ered using a hyper Gaussian distribution imposed over the stiffness parameters giving: 

( | , ) ( | , )s sp Nθ θθ θ θθ μ Σ θ μ Σ (3) 
where N

θμ
N and N N

θΣ
N N are the hyper mean vector and covariance matrix, respec-

tively. Likewise, the modal features 2 2{ , , , }ω Φ Ψ are specific to each experiment (data set) 
and modeled as statistically independent. The discrepancy between the experimental and ana-
lytical modal parameters describing each experiment can be written as

2 2
s

s

s s

s s s

ω

Φ

εω
εΦ Γ Ψ

(4) 

where m o m DOFN N N N
sΓ m o m DN N N Nm o m Do m is a known selection matrix, which specifies the observed DOFs, and 

[ ]
s s

T T T
ω Φε ε is the prediction error vector described through a class of maximum-entropy prob-

ability distribution given as 
2 2

. . . . . .
~ , ;     ~ ,

s si i d i i d
N NΦ Φω ωε 0 Σ ε 0 Σ     (5)

where 2
m mN N

ωΣ
m mN Nm m and o m o mN N N N

ΦΣ o m o mN N N No m o mm o are the covariance matrices of the modal frequen-
cies and mode shape vectors, respectively. These parameters are to be inferred from the data 
as well. Having considered this statistical model, the probability distribution of the experi-
mental modal parameters conditional on the analytical ones can be written as 

2 2
2 2 2( , | , , , ) | , | ,s s s s s s s s sp N NΦ Φω ωω Φ Ψ Σ Σ ω Σ Φ Γ Ψ Σ (6) 

Figure 1 shows the hierarchical structure of the proposed probabilistic model. The condi-
tional dependence of parameters is shown by the arrows, and the unknown parameters are 
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shown using the white circles. Each time-history data is shown by a gray circle. For brevity, 
the parameters having common realizations over data sets are collected into a hyper-
parameters set 2

2{ , , , , }θ θ Φω
μ Σ Σ Σ , and the data-set-specific parameters are collected 

into 1
2 2{ , , , , } DN

ss s s s sω Φ Ψ θ . Therefore, the joint prior distribution of all parameters can be 
written as 

2
2 2 2

1
( , ) ( ) ( , | , , , ) ( , | , ) ( | , )

DN

s s s s s s s s
s

p p p p pΦ θ θωω Φ Ψ Σ Σ Ψ θ θ μ Σ  (7) 

where ( , )p is the joint prior distribution and ( )p is the prior distribution of the hyper-
parameters considered to uniform. It is notable that only the experimental modal parameters 
have a direct relationship with the measured responses. This relationship is described by the 
likelihood function, which will be discussed in the next section. 

ΦΣ

2 2
, ,,i s i sψ

2
, ,,i s i s

sθ,θ θμ Σ

2ω
Σ

DN
mN

sD

Figure 1: An overview of the hierarchical probabilistic model used for two-stage Bayesian model inference 

2.3 Bayesian formulation 
Given that the vibration responses are statistically independent, the Bayes’ rule gives the 

joint posterior distribution of all parameters as

2
2 2 2 2

1
( , | ) ( | , ) ( , | , , , ) ( , | , ) ( | , )

D

s

N

s s s s s s s s s s
s

p p D p p pΦ θ θωD ω Φ ω Φ Ψ Σ Σ Ψ θ θ μ Σ  (8) 

where ( , | )p D is the joint posterior distribution of all parameters, 2( | , )s s sp D ω Φ is the 
likelihood function of the data set sD . It worth noting that, in derivation of this equation, the 
prior joint distribution is replaced from Eq. (7). The likelihood function connects the experi-
mental modal parameters to the vibration responses. The Bayesian FFT approach [8], [9] pro-
vides a rigorous method to simplify the likelihood function by the following Gaussian 
distribution [13]: 

2
2 2 2 ˆ ˆ ˆˆ( | , ) , ,

sss s s s s s sp D N N Φωω Φ ω ω Σ Φ Φ Σ (9) 

where 2
ˆ

sω
Σ and ˆ

sΦΣ are the covariance matrices showing how confident we are in the identi-

fied modal frequency and mode shapes, respectively. We refer to this data-driven uncertainty 
as identification uncertainty. The parameters 2ˆ sω and ˆ

sΦ are the most probable values (MPVs) 
of the modal parameters. The reader can refer to [13] for a detailed derivation of this approx-
imate likelihood function. When this simplification is introduced into Eq. (8), it is possible to 
marginalize the experimental modal features explicitly. After simplification, we will arrive at 
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2 2
2 2 2

1
1

2 2
, , ,

1 1

ˆ ˆ ˆ({ , , } , | ) , ,

| , ( ) | ,

D
D

ss

mD

DOF

N
N

s s s s s s s s s
s

NN

s s i s i s i s N
s i

p N N

N N

Φ Φω ω

θ θ

Ψ θ D Σ Σ Γ Ψ Φ Σ Σ

θ μ Σ K θ M I
(10) 

where 2
1({ , , } , | )DN

s s s sp Ψ θ D is the joint distribution of remaining parameters. Note that the 
procedure followed here for the marginalization is similar to the approach presented in [14].
This joint distribution can be used directly to compute the MPVs. Since the stiffness parame-
ters are globally identifiable, it is however desirable to approximate the expressions relying on 
the stiffness parameters and the analytical modal features using another Laplace approxima-
tion. This set of parameters is essentially 2

2 2
1{{ , , } , , , }DN

s s s s ΦωΨ θ Σ Σ . For this purpose, 
we first explain that Eq. (10) can be rewritten as 

2
1

1

({ , , } , | ) | , exp ( )
D

D

N
N

s s s s s
s

p N Jθ θΨ θ D θ μ Σ     (11) 

where ( )J is the negative logarithm of the expressions summarized  from the LHS of Eq. 
(10) given as 

2 2 2 2

1
2 2 2 2

1

1 22 2
. . , , ,

1 1

1 ˆ ˆ ˆˆ ˆ( ) ln ln
2

1 ˆ ˆ ˆ ( )
2

D

ss s

mD

s

N T

s s s s
s

NN T T
s s i s s s s i s s i s s i s i s

s i

J Φ Φω ω ω ω

Φ Φ

Σ Σ Σ Σ Σ Σ

Γ Ψ Φ Σ Σ Γ Ψ Φ K θ M
(12) 

where |.| denotes the matrix determinant. This particular treatment of parameters allows sepa-
rating the identification of and { , }θ θμ Σ . Later, it will be shown that this strategy is benefi-
cial for separating different type of uncertainties.

It is worth to highlight that, when calculating the MPV, the mode shape vectors should be 
optimized subjected to the unit-norm constrain. This can be accomplished through the La-
grange multiplier approach using a method like [15]. Imposing this constraint requires the 
minimization of the following objective function: 

2
, , 1 1 , , , , , , , , ,

1 1

1( { , } ) ( ) 1
2

mD
m D

NN
N N T T T

i s i s i s i s i s i s i s i s i s i s i s i s
s i

J J ψ ψ ψ T T ψ (13) 

where ,i s and ,i s are the Lagrange multipliers should be identified as well. The minimiza-
tion of this function yields the MPVs. Moreover, the exponential function in the RHS of Eq. 
(11) can be approximated by a Gaussian distribution centered at the MPVs. The covariance 
matrix of this distribution is equal to the inverse of the Hessian matrix of ( )J evaluated at
the MPVs. This approximation simplifies Eq. (11) into 

1
1

ˆ ˆ({ } , , | ) , ,
D

D

s

N
N

s s s s s
s

p N Nθ θ θ θ θθ μ Σ D θ μ Σ θ θ Σ (14) 

where ˆ
sθ   and ˆ

sθ
Σ are the MPV and identification uncertainty of the stiffness parameters ob-

tained from data set sD , respectively. In [11], it is proved that marginalization of sθ ’s pro-
vides: 

1

ˆ ˆ( , | ) ,
D

s

N

s
s

p Nθ θ θ θ θμ Σ D μ θ Σ Σ (15) 
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where ( , | )p θ θμ Σ D is the marginal posterior distribution of the hyper-parameters characteriz-

ing the stiffness parameters. In a special case when ˆ
sθ

Σ ’s are fairly constant, the MPVs of the 
hyper-parameters are obtained [12]: 

1

1 ˆˆ
DN

s
sDNθμ θ (16) 

1 1

1 1ˆ ˆˆ ˆˆ ˆ( )( )
D D

s

N N
T

s s
s sD DN Nθ θ θ θΣ θ μ θ μ Σ (17) 

where ˆ θμ and ˆ
θΣ are the MPVs. These equations also reveal that the MPV of the hyper mean 

vector is the average of realizations obtained from different data sets. Moreover, the MPV of 
the hyper covariance matrix is determined as the difference of the ensemble covariance matrix 
computed from different realizations and the mean of identification uncertainties.

3 EXPERIMENTAL EXAMPLE 
A three-story shear building small-scale structure is used for verifying the proposed 

framework shown in Figure 2(a). The acceleration time-history responses of the three floors 
were measured when subjected to ND = 40 independent white Gaussian base excitations. The 
averaged singular value spectrum is plotted in Figure 2(b). Based on this figure, three reso-
nant bands can be selected as [3.2–5.2 Hz], [12.0–14.0 Hz], and [17.5–19.5 Hz] for applying 
the Bayesian FFT approach. For each data set, the modal frequencies and mode shape vectors 
are thus obtained along with their identification uncertainty. 

Figure 2(c) shows the dynamical model considered to describe the structure. It is a simple 
shear frame whose columns have unknown stiffness. The mass matrix is considered to be 
known and concentrated on each floor. Thus, there exist three unknown stiffness parameters 
to be identified from each data set, and their hyper-parameters should be inferred from multi-
ple data sets. The modal statistical information obtained is then used for updating the modal 
and stiffness parameters. Table 1 presents the MPVs and the total uncertainty comprising both 
identification uncertainty and the variability. Table 2 presents both the identification uncer-
tainty and the ensemble variability. These results demonstrate the proposed hierarchical 
framework in terms of the separation of the different sources of uncertainty and providing un-
certainties robust to the variability induced by the modeling errors. 
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Figure 2: Small-scale structure tested on a shaking table b) Averaged singular value spectrum obtained from the 
three measured acceleration responses 
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Table 1: MPV and uncertainties computed for the 
modal frequencies and mode shape components

Analytical 
parameters

Averaged 
MPVs

Total uncer-
tainty (S.D.)

ϖ1 (rad/s) 27.43 0.0435
ψ11 0.395 0.0010
ψ21 0.602 0.0015
ψ31 0.694 0.0017

ϖ2 (rad/s) 81.96 0.0374
ψ12 0.7499 0.0055
ψ22 0.12612 0.0010
ψ32 -0.6494 0.0047

ϖ3 (rad/s) 118.28 0.0469
ψ13 -0.481 3.2e-05
ψ23 0.727 4.9e-05
ψ33 -0.489 3.3e-05

Table 2: Quantification of the uncertainty using the sampling and 
asymptotic approximation approaches

Stiffness 
parameters

Hyper mean
MPV (KN/m)

Standard deviation (KN/m)

Identification 
uncertainty*

Ensemble varia-
bility**

K1 17.827 2.14e-06 0.454
K2 24.368 1.19e-05 0.134
K3 26.287 6.68e-06 0.132

* Averaged over realizations obtained from each data set
** Computed based on the MPV of the hyper covariance matrices

4 CONCLUSIONS 
A hierarchical Bayesian modeling framework was developed to update dynamical models 

based on modal statistical information. This framework is coherent and consistent in terms of 
using Bayesian probability logic. It employs the Bayesian FFT approach for modal inference 
and updates the stiffness parameters based on the modal statistical information. This frame-
work weights modal features based on their total uncertainty composed of the identification 
uncertainty and their variability across different data sets. It delivers the promise to quantify 
the variability induced due to modeling errors through efficient asymptotic approximations. 
This achievement is important since the variability often predominantly exceeds the identifi-
cation uncertainty obtained using a Bayesian non-hierarchical probabilistic framework.  
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RISK-TARGETED MAPS FOR ALICANTE PROVINCE (SPAIN)

A. Kharazian , S. Molina , J. Galiana-Merino N. Agea-Medina

Keywords:

Abstract. The areas with higher seismic risks in Spain are located in the South and South-East 
of Spain. For instance, the recent seismic hazard analysis performed in the Alicante and Elche 
have obtained a PGA of 200 cm/sec2 approximately in the region and indicated that the highest 
contribution to the seismic hazard comes from the seismicity due to the Crevillente and the Bajo 
Segura faults. Many studies have demonstrated that the design of structures in the region 
through the use of “uniform hazard” principle, does not guarantee that the collapse risk in the 
region is uniform as well, i.e., even in those regions with similar PGAs corresponding to the 
same mean return period, the seismic risk in terms of failure probability will be significantly 
different. A new approach called “risk targeting” has already been adopted by new generations 
of seismic codes and associated research, where the parameters are specified to ensure a tool
for the design of buildings with a probability of collapse alike or at least harmonized throughout 
the area concerned. Consequently, in this study, we will focus on the evaluation of the collapse 
probability of the buildings and then developing the risk-targeted maps of the Alicante. Finally, 
the preliminary obtained results will be discussed. 
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EFFECT OF MODELLING ASSUMPTIONS ON THE SEISMIC 
PERFORMANCE ASSESSMENT OF THIN REINFORCED CONCRETE 

WALL BUILDINGS

Orlando D. Arroyo , Dirsa M. Feliciano , Julián Carrillo , and José I. Colombo

Abstract. The increasing demand for housing in emerging countries has driven the construc-
tion of a significant number of buildings using thin reinforced concrete (RC) walls with a single 
layer of reinforcement. Studies in Latin America have found buildings using walls as thin as 80 
mm and as height as 7 stories. The advantage of this structural system relies on its economy 
and its construction speed; however, different concerns emerge about the seismic performance 
of buildings using this system. These relate to the possible lack of ductility, the scarcity of in-
formation about their behavior during earthquakes, and the absence of design guidelines sup-
ported by experimental research. Contributing to these needs, researchers have conducted 
several studies, most of them focused on experimental campaigns to assess the seismic behavior 
of thin RC walls. Despite these efforts, there is still need of more information about buildings 
constructed with this structural system, particularly about their analytical modelling. This re-
search investigated the effect that different modelling assumptions have on the seismic perfor-
mance assessment of buildings with thin RC walls. A six-story building constructed in Bogotá, 
Colombia using 100 mm walls reinforced with welded-wire mesh (WWM), was modelled in 
OpenSees using the shear flexure interaction multiple line vertical element model, with different 
assumptions for damping and steel behavior. In terms of damping, two Rayleigh damping 
schemes were used, one considering the initial stiffness and other with the current stiffness. For 
steel modeling, the material properties obtained from experimental testing were used for two 
approaches, one that considered buckling and other where it was ignored. For further compar-
ison, models with deformed bars instead of WWM were created. The seismic performance of 
the different models was evaluated through incremental dynamic analyses, using the FEMA P-
695 ground motion suite. From these analyses, the interstory drift ratios, steel and concrete 
strains were recorded, which served as input for the development of seismic fragility functions. 
The results show that modelling parameters exert and influence at the different seismic perfor-
mance levels, particularly on the collapse fragility of the WWM building. At the MCE level, the 
collapse probability observed for the WWM model with bar buckling was 14.8% higher than 
the model without buckling. This percentage was 7.4% for the model with damping proportional 
to the current stiffness compared to the model that used the initial stiffness. All things consid-
ered, the findings suggest that the modelling parameters have an influence on the analytical 
response of thin RC wall buildings.

3618



1 INTRODUCTION

3619



2 DESCRIPTION OF THE CASE STUDY BUILDING

3620



3 DESCRIPTION OF THE NONLINEAR MODELS

3621



4 SEISMIC PERFORMANCE RESULTS

3622



3623



3624



Damage 
level

Damping 1 Buckling DampingC

3625



6 Conclusions

3626



7 References

3627



3628



SENSITIVITY OF SPECIAL STEEL MOMENT FRAMES TO THE 
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INCLUDING GRAVITY FRAMING SYSTEM 
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Abstract. Special Steel Moment Frames (SMFs) are one of the most common lateral-load re-
sisting systems. Hysteretic energy in these systems is dissipated by the development of plastic 
hinges at the end of the beams. In order to guarantee the desired collapse mechanism, col-
umns, beam-column, and column base connections are sized employing the capacity design-
criteria. Recent research on column base plates indicates that these connections pose high de-
formation capacity and may be used as part of the dissipative energy system. These findings 
have motivated studies to evaluate a possible strong-column weak-base connection criterion, 
implying a reduction on the base demands and, consequently, a nonlinear incursion of these 
connections. The implication is a potential reduction of connection costs at similar building 
performance. However, these studies have neglected the influence of the gravity system on the 
seismic performance of the SMFs analyzed. Consequently, a study that includes the profound 
influence of gravity system while investigates the consequences of seismic demands reduction 
of base plates has not been conducted. Against this backdrop, this research presents a para-
metric study conducted on an 8-story SMF, which evaluates the probability of collapse con-
sidering three different levels of base connection strength while including the gravity system. 
Results indicate that gravity systems tend to enforce the building to deform on the first mode 
of shape even at large floor displacements while base rotations are increased significantly. 
The design implication is that base-connections should be kept designed to carry the plastic 
capacity of the column. 
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1 INTRODUCTION 

Steel Moment Frames (SMFs) are one of the preferred lateral-load resisting systems by the 
construction industry due to their high deformation capacity as well as architectural versatility. 
Because of this, these systems have been extensively studied over the last decades. Early studies 
on the topic started to understand their modes of response under gravity loads. Formal require-
ments for lateral forces started officially after the 1906 San Francisco earthquake, although 
seismic provisions were not mandated until 1948. Before the 1994 Northridge earthquake, it 
was assumed that SMFs are ductile without special detailing. However, this assumption was 
challenged by the way how the buildings performed during this earthquake. In a post-earth-
quake evaluation, brittle failure was observed in the connections. Extensively experimental pro-
grams were conducted after that aimed to develop ductile behavior in the connections. These 
investigations ended up in notably design guidelines for new and existing SMFs (e.g., FEMA 
355 [1]). 

Typically, the SMFs consist of an assembly of beams and column elements rigidly connected 
between them. Because of this, the main components are beams, columns, beam-column con-
nections, and column base connections. As mentioned before, special attention has been given 
to beam-column connections. Although, in a less degree compared to beam-column connections, 
column base connections have been studied during the last years through experimental and nu-
merical investigations. Two types of base connections have been used in the context of US 
construction practice: i) for low-to-midrise buildings exposed base plates are preferred. These 
connections consist of a steel column welded to a base plate, which is anchor to the foundation; 
ii) on the other hand, for high-rise buildings, embedded base connections are the norm. This
detail consists of a steel column embedded in a concrete foundation. 

Recent experimental studies conducted on column base connections (i.e., exposed and em-
bedded type) indicate that these connections have high deformation capacity with desirable 
hysteretic properties [2–5]. Furthermore, other experimental programs conducted on columns 
[6,7] suggest that these members, especially when subjected to axial load, may have limited 
ductility due to local phenomena such as local and lateral-torsional buckling. This background 
suggests that the current design criteria for column base connections (i.e., design them to remain 
elastic) may be unjustified, considering that this approach is protecting the more ductile com-
ponent (i.e., base connection over column member). This criterion of strong base connection – 
weak column may be attributed to the sparse information about the dissipative properties of 
column base connections, and to the intuitive idea that connections are less ductile than com-
ponent members. Besides, the construction of strong base connections implies a significant ex-
tra cost. For instance, when an exposed base plate is specified, thicker base plates and a large 
number of anchor bolts are required to satisfy the demands (based on capacity design principles). 
If an embedded base connection is detailed (e.g., in the case of mid-rise or tall buildings), the 
embedded depth may be significant.  

Falborski et al., 2020 [8] conducted a parametric study to investigate the effect of base con-
nection strength, flexibility, and deformation capacity on the probability of collapse of four 
SMFs (i.e., 4-story, 8-story, 12-story, and 20-story). Four levels of column base connection 
strength were considered in this study. The first level (the lowest one in terms of strength) 
corresponds to a base connection designed for reduced seismic loads (i.e., R=8). Two interme-
diate levels of strength include designing the base connection for R=3 and Ωo=3. Finally, the 
strong base criteria, which implies designing the connection for the fully plastified and strained 
hardened attached column. Each of these strength levels is associated with a rotational stiffness 
calculated by methods developed by Kanvinde et al., 2012 [9] for the exposed base plates and 
Torres-Rodas et al.,  2017 [10] for the embedded details. The hysteretic characteristics of the 
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connections were considered based on the recommendations of Torres-Rodas et al., 2016 [11] 
(for exposed base plates), and Torres-Rodas et al., 2018 [12] (for embedded base connections). 
The main finding of this investigation was that similar performance (i.e., acceptable probability 
of collapse) for all the SMFs might be obtained by designing the base connections for the 
strength level corresponding to demands computed with over-strength seismic loads (i.e., Ωo 
=3) rather than for 1.1RyMp of the attached column. The key design implication was that the 
base connections must be detailed to accommodate rotations of 0.05 rad in order to use over-
strength seismic load combinations. However, it is important to mention that this study did not 
include the effect of the gravity framing system on the response of the SMFs which were ana-
lyzed.  

The influence of gravity framing system on the seismic performance of SMFs have been 
reported in the past. Gupta and Krawinkler [13] addressed the response of SMFs at different 
seismic hazard levels using four models. Two of them included the gravity system. The results 
of this study indicate that significant improvement in the response of the SMFs may be achieved 
at large inter-story drifts when the gravity system is included. These authors defined gravity 
connections with a simple rotational spring in which the peak strength was reached at 0.02 rad 
and 0.01 rad for the positive and the negative moments, respectively. Other studies [14] pre-
dicted the influence of gravity system on the seismic performance of SMFs through the defini-
tion of a confidence factor, which indicates whether the structure satisfies the collapse 
prevention criteria at the Maximum Considered Earthquake (MCE). Flores et al. 2014 [15] in-
vestigated the effect of the gravity framing system on the probability of collapse of SMFs with 
the use of FEMAp695 methodology. These authors analyzed three SMFs (2-story, 4-story, and 
8-story) in their study. The influence of two main parameters was investigated, i.e., the stiffness 
of the gravity columns and the strength of gravity-beam connections. Results indicate that grav-
ity framing system deeply influences the seismic performance by reducing the probability of 
collapse. The reviewed studies consider idealized boundary conditions, i.e., either pinned or 
fixed-bases in their analyses.  

In summary, studies conducted on SMFs to examine the influence of gravity framing sys-
tems typically have been carried out considering idealized boundary conditions (i.e., fixed or 
pinned bases), neglecting the potential benefit of base-connections as energy dissipative mech-
anisms. On the other hand, studies (e.g. [8,16]) carried out on the topic to assess the influence 
hysteretic behavior of column base connections on the seismic response of SMFs neglected the 
beneficial effect of the gravity system. This backdrop motives the present investigation to ex-
amine the interrelation between the column base connection strength, stiffness, and deformation 
capacity with the seismic performance of SMFs (by using FEMAp695 methodology) incorpo-
rating the beneficial effect of gravity columns and gravity beam-column connections, seeking 
to explore the consequences of using a strong-column weak-base connection criterion that lev-
erages the hysteretic properties of these connections.  

This paper starts by describing in this introductory section the studies conducted on the topic 
in the past. Subsequently, the methodology employed in the current investigation is described, 
detailing the 8-story SMF model used herein. Sophisticated nonlinear time history analysis was 
conducted on the 8-story SMF model to investigate the effect of column base connection 
strength, flexibility and deformation capacity accompanied by gravity framing system on its 
seismic performance expressed in terms of its probability of collapse at MCE level. Results 
from the simulations are discussed, and potential implications for design are presented.  

2 METHODOLOGY OF ANALYSIS 

The scientific basis of this research consists of a series of Nonlinear Time History (NTH) 
analysis conducted on an 8-story archetype frame complemented by Nonlinear Static Pushover 
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(NSP) analysis. The 8-story SMF analyzed herein belongs to the NEHRP project [17] and was 
designed assuming a Response Coefficient Factor R=Cd=8 and site class “D” conditions under 
the seismic design category Dmax. Fig. 1 illustrates its characteristics (plan view, elevation, and 
member size). The height of the frame is 31.8m and consists of three-bay frames located at the 
perimeter of the building plan. The bay width is 6.00m. The height of the first story is 4.50m, 
while the height of the rest of the stories is 3.90m. A dead load of 4.78 kN/m2 was applied on 
all the floors, while an unreduced live load of 2.38 kN/m2 was applied on all floors except on 
the roof, where a live load of 0.95 kN /m2 was applied. A perimeter load of 1.20 kN/m2 was 
assigned to simulated cladding. Beam-column connections were detailed as Reduced Beam 
Section (RBS) connections based on AISC 341 [18] recommendations.  

Figure 1: 8-story SMF. a) Plan view. b) Elevation view axis 1. c) Elevation view axis 3. 

The beams and columns are modeled as linear-elastic elements with the plasticity concen-
trated at their ends. For beam elements, nonlinear rotational springs are placed at the RBS lo-
cations, while in the columns, rotational springs are located at their ends. These nonlinear 
rotational springs are aimed to capture the hysteretic response of the connections. The hysteretic 
model employed is the well-known Ibarra-Medina-Krawinkler (IMK) model, which consists of 
a tri-linear backbone curve with kinematic strain hardening and monotonic deterioration, sup-
plemented with rules to capture cyclic strength and stiffness deterioration [19]. This model in-
herits an important limitation from uniaxial plasticity formulations, i.e., it cannot capture 
moment-axial load interaction. Because of it, this phenomenon is represented in an approximate 
manner. First, the gravity load is considered as an average value of the axial load to be presented 
in the NTH analysis [20,21]. Next, a reduced bending strength may be calculated with the in-
teraction equations from AISC [22]. This reduced strength is used in the rotational springs at 
the end of the columns. Panel zone is modeled as a hinged parallelogram assembly by rigid 
elements with a nonlinear spring at one of the corners to represent shear distortions in the panel 
zone. The properties of these springs (i.e., for beam-column connections and panel zone) are 
computed based on the recommendations [13,21].  

The column base connection for this SMF was detailed as an embedded base connection. Its 
hysteretic response was capture by the model proposed by [12] for embedded base connections. 
This model has a trilinear backbone curve similar to the IMK models, supplemented by rules 
aimed to capture the hysteretic response as well as modes of deterioration found in column base 
connections. The backbone curve of the models is defined by the following parameters: the 
moment at first yield, initial rotational stiffness, maximum moment (i.e., peak strength), and 
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rotation of the connection associated with its peak strength. These parameters were estimated 
from analytical models available in the literature. For instance, the maximum connection 
strength (i.e., Mpeak) was calculated by Grilli and Kanvinde 2016 [23]. Besides, these authors 
showed that the moment at first yield might be considered as 70% of Mpeak, which is the criteria 
considered herein. The rotational stiffness of these connections was calculated by the method 
proposed by Torres-Rodas et al. (2017) [10], which consists of calculating the flexibility of the 
connection by aggregating the deformations within the components (Fig. 2a).  

Figure 2: Hysteretic models for a) Base base connection. b) PR gravity connection. 

As per Falborski et al., 2020 [8], three different levels of column base connection strength 
are considered in this paper (for the parametric analysis) which consist of a connection design 
to resist: i) 1.1RyMp of the attached column which corresponds to the capacity design criteria; 
ii) Over-strength seismic loads, i.e., Ωo =3; and iii) Reduced seismic loads, i.e., R=8. It is an-
ticipated based on previous work ([24,25]) that the first level of strength (i.e., capacity design 
criteria) will not allow the development of inelastic rotations while the last one will imply large 
inelastic rotations for which the connections must be properly detailed. The flexural capacity 
of each base connection strength level is provided in Table 1. 

Strength 
Level 

Moment Strength 
Int 

(kN.m) 
Ext 

(kN.m) 
8R  309.04 292.35 
3  1167.36 2309.99 

1.1 y pR M 2612.09 3276.38 
Fixed-Base - - 

Table 1: Base Connection Strength Levels 
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The gravity framing system is included as part of the lateral-load resisting system in the 
simulations, as shown in Fig. 1c. Gravity beam and column sizes were obtained through a typ-
ical design based on ASCE 7 [26] and AISC 360 [22]. The gravity connections are considered 
as partially restrained (PR) connections [15,27]. The main characteristic of these connections 
is that their capacity is lower than the plastic capacity (i.e., Mp) of the beam, which ranges from 
15-35% of Mp [28]. The model developed by Elkady and Lignos 2015 [27] is used to capture 
the influence of PR connections in the seismic performance of SMFs. The effects of column 
base hysteretic behavior and the gravity framing system on the seismic performance of SMFs 
are considered parametrically, while four cases are presented for all the archetype frames. The 
first case corresponds to the models without any gravity framing. The second case consists of 
analyzing only the influence of gravity columns, neglecting the effect of gravity connections. 
This is performed by an approach proposed by Flores et a., 2015 [15] by concentrating all the 
gravity columns in a lumped elastic column pinned at the base and attached to the SMFs, as 
illustrated in Fig. 1. The last two cases include the effect of gravity system beams using a rota-
tional spring aimed to capture the hysteretic response of PR connections. Two main parameters 
defined this spring, i.e., the strength and initial stiffness (Fig. 2b). In this paper, two values of 
PR strength are considered. The first value represents 15% of the beam Mp, while the second 
one a 35% of Mp of the beam. Table 2 summarizes the details and define an appropriate notation 
for all models analyzed herein. 

Notation Column Base Strength Level 

8R  8R  
3  3  

Mp 1.1 y pR M

Fix Fixed-Base 

Notation Gravity System Strength Level 

Non No gravity system 
00% Only gravity columns (or partial 

connections 00%) 
15% 15%Mp 
35% 30%Mp 

Table 2: Models Analyzed in this study 

Two types of analyses are carried out in this paper. These analyses are 1) Nonlinear Time 
History (NTH) analysis, and 2) Nonlinear Static Pushover (NSP) analysis. The NTH analysis 
is conducted on the archetype frame to parametrically investigate the effects of column base 
strength, rotational stiffness, and ductility accompanied by the beneficial influence of gravity 
columns, and PR connections strength on 1) the probability of collapse of SMFs at MCE level, 
and 2) the seismic performance (i.e., inter-story drift ratios) at the Maximum Considered Earth-
quake (i.e., 2 % probability of exceedance in 50 years). The SMF analyzed herein is first sim-
ulated with idealized boundary conditions (i.e., fixed base) without considering the influence 
of the gravity framing following current design practice. Next, it is analyzed considering three 
different levels of base connection strength (i.e., R=8, Ωo=3, and 1.1RyMp), and three different 
values of PR connection strength (i.e., 0%, 15%, and 30% of Mp) in the presence of gravity 
columns.  
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The software OpenSees is used for all the simulations since it has been extensively verified 
for NTH simulations [29]. A collapse assessment relative to each of the models simulated was 
conducted following the FEMAp695 methodology. Sideways collapse is defined by FE-
MAp695 (2010) when the IDA curves become flat (or typically with a slope less than 20%), or 
when the inter-story drift ratios reach a value of 10% from which the structure is extremely 
unlikely (if not impossible) to recover [30,31]. In this manner, the median collapse capacity of 
each of the simulations may be obtained once 22 out of 44 ground motions produce sideways 
collapse. This median collapse capacity is compared with the site-hazard (i.e., probability of 
exceedance of 2% in 50 years) to compute the collapse margin ratio (CMR). This CMR is ad-
justed with the spectral shape factor (which considers the spectral shape of rare earthquakes in 
California) to obtain the adjusted collapse margin ratio (ACMR). Finally, the probability of 
collapse can be computed with the ACMR. This metric of performance is used to evaluate the 
safety of the archetype frame and to understand their sensitivity to variations in column base 
connection strength with the inclusion of the gravity framing system (varying PR connections 
strength).  

In addition to IDA simulations, this study presents the results of the NTH analysis conducted 
on the archetype frame to assess the effect of column base strength, and stiffness accompanied 
by gravity framing in the inter-story drift ratios at MCE level of shaking (i.e., probability of 
exceedance of 2% in 50 years). For this purpose, the suite of ground motions from FEMAp695 
methodology is considered too severe [32]. A suite of 40 ground motions selected by Medina 
and Krawinkler [33] is scaled up to MCE-level of shaking, assuming soil type D, which is 
representative of the Los Angeles basin.  

Apart from the NTH analysis, a Nonlinear Static Pushover (NSP) analysis is conducted on 
the models to supplement the information obtained from the NTH analysis. The NSP analysis 
generates “pushover curves,” which provides general insights on frame response (e.g., collapse 
mechanism) and structural properties. Two structural properties may be obtained from NSP 
analysis; 1) system overstrength, 2) period-based ductility. The next section discusses the re-
sults of the NTH and NSP analysis on the models conducted in this investigation and possible 
implications in design.  

3 DISCUSSION OF RESULTS 

This section summarizes the results obtained from the NTH and NSP analysis described in 
the previous section conducted on the 8-story SMF with possible implications in design. Fig. 3 
summarizes the results from NSP analysis. Fig. 3a illustrates the effect of base connection 
strength and gravity framing on the pushover curve. Each color of Fig. 3a represents the results 
of a model analyzed for different connection strength levels while each inset contains different 
curves that highlight the influence of PR gravity beam-column connections for a specific base 
connection strength. Fig. 3a indicates that an increase in base connection strength entails an 
increase in the system overstrength as well as in the period-base ductility. The same trend is 
observed when the strength of PR beam-column gravity connections is increased. In general, 
the overall frame behavior is improved with the inclusion of gravity framing while increasing 
base connection strength. 

Fig. 3b illustrates the building deformed shape under different base connections and PR 
beam-column connections strength. Similar to Fig. 3a each color represents a different base 
connection strength level. As a general trend, a decrease in base connection strength tends to 
concentrate deformations on the first floor. The more impacting case is the one corresponding 
to R=8, where a soft story is formed when gravity framing is not included. Even though base 
flexibility tends to concentrate deformations at first-floor gravity framing counteracts this effect 
by linearizing the inter-story drift ratios along with the height of the frame.  
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The yielding mechanisms are presented for two cases of analysis: 1) R=8–Non and 2) R=8–
35% and shown in Fig. 3c. In the first case, the point P1 represent the RBS connection yielding 
on the second floor. Then the point P2 represents the yielding on the base connection. P3 shows 
that RBS connections reach the deterioration on a drift of 0.75%, and P4 represents the top 
column yielding of the second floor, causing the highest deterioration on the structure’s capac-
ity. The addition of the gravity system keeps constant the P1 and P2 yielding events but in-
creases the ductility of the system. The deterioration on RBS connection is reached on point P3’ 
on a drift of 1.45%, which duplicates the drift reached without the gravity system. The next 
yielding point P4’ occurs when the partial connection of the gravity system reaches the thresh-
old of 0.8Vmax. Moreover, this model, which includes gravity framing, does not present the 
weak-story mechanism that led the R=8–Non model to the fragile behavior. 

Figure 3: Results from static analysis. a) Pushover: R=8, Ωo=3, 1.1RyMp, and Fixed-Base. b) Inter-story drift 
profile: R=8, Ωo=3, 1.1RyMp, and Fixed-Base. c) Yielding Mechanism for two models: R=8-Non, and R=8-35%. 

Fig. 4 summarizes the NTH results conducted on the 8-story SMF. Fig. 4a presents the Col-
lapse Margin Ratio (CMR) for each connection strength level while in each inner inset, the 
influence of PR connections is illustrated. In other words, each color set corresponds to a 
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connection strength level (i.e., R=8, Ωo=3, 1.1RyMp, Fixed-Base.) while each tone color repre-
sents a PR connection strength. As per Fig. 4a and 4b, there are no significant differences be-
tween the collapse probability or the CMR value between the models Ωo=3, 1.1RyMp, and 
Fixed-base. However, the case R=8 presents an unacceptable performance in terms of collapse 
probability when the gravity system is not included. As a general trend, a decrease in base 
connection strength entails an increase of probability of collapse while the inclusion of the 
gravity system always improves the system behavior even if only the gravity columns contin-
uum stiffness (i.e., Col.) is included. The former may be attributed to the fact that a decrease of 
base connection strength entails an increase of base flexibility, which drops the inflection point 
of first story columns moment diagrams. This results in an increment of stresses at the top of 
the fist story columns, which may give rise to a soft story. 

Figure 4: Collapse analysis. a) Collapse margin ratio: R=8, Ωo=3, Mp, and Fixed-Base. b) Probability of collapse: 
R=8, Ωo=3, 1.1RyMp, and Fixed-Base. c) Median base rotation: R=8, Ωo=3, and 1.1RyMp. 
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Fig.4c presents the median of the base connection rotations obtained from NTH analysis on 
the verge of structural collapse for each column base connection strength varying PR beam-
column connection strength. As expected, when the connection is designed for carrying a mo-
ment corresponding to 1.1RyMp, rotations are less than 1% implying elastic behavior. In general, 
rotations are increased when base connection strength is reduced. A closer inspection of Fig. 4c 
reveals interesting results. The addition of the gravity system presents a singular effect in the 
base connection rotations, which are significantly increased. This may be explained due to the 
fact that the gravity system tends to enforce the building to deform in the first shape mode. 
Consequently, this phenomenon avoids the formation of soft-story mechanisms decreasing the 
system probability of collapse while implying a significant increment in base rotation demands. 
These results imply that although the gravity system counteracts the detrimental effect of base 
flexibility (in the probability of collapse of the 8-story SMF), it would require connections de-
tailed to hold rotations in the order of 10%.  

At first glance, results from IDA (Fig. 4b) indicate that base connection strength could be 
reduced (even for the case R=8), and similar performance can be achieved compared with the 
strong base criteria when the gravity system is included. However, an inspection of base rota-
tions indicates that this conclusion cannot be stated unless base connections are properly de-
tailed to hold rotations in the order of 10%. 

Figure 5: NTH analysis at MCE level of shaking. a) Inter-story drift ratios: R=8, Ωo=3, 1.1RyMp, and Fixed-
Base. b) Median column base rotations: R=8, Ωo=3, and 1.1RyMp. c) The number of Sidesway Collapses in the 

SMF: R=8, Ωo=3, 1.1RyMp, and Fixed-Base. 

3638



Pablo Torres-Rodas, Francisco X. Flores, Bryam X. Astudillo and Sebastián Pozo 

The seismic performance of the SMF at MCE level of shaking was conducted in order to 
explore the effect of base connection behavior in the presence of gravity framing on the inter-
story drift ratios. As per Fig. 5a, the cases Ωo=3, 1.1RyMp, and Fixed-Base leads to similar 
results even for different values of PR connection strength except for the case R=8 that presents 
the highest drifts. Specifically, the simulations conducted on the case R=8 presents drifts supe-
rior to 10% when gravity framing was neglected and when only the stiffness of gravity columns 
was included. On the other hand, considering the hysteresis of PR gravity connections entails a 
significant reduction of drifts, which highlights the effect of these gravity-connections in the 
overall system behavior. Fig. 5b shows the median base rotations for each simulation. Base 
rotations ranging from 1% for the strongest base to 10% for the weakest one are reported. In 
contrast to collapse assessment, at the MCE level of shaking, the gravity framing tends to reduce 
these rotations. This is explained because the effect of gravity framing is maximum at large 
deformations (at the verge of collapse), while its influence is minor at smaller deformations. 
Finally, Fig. 5c presents the number of sidesway collapses in the analyzed frame versus the 
number of connection failures. It is defined that a connection will fail beyond a 5% base rotation 
threshold [2-5]. As expected, the inclusion of the gravity system reduces the number of building 
collapses significantly. However, it is important to indicate that for all the cases corresponding 
to R=8, although the gravity system reduces the number of collapses, the number of base con-
nection failures (i.e., rotations exceeding 5%) is high. From a design point of view, this will 
imply detailing column base connections for significant rotation capacity. On the other hand, 
base connections designed for Ωo=3 and 1.1RyMp show a similar number of sidesway collapses 
even though the gravity system is excluded from the analysis. However, a closer inspection of 
the cases corresponding to Ωo=3 strength level reveals a high number of connection failures 
(i.e., rotations beyond 5%), implying that connections need to be detailed to hold these signifi-
cant levels of base rotations. 

4 CONCLUSIONS 

This paper investigates parametrically the effect of base connection strength, rotational stiff-
ness, and deformation capacity incorporating the effect of gravity framing system on the seis-
mic performance of an 8-story SMF.  The scientific basis of this research consists of a series of 
NTH simulations conducted on the frame. Three levels of base connection strength are consid-
ered in this study (i.e., R=8, Ωo=3, and 1.1RyMp), while the influence of gravity framing and 
PR gravity connections strength is included in each case analyzed giving a total of 16 mathe-
matical models. In all models, sophisticated NTH analysis is conducted, which is supplemented 
by NSP. The NTH analysis is aimed to investigate the influence of base connection behavior 
accompanied by gravity framing on 1) probability of collapse of the SMF following the meth-
odology described at FEMAp695; 2) inter-story drift ratios at MCE level.  

Results from NTH analysis indicate that a reduction of base connection strength is accom-
panied by an increment on base-connection flexibility. This phenomenon tends to drop the in-
flection point of the moment diagram from the first story columns leading to a soft story 
mechanism. Specifically, when the gravity system is neglected, the model corresponding to 
base strength level R=8 presents unacceptable performance (i.e., probability of collapse in the 
order of 80%) while stronger base connections are on the verge of the 10% threshold. Inclusion 
of gravity framing in general decreases the probability of collapse to values less than 5%. Even 
the cases analyzed for the weak base connection criteria (i.e., R=8) present acceptable perfor-
mance when the effect of the gravity system is considered. This may be attributed to the fact 
that gravity columns tend to enforce the SMF to deform on the first mode of shape, reducing 
stress concentrations on the first story. 
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Interestingly, when the gravity system is included, the median rotations at the base increase 
significantly except for the case where base connections are detailed by the capacity designed 
criterion. For this latter case, base rotations are less than 1% implying purely linear elastic be-
havior. On the other hand, a reduction in base connection strength entails a significant increase 
in base rotations. The implications might be important. If base connection strength is reduced, 
it must be detailed to hold rotations close to 10%. Up to this point, there are no guidelines to 
achieve this ductile behavior. Therefore, from the author’s analysis base connections must be 
kept design based on capacity design principles or another collapse criteria should be proposed 
to consider a base connection failure limite state (i.e., base connection rotation < 5.0%). 

This study is subjected to several limitations. First, only one archetype frame is analyzed.  It 
is recommended to investigate further the effect of base connection behavior accompanied by 
gravity framing with different frames varying in height and plan view. Other limitations from 
this study that might be described are the bias due to ground motion effects, including the effects 
of vertical acceleration components, and assumptions related to the models such as concentrated 
plasticity models vs. distributed plasticity models. However, the results of this study must be 
understood as the first parametric investigation aimed to evaluate the impact of base connection 
behavior in the presence of the gravity framing system on the seismic performance of SMFs.  
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Abstract. Performance-based seismic engineering has been gaining acceptance in the last 
decade. This philosophy seeks to ensure that a structure satisfies specific behavioral require-
ments for a given event. There are different guides and methodologies to evaluate structural 
performance, but conceptually they do not keep much difference. In order to perform an eval-
uation a mathematical model is required; however. However, the idealizations to represent 
the behavior of structural elements can vary significantly, giving rise to models with different 
degrees of complexity in their implementation or computational costs. Furthermore, the wide 
range of approaches, such as lumped or distributed plasticity and their calibration, can gen-
erate different results. To this, it must be added that not always a robust model is the best op-
tion for a performance analysis since it would not be practical to implement.  

This paper compares the pertinence of different modeling approaches to conduct a perfor-
mance analysis on an 8-story building with Steel Special Moment Frames under different 
seismic intensity levels. Moreover, this article establishes the influence of various parameters 
(i.e., hysteretic detailing, Rayleigh damping, axial-moment interaction) within mathematical 
models on the overall response of the structure. For the purpose, FEMA P-695 methodology, 
as well as the ASCE 7-16 maximum-drifts requirements were used to run a sensitivity analysis 
between models aiming to warn of inappropriate practices. 

Within the findings, it can be emphasized that the secondary stiffness (in-cycle deterioration) 
of the element is the parameters that influence the most in the collapse response as opposed to 
cyclic degradation. Also, it must be noted that adding a smother yielding transition causes a 
higher seismic performance, which could be unconservative within an evaluation. Further-
more, the analyses illustrate how misusing an initial-stiffness proportional Rayleigh damping 
produces unrealistic performance values. Additional comments are made on the methodolo-
gies used to account for axial-moment interaction in lumped-plasticity models. 
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1 INTRODUCTION 

Performance-based seismic engineering has been gaining acceptance in the last decade. 
This philosophy seeks to ensure that a structure can satisfy certain behavioral requirements 
established for a given event. In the case of the design basis earthquake intensity (DBE) and 
maximum considered earthquake (MCE), the event corresponds to an earthquake with 10% 
and 2% probability of exceedance in 50 years, respectively. There are different guides and 
methodologies to evaluate the performance of the structure, but conceptually they do differ 
from each other.  

FEMA P695 [1] allows calculating the probability of collapse depending on the intensity 
of the earthquake, but this implies carrying out more complex analyses and assuming that the 
modeling of the elements is appropriate up to collapse levels. The FEMA P695 methodology 
is consistent with the objectives of collapse prevention by establishing a probability of col-
lapse less than 10% for an earthquake with a return period of 2475 years (i.e. MCE). On the 
other hand, there are simpler procedures that establish the performance acceptance criteria for 
an assigned earthquake intensity. For example, ASCE7-16 [2] establishes that, at the global 
level, the average inter-story drift should not exceed 2% for DBE and 4% for MCE intensity. 
Also, ASCE7-16 states that for MCE there should not be more than one unacceptable result 
(e.g. collapse) in a set of 11 earthquakes. 

For the evaluation of the structure’s performance, it is needed a mathematical model that 
can simulate its behavior. However, the idealizations to represent the behavior of structural 
elements can vary significantly giving rise to models with different degrees of complexity in 
their implementation or computational costs and even generate diverse results. The NIST 
modeling guides [3] differentiate three main modeling approaches: 1) concentrated plasticity, 
2) distributed plasticity and 3) continuous models with finite elements. Similarly, there are
different damping idealizations with variations in their implementation (e.g. Rayleigh damp-
ing). It is also important to consider that not always a robust model is the best option for a 
performance analysis since its use would not be practical for complex methodologies. Thus, 
selecting the appropriate mathematical model becomes relevant, as well as knowing the sensi-
tivity of the performance response to the selection of a certain modeling approach and the cal-
ibration of its parameters.  

Some investigations compare the effect of different modeling approaches at the element 
level [4] but not the structure’s performance at a global level. The purpose of this research is 
to compare the relevance of different models to accomplish performance analysis of an 8-
story building with Steel Special Moment Frames (SSMF) as the lateral system. In addition, 
this article establishes the influence of various parameters within mathematical models on the 
overall response of the structure. This research analyzes three main modeling parameters. The 
first one is related to the constitutive law used on concentrated and distributed plasticity mod-
els. The second is related to the damping assignation on distributed plasticity models. And 
finally, the coupled axial-flexural moment modeling is assessed for concentrated plasticity 
models. 

1.1 Background 

The concentrated plasticity technique is currently the most used approach for modeling 
SSMF. This approach calibrates the element’s behavior with phenomenological criteria. 
Therefore, based on experimental results [5,6] the response of a structural element (e.g. beams 
and columns) subjected to static or dynamic loads can be simulated. One of the first ap-
proaches to perform nonlinear analysis was introduced decades ago assuming an elastic per-
fectly plastic hysteretic behavior for beams and columns [7,8]. With the advances in 
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computational resources, further studies had implemented more features such as hardening, 
deterioration, and cyclic degradation. A more detailed review of articles is presented in ap-
pendix A of FEMA P-440A [9]. It should be noted that models with abrupt transitions are ori-
ented to mark each stage of the behavior of the element (cracking, yielding, etc.) and it can be 
more practical. However, there are models with a smooth transition of stiffness which is 
meant to 1) to represent the progressive yielding of the element and 2) to alleviate the numeri-
cal procedures near the yielding points. Previous research has shown that for floor accelera-
tions, these models with smoother transitions of stiffness shown slightly lower acceleration 
demands than models with abrupt transitions [10]. The Ibarra-Medina-Krawinkler model 
(IMK) [11] and their later modifications (ModIMK) [5,12] are the reference hysteretic model 
that includes strength and stiffness deterioration properties to simulate the response of SSMF.  

The limitation of the lumped plasticity approach is that very specific zones are assigned for 
the element's yielding. Furthermore, given its formulation, it does not allow to consider the 
interaction of the axial-moment (P-M) load and, therefore the calibration is performed for a 
given axial force. To take into consideration the effect of the axial load on the capacity of the 
section, the flexural capacity has to be reduced based on an imposed axial load before the dy-
namic analyses are executed. The moment capacity under an axial load follows the interaction 
equations presented in AISC 360 [13]; however, there are different strategies to calculate the 
axial load to be considered in the equations. 

On the other hand, the distributed-plasticity approach requires to define the behavior of the 
section at each integration point. This is achieved by 1) explicit modeling the section using 
fibers that have been assigned a stress-strain relationship (material constitutive) or 2) with the 
calibration of the moment-curvature response of a predetermined section. The advantage of 
fiber modeling is that it does not require an extensive process of calibration based on experi-
mentation because the response is integrated throughout the section itself. This approach also 
allows capturing the axial-moment interaction automatically during the analysis. In general, 
the main problem of the distributed plasticity approach are the concentration of deformations, 
the loss of objectivity and the difficulty to represent material softening. To deal with this 
problem, solutions have been proposed from several authors, ranging from modifying the be-
havior at the section level, applying the material-regularization technique [14,15] up to varia-
tions of the formulations [16–18]. 

There are two main formulations for distributed plasticity, 1) force-based and 2) displace-
ment-based. The main difference is that the first one determines the forces of the sections per-
forming static equilibrium. This results in a constant axial force and a linear distribution of 
moments in the absence of distributed forces [19]. The second approach interpolates the de-
formations of the sections, resulting in constant axial-deformation and the linear distribution 
of the curvature along with the element [20]. The last requires a greater discretization of the 
element than the force-based formulation to obtain the same level of accuracy [21]. The force-
controlled formulation using fibers will be used in this study to simulate distributed-plasticity.  

In addition to the simulation of elements’ behavior, damping can also influence a seismic 
response of a building. Rayleigh damping is the most common technique to simulate damping. 
It is a type of equivalent viscous damping that facilitates the resolution of the differential 
equation of motion in the linear range by making the damping matrix classic or diagonalizable 
as well as the mass and rigidity matrix. Some complications come once the structure has en-
tered the non-linear range [22]. This happens because the proportionality coefficients become 
time-variant as well as the stiffness matrix. In the case of concentrated plasticity models, Ray-
leigh damping is considered with a time-invariant stiffness matrix by excluding damping in 
the rotational springs that contained the nonlinear properties [23]. This solution prevents the 
generation of unreal damping forces that cause underestimation of displacements, overestima-
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tion of efforts and underestimation of the collapse potential of the building. However, in dis-
tributed plasticity models, damping assignment considering a stiffness matrix proportional 
only to the elastic elements is not possible because all elements are able to capture inelastic 
behavior to their constitutive law. 

2 METHODOLOGY 

The building to be analyzed was taken from the ATC 76-1 project [24] within the 2RSA 
group. This 8-story and 3-bay building was designed for a Dmax category (maximum spectral 
acceleration of 1.0, and a one-second acceleration of 0.6) [1]. The height of the first floor is 
15ft and 13ft for the rest of the floors, and the length of each span is 20ft. The lateral system 
consists of steel special moment frames (SSMF). The beams have RBS pre-qualified connec-
tions type defined by parameters a, b and c (0.625bf, 0.750db and 0.25bf respectively). The 
element sections are shown in Table 1. 

Story Elevation 
[in.] Beam Exterior Col. Interior Col. Doubler Plate Size [in] 

Exterior Col. Interior Col. 
1 166.55 W30X108 W24X131 W24X162 1/16 9/16 
2 322.55 W30X116 W24X131 W24X162 1/16 3/8 
3 478.55 W30X116 W24X131 W24X162 1/16 11/16 
4 634.55 W27X94 W24X131 W24X162 0 3/8 
5 790.55 W27X94 W24X131 W24X131 0 9/16 
6 946.55 W24X84 W24X131 W24X131 0 7/16 
7 1102.55 W24X84 W24X94 W24X94 0 9/16 
8 1258.55 W21X68 W24X94 W24X94 0 5/16 

Table 1: Sections and geometry 

Initially, FEMA P-695 methodology was used for the performance evaluation of the struc-
ture using different modeling approaches. It is a tool to determine the performance factors of 
earthquake-resistant systems. However, this methodology specifies that it can also be used to 
demonstrate the correct performance to the collapse of structures designed under the require-
ments of ASCE 7. For these analyses, it was considered that the structure collapsed once it 
reached an inter-story drift of 10%. At this drift deformation, it is assumed that the elements 
are no longer able to resist gravity loads due to P-Δ effects and the results of modeling are no 
longer reliable. 

The nonlinear models were developed with the specifications provided in the next section. 
Their behavior was validated through a series of checks [25]. Among them, the verification of 
the hysteretic behavior, modal analysis, yielding sequence, ductility and over-resistance, 
damping assignment. 

The earthquakes selected for the evaluation have been obtained from the Far-Field set cor-
responding to the methodology and scaled to the period CuTa according to the design spec-
trum. Finally, a dynamic incremental analysis (IDA) was performed for each model until a 
50% of collapses is obtained in order to calculate the Collapse Margin Ratio (CMR). This 
CMR value is adjusted by a spectral shape factor (SSF) that is a function of the period ductili-
ty and design category, resulting in the Adjusted Collapse Margin Ratio (ACMR). This SSF 
modification takes into account the effect of the frequency content of the series of earthquakes. 

To obtain the probability of collapse at other intensity levels, a logarithmic adjustment was 
made according to the methodology. The uncertainty parameter (βTOT) that represents the ad-
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justment deviation is defined in terms of four sources of uncertainty due to 1) the variability 
between records (βRTR) as a function of ductility, 2) design requirements (βDR), 3) experi-
mental data (βTD) and 4) model quality (βMDL). βDR and βTD are not dependent on the model, 
while βMDL is subjective to the qualitative criterion proposed by the designer. Once the ad-
justment is made, the probability of collapse of the structure for the MCE is calculated, con-
trasting with the design objective (probability of collapse less than 10% under this intensity). 

On the other hand, a comparison was made with simpler analyses to perform the evaluation, 
which do not imply subjecting the models to intensities of collapse. This evaluated the global 
performance of the structure under DBE and MCE with maximum inter-story drifts of 2% and 
4% respectively as the limit criteria as described in ASCE 7-16. It should be emphasized that 
under MCE intensity, according to this criterion, it is not allowed more than one collapse for a 
set of 11 earthquakes.  

3 MATHEMATICAL MODELS 

The two-dimension models were developed in OpenSees [26]. To include the effects of 
geometric nonlinearity, all the gravity system loads were concentrated in a leaning column 
that does not add rigidity to the structure. Masses and loads are shown in Table 2. The splices 
of the columns were not modeled and the contribution of slab and gravity columns were ne-
glected. The behavior of the beam-column connection was simulated using the theory devel-
oped by Krawinkler [27] which consists of simulating the shear through a rotational spring 
with trilinear behavior. In effect, the panel-zone is modeled by eight rigid elements connected 
in three corners by pinned joints and with the rotational spring calibrated to represent the 
shear at the fourth corner. Hysteretic material within OpenSees was used for this spring. 

Story Mass Load over the tributary area [ksi] Load over leaning column [ksi] 
1 2.16779 250.8 586.5 

2-7 2.15148 248.1 582.8 
8 1.90950 216.1 521.4 

Table 2: Masses and loads 

The behavior of beams and columns was represented trough the concentrated and distribut-
ed plasticity approaches with different modeling assumptions. To evaluate the importance of 
detailing the hysteretic behavior, a concentrated-plasticity model was chosen and it was sub-
jected to changes in the uniaxial material of the plastic hinges. The evaluated behaviors are 1) 
elastoplastic behavior with hardening (PM-BM) using uniaxial material Steel01, 2) hardening 
with a smooth transition (PM-SBM) using Steel02, 3) hardening, deterioration and cyclic deg-
radation of stiffness (PM-DM) and 4) hardening and deterioration post hardening, but without 
cyclic degradation (PM-HM) using uniaxial material Bilin. The calibration of the springs used 
in the concentrated plasticity models was based on the experimentation and regressions pro-
posed in [5,12]. Likewise, Steel01 and Steel 02 were used in the steel constitutive curve (Steel 
ASTM A992) for the fibers of the distributed plasticity models with the force-controlled for-
mulation giving raise to the models described later. In the case of fibers, calibration was done 
at the material level (not the element). 

Additionally, Rayleigh damping was used. It was proportional to the mass and proportional 
to the stiffness (initial or tangential, depending on the model) with a target damping of 2.5% 
and constant coefficients based on the fundamental period of the structure (T1), and 0.2T1. 
The influence of damping was analyzed in the distributed plasticity models (as nonlinear ele-
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ments can not be excluded). The models that were used presented 1) elastoplastic behavior 
with hardening and damping proportional to the initial stiffness (FM-BM-I), 2) hardening 
with smoothed transition and damping proportional to the initial stiffness (FM-SBM-I) and 
variations of damping proportional to the tangential stiffness giving 3) FM-BM-T and 4) FM-
SBM-T.  

The models used to compare the moment-axial force interactions are one model with dis-
tributed plasticity in the columns (PM-FM), which implicitly accounts for P-M interaction, 
and two models of concentrated plasticity, which do not include the interaction. Thus, for the 
concentrated-plasticity models, each uses a different technique to reduce the moment capacity 
to deal with this disadvantage. In the evaluation guide of the FEMA P695 [24], they suggest 
that the axial load for each element is calculated considering the gravity loads plus half the 
maximum load due to lateral forces. More recent studies show that the constant gravity load 
has a greater influence than the transitory loads resulting from the dynamic effects [28]; there-
fore, the behavior of the element can be predicted by the relationship between the gravity load 
and the effective yield stress Pg/Pye only [3,6]. These two techniques give rise to models PM-
BM-F and PM-BM respectively.  

In addition to the already mentioned models, a simpler model was developed that includes 
nonlinearities at the beams and the base of the columns only. In summary, for the parametric 
study, 11 models were developed as shown in Table 3. 
 

Plasticity Model Hyst. Behavior Damping P-M interaction 

Concentrated 

PM-BM-F Steel01 

Only elastic elements 
(rotational springs 

were excluded) 

FEMA 
PM-DM Bilin 

NIST 
PM-HM Bilin w/o degrad. 
PM-BM Steel01 

PM-SBM Steel02 
SM Steel01 

Distributed 

FM-BM-I Steel01 β proportional to Kini 
Implicit FM-SBM-I Steel02 

FM-BM-T Steel01 β proportional to Ktg FM-SBM-T Steel02 

Mixed PM-FM Steel01 β proportional to Ktg 
excluding springs. Implicit 

 

 
Table 3: Model summary 

4 RESULTS AND DISCUSSIONS 

First, the influence of the hysteretic behavior, damping and forces interaction is compared 
in nonlinear static and dynamic analysis to point out certain characteristics. In the case of dy-
namic analysis, the 1st story drift is shown because it presented the greatest differences. Simi-
larly, the models are compared in the calculation of the CMR, which allows quantifying the 
collapse performance of the structure. Then, models are evaluated using the FEMA P-695 ad-
justed fragility curves and collapse probability. Finally, the global performance-based on in-
ter-story drifts is compared with the intensities of DBE and MCE among all models.  

It should be noted that all models have similar initial stiffness as expected, giving funda-
mental periods close to the reference value of 2.29 seconds. 

3660



Bryam Astudillo, Sebastian Pozo and Francisco Flores 

4.1 Influence of hysteretic behavior 

In Figure 1 the behavior of a beam hinge under the compared assumptions is shown. In 
terms of energy, it could be inferred that the PM-DM model will limit the dissipation by hys-
teresis of the structural element more than the other models, which would cause a more prem-
ature collapse in the structure. Likewise, among the models that only show hardening, the 
model with smoothed transition would also cause a lower dissipation capacity compared to 
the model with abrupt transitions, however, the responses show that this softened transition 
model makes the structure to have a better performance. 

Figure 1 Hysteretic behavior of a beam under the compared assumptions 

It is observed in Figure 2 that the smoothed transition has no major influence on the static 
analysis, however, the inclusion deterioration does cause a decrease in the ductility of the 
structure due to the drop in stiffness. In this figure, it can also be noticed the influence of the 
P-Delta effect, since, without it, the model with hardening would never have shown a de-
crease of the basal shear as seen after the roof drift is approximately 2%. The degradation 
characteristics are not observable in the analysis performed since a monotonic load analysis 
was carried out. 

Figure 2 Non-linear static analysis for models with different hysteretic behavior 

On the other hand, in the dynamic analysis (Figure 3a) the smoothing effect causes smaller 
residual drifts than the PM-BM model due to the Bauschinger effect on the reload-rigidity. 
Also, it is observed that the parameter that has the greatest effect is deterioration causing the 
structure to have the maximum drifts. Regarding the inclusion of the cyclic degradation of the 
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element, it increases, even more, the drifts that the structure reaches. However, this last pa-
rameter has less impact than deterioration. 

The CMR values (Figure 3b) are congruent with the analysis of the dynamic response pre-
sented above. With these values, it can be established that the use of a smoother hysteretic 
curve improves the seismic performance which could be non-conservative from the design 
point of view. Similarly, the inclusion of cyclic degradation does not have a great effect on 
the building performance because CMRs among the models that include the backbone curve 
is very close. Again, it can be observed that the parameter that significantly decreases the per-
formance of the structure is the in-cycle deterioration of the elements. 

 a)  b) 

Figure 3 a) Non-linear dynamic analysis and b) CMR for models with different hysteretic behavior 

4.2 Influence of material constitutive and damping in distributed-plasticity models 

Figure 4a shows the material constitutive law assigned to each fiber of the distributed-
plasticity elements. This represents the steel properties, with the difference in the stress-strain 
yielding transition. 

 a)  b) 

Figure 4 a) Stress-Strain relationship of steel and b) Non-linear static analysis in distributed models 

As in the models of concentrated plasticity, the effect of the stiffness transition (transition 
of the stress-strain curve in this case) does not influence the response of the building in the 
nonlinear static analysis presented in Figure 4b. 
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In the nonlinear dynamic analysis presented in Figure 5a, it is observed that models with 
softened transition produce lower drifts, just as in the concentrated-plasticity case. Now for 
the same hysteretic behavior, comparing the damping assignment, it is observed that the 
damping proportional to the initial stiffness causes smaller drifts. This is because the struc-
tures is over-damped because the stiffness of the structure decreases when yielding occurs. 
From this analysis, it can be said that the least conservative approach of the cases presented is 
to use a model with hardening and smoothed transition and apply Rayleigh damping propor-
tional to the initial rigidity. It should also be pointed out that applying Rayleigh damping pro-
portional to tangential stiffness causes the analyses to have greater convergence problems. At 
this point, for more complex prototypes, the implementation of this feature in the model 
should be evaluated whether it is worth or not to increase the computational cost of the analy-
sis depending on the errors this will cause. 

 a)   b) 

Figure 5 a) Non-linear dynamic analysis and b) CMR for models with different damping assumptions 

The collapse analysis presented in Figure 5b confirms that the most conservative case (out 
of the four cases) is the FM-BM-T model, however, the CMR value is still far from the refer-
ence value (PM-DM). This higher CMR value is interpreted as a better performance of the 
building, however, this is because none of these models of distributed plasticity considers the 
deterioration of the elements due to the incompatibility in their force-based formulation using 
fibers as covered in [29]. 

4.3 Influence of P-M interaction 

For this comparison, all models were chosen to have an elastoplastic hysteretic behavior 
with hardening as shown in Figure 6. In this figure, it is also shown the reductions that have 
been made to one of the columns.  
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Figure 6 Hysteretic behavior of a base column under different P-M interaction considerations 

The methodologies adopted for concentrated plasticity do not consider the asymmetric be-
havior of the element (i.e. compression or tension) neither the variation of axial forces along 
the time. It is also observed that PM-FM response shows a lower flexural capacity when the 
column is under compression loads. 

For the non-linear static analysis (Figure 7), it is observed that the FEMA-type reduction 
method (based on gravity and lateral loads) underestimates the structure's ductility due to its 
more conservative reductions. In contrast, the NIST-type reduction (based only on gravity 
loads) slightly overestimates the over-strength and ductility to the model that does consider 
the interaction automatically. 

Figure 7 Non-linear static analysis under different P-M interaction considerations 

This same trend can be observed in the dynamic analysis presented in Figure 8a where the 
FEMA type reduction causes greater drifts than the mixed plasticity model while the NIST 
type reduction can give non-conservative values. The CMR values are presented in Figure 8b, 
where it is seen that the response of the structure, even at collapse intensities, falls between 
the two methodologies when the axial-moment interaction is included by the fiber model. 
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  a)  b) 

Figure 8 a) Non-linear dynamic analysis and b) CMR values under different P-M interaction considerations 

4.4 Collapse performance evaluation according to FEMA P-695 

Results of the fundamental period and ductility of each model are presented in Table 4. It 
can be seen that the periods are similar to the value of the reference model (2.29sec). Con-
cerning to ductility, the model with deterioration is the one that represents lower ductility and 
agrees with the original reference model. Also, the corresponding SSF and βTOT values ac-
cording to FEMA methodology P695 are shown. Uncertainty, βTOT, remains similar for all 
models due to their high ductility. 

Model Period Ductility SSF βTOT 
PM-BM-F 2.284 3.74 1.38 0.5 
PM-DM 2.283 2.99 1.32 0.4992 
PM-HM 2.283 2.99 1.32 0.4992 
PM-BM 2.283 5.30 1.47 0.5 

PM-SBM 2.280 5.29 1.47 0.5 
SM 2.281 - 1.61 0.5 

FM-BM-I 2. 282 4.39 1.42 0.5 
FM-SBM-I 2. 282 4.39 1.42 0.5 
FM-BM-T 2. 282 4.39 1.42 0.5 

FM-SBM-T 2.282 4.39 1.42 0.5 
PM-FM-B 2.284 4.75 1.44 0.5 

Table 4: Fundamental period, ductility, SSF, and βTOT summary 

One of the differences in performing the analysis of collapses following the FEMA P695 
methodology is the use of the SSF factor. This factor modifies the CMR leading to a better 
performance of the structure. In Figure 9a the fragility curve for the most complex model 
(PM-DM) and the effect of the SSF is observed. The solid line represents the fragility curve 
considering the modification of the CMR while the dashed line represents the adjustment with 
the original CMR. 
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                                            a)                                                                                       b) 

 
Figure 9 a) Fragility curve for PM-DM  and b) Summary of collapse probabilities for all models 

It is observed that when displacing the acceleration necessary to produce 50% of collapses, 
the probability of collapse for the acceleration corresponding to the MCE decreases. The 
black line represents the reference curve with the values presented in FEMA P695 for col-
lapse evaluation; in other words, for an uncertainty value of 0.5, the fragility curve that gener-
ates a probability of collapse of 10% at the MCE. Given this reference, it is observed that the 
adjustment parameter of the CMR can cause a model to go from not fulfilling the collapse ob-
jective to satisfactorily fulfill. For example, the PM-DM goes from a probability of collapse 
of 20.12% to 8.15%.  

Figure 9b shows a summary of the collapse probabilities obtained for each model. It is ob-
served that models with high values of probability of collapse are those that consider the in-
cycle deterioration (backbone curve) of the elements (i.e. PM-DM and PM-HM). Also, it is 
seen that for this structure, excluding the strength and stiffness cyclic degradation will cause 
an error of less than 5% to evaluate the probability of collapse. Additionally, comparing the 
models with different stiffness transition, it is seen that the smooth transition cause to reduce 
the probability of collapse around 20%, for concentrated plasticity as for distributed plasticity 
approaches.  

Analyzing damping assignation in the models with distributed plasticity, it is seen that us-
ing the initial stiffness may cause a reduction of up to 50% in the collapse probability in com-
parison with tangent stiffness. Thus, more caution should be taken to the assumptions 
regarding damping.  

About the techniques to account for P-M interaction in lumped plasticity models, by using 
the momentum capacity reduction in columns based on gravity loads, the model overestimates 
the building performance in relation to the mixed plasticity model. In contrast, it can be seen 
that reducing the capacity in accordance with axial forces including gravity and lateral forces, 
almost duplicates the probability of collapse, which could be very conservative. Congruently, 
the probability of collapse of the distributed plasticity model, FM-BM-T, relies on between 
the lumped plasticity models that had the same assumptions. 

Also, the probability of collapse was calculated for the simplified model. It produced neg-
ligible values of collapse probability, so its use in this methodology is not recommended in 
contrast to what research has shown in the evaluation of floor acceleration [10]. 

4.5 Performance evaluation according to ASCE 7-16. 
In ASCE 7-16, the SSF factor is not considered which causes more conservative results. 

This is consistent with the lower complexity of the process. For MCE-level analyses, the ref-

3666



Bryam Astudillo, Sebastian Pozo and Francisco Flores 

erence inter-story drift may not exceed 4% drifts. Additionally, no more than one out of 11 
earthquakes might give an unacceptable result (i.e. collapse). For the prototype used, all the 
models generate at least one collapse to the MCE, so 1.2 times the median drift was used as a 
reference value for the evaluation.  

It can be observed in Figure 10a that, for the MCE intensity, the median values of the max-
imum inter-story drifts are similar between the models; however, they present a different dis-
tribution of drifts in the upper quartiles. For example, concentrated plasticity models with 
deterioration and distributed plasticity models with tangential damping do not satisfy the max-
imum number collapses that are allowed despite satisfying the limiting condition of inter-
story drifts of 4%. This shows that conducting performance analysis without including these 
modeling characteristics can lead to erroneous decisions, overestimating the performance of 
the structure. In the case of the model with FEMA reduction, it also exceeds the maximum 
limit of allowed collapses, however, this is only due to the excessive reduction of the mo-
ment-capacity of the columns. Regarding the simplified model, this has a decent prediction of 
the median drift, which could serve as a rapid approach for the iterative design of the building 
to meet performance limits. 

Similarly, Figure 10b shows the distribution of the maximum inter-story drifts under the 
DBE level. In this case, the models, besides having similar medians, inter-story drifts present 
a similar distribution. The analyzed parameters do not present major influence to this intensity, 
even the simplest model can simulate the behavior as the other models do. One of the charac-
teristics that should be noted in the models is that they all show a collapse, except for those 
that use softened hysteretic behavior with damping proportional to the initial stiffness. Fur-
thermore, all models agree that the building does not meet the performance objectives at the 
design level by exceeding the 2% target-drift in more than half of the analyses. 

 a)   b) 

Figure 10 Maximum inter-story drifts distribution under a) MCE level and b) DBE 
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5 CONCLUSIONS 

In the models with concentrated and distributed plasticity, it was observed that using
non-smoothed curves for the collapse analysis can be reflected in a lower seismic per-
formance of the structure, which would be conservative.

The inclusion of the cyclic degradation of the structural elements does not cause greater
variations in the performance of the structure, so not considering them in the analyzes
would avoid the complexity of the calibration without losing greater objectivity in the
study. In fact, the main characteristic of the hysteretic curves for collapse prediction is
the inclusion of in-cycle deterioration. Not including this behavior could overestimate the
performance of the structure, which would not be a good practice.

Assigning proportional damping to the initial stiffness generates a false better perfor-
mance of the structure under collapse; however, this is due to the overdamping that is
generated when the structure enters the non-linear range. Therefore, caution should be
used in the assignation of damping, especially in distributed plasticity where nonlinear
elements can not be excluded.

The probability of collapse in lumped-plasticity models showed to be sensitive to the
method used to reduce the flexural capacity. Reduction based on gravity loads underes-
timates the collapse probability in comparison with models that accounted for the P-M
interaction. In contrast, the reduction based on gravity and lateral loads overestimate the
collapse probability. Thus, future research should be made to recommend using a
weighted average between the two techniques or some other method to include the axial-
moment interaction in the concentrated plasticity models to evaluate the performance of
the structure.

The spectral form factor has a great influence on the probability of a structure collapse.
Using this value to adjust the CMR can cause a model to go from not meeting perfor-
mance objectives to fully satisfying them.

For the performance evaluation under MCE, it is recommended to use the models that in-
clude deterioration, since, although models without this characteristic can give similar re-
sults in terms of the median drift, the number of collapses produced can be
underestimated.

Despite the influences of the parameters in the CMR values, it must be pointed out that,
to evaluate the behavior of the structure under design performance levels, these have no
greater impact. For design intensities, even a simplified model can approximate the per-
formance evaluation response at maximum inter-story drifts. It should also be evaluated
in terms of residual drifts.

The results and conclusions correspond specifically to the presented 8-story building;
however, it is necessary to carry out the same study on more prototypes to generalize the
influence of modeling in the performance evaluation of structures.
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SEISMIC RESILIENCE ASSESSMENT FOR THE G7 HIGHWAY 
BRIDGE IN GREECE

Akrivi Chatzidaki , Konstantinos Bakalis , and Dimitrios Vamvatsikos

Keywords:

Abstract. The seismic risk is assessed for two twin bridges, one per direction, forming the G7 
branch of the Egnatia Odos highway in Greece. These are structurally independent horizon-
tally-curved cantilevered-deck three-span reinforced concrete structures with a monolithic 
pier-to-deck connection that have been designed circa 2004 according to Greek and Europe-
an standards. The aim is to develop a tool for pre-event risk assessment and rapid post-event 
inspection of critical road infrastructure by combining hazard, vulnerability and sensor in-
formation (where available) to predict the resulting consequences. To enhance the assessment 
resolution, a component-based approach is followed, allowing us to evaluate damage scenar-
ios for individual critical components (i.e., piers and bearings) and propagate them to the 
system-level performance. Consequences are quantified in terms of repair losses, downtime, 
and traffic capacity losses, the latter identified as the number of closed lanes and the allowa-
ble speed limit for the open ones. This allows tracing back the consequences after an event to 
individual bridge components to help road operators establish bridge inspection prioritiza-
tion protocols and manage associated incidents, facilitating the rapid assessment of the state 
of the bridge and optimal recovery to full functionality.
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LIMITATIONS OF EUROCODE 8 DUAL DUCTILITY CLASS 
APPROACH IN SEISMIC DESIGN OF RC HIGH-RISE BUILDINGS 

Jelena R. Pejovic , Nina N. Serdar , and Radenko R. Pejovic

Keywords:

Abstract. The paper contains a discussion of limitations of dual ductility class approach in 
seismic design of reinforced concrete (RC) high-rise buildings designed according to Euro-
code 8. An extensive study is performed in order to examine the applicability of Eurocode 8 
provisions related to ductility classes for seismic design of RC walls in high-rise buildings. As 
representative buildings, 20-storey, 30-storey and 40-storey RC high-rise buildings with core 
wall structural system are selected. For the purposes of the conducted study, nonlinear time-
history analyses are performed for 60 ground motion records with a wide range of magni-
tudes, distances to source and various soil types. Design seismic shear forces obtained by Eu-
rocode 8 for medium and high ductility classes are analyzed and compared with the real 
shear forces obtained by nonlinear time-history analyses. The current Eurocode 8 provisions 
for calculating seismic design shear forces in RC walls yields significantly incorrect results 
when it is applied to RC walls of high-rise buildings. The results derived in this study indicate 
that RC high-rise buildings should be designed according Eurocode 8 provisions specified for 
medium ductility class, taking into consideration the weakness of the existing procedure for 
calculating design shear force. The need of introducing a single ductility class for RC high-
rise buildings  is pointed out.
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SEISMIC PERFORMANCE AND RESILIENCE QUANTIFICATION OF
A ROCKING BRIDGE FRAME
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Abstract. Conventionally designed bridges, i.e. when the column is monolithically con-
nected with the ground (fixed-base), sustain considerable damage at the column ends after
severe earthquakes. Seismic damage often determines whether or not the bridge remains func-
tional after an earthquake event. Rocking isolation, on the other hand, allows structural compo-
nents to uplift and pivot; thus, in principle, it relieves the structure from excessive deformations
and damage. However, rocking isolation is still rarely applied in engineering practice, mainly
due to the lack of thorough understanding of its dynamic (seismic) performance and its post-
earthquake financial benefits. This paper redirects our attention to the main benefits of rocking
design, and conducts a thorough seismic loss assessment adopting two different rocking bridge
configurations in terms of their post-earthquake economic losses and resilience. In particular,
this work extends the well-established performance-based earthquake engineering framework
to evaluate the seismic losses of the examined rocking structures accumulated following severe
seismic events and quantify their post-earthquake resilience. The analysis reveals the consid-
erably mitigated seismic losses and the remarkable post-earthquake resilience that a rocking
bridge offers when carefully designed. In particular, even a slight modification of the slender-
ness of the structure leads to a substantial enhancement of its seismic performance; reinforcing
its potential as an alternative seismic design paradigm for bridges. The above findings illus-
trate the considerable financial benefits of such innovative seismic-resistant structural systems,
which can serve as an efficient seismic design paradigm for future bridge engineering applica-
tions.
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1 INTRODUCTION

Conventional bridge seismic design provides the necessary strength and ductility to the struc-

ture to withstand seismic forces and avoid collapse. Such a design concept, though, accepts the

“prize” of sustainable seismic damage after severe earthquakes. Seismic damage is an impor-

tant measure that often determines whether or not a bridge remains operational following a

seismic event. Rocking design, on the other hand, relieves the structure from seismic damage

by allowing structural components to uplift and pivot during an earthquake. After the Chilean

earthquake in 1960, the seminal work of Housner [1] revealed the benefits of rocking design and

triggered a thorough investigation on the seismic performance [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]

of various rocking structural systems [13, 14, 15, 16, 17, 18].

The mechanical configuration of the single-column frame of Fig. 1, where the column is

monolithically connected with the footing (or base) while the column-base system can detach

from the ground when subjected to a ground motion, is particularly attractive for bridge design.

Various studies have experimentally and/or numerically investigated its seismic performance

highlighting: (i) the mitigated seismic forces that are transmitted to the column of the struc-

ture; and (ii) the negligible seismic damage and small residual displacements that the rocking

structure sustains [19, 20, 21, 22, 23, 24]. On the other hand, the analytical studies that fo-

cus on the potential post-earthquake financial benefits of rocking structures still remain scarce.

Modelling the structural system of Fig. 1 as a two degree-of-freedom oscillator, Giouvanidis

and Dong [25] compared the seismic performance of a (single-column) rocking versus a con-

ventionally designed (fixed-base) bridge. That study revealed the remarkable post-earthquake

financial benefits that a rocking bridge offers when carefully designed.

This research is motivated by the lack of analytical studies that thoroughly quantify the post-

earthquake financial benefits of a rocking bridge. In particular, it extends the well-established

performance-based earthquake engineering framework to investigate the seismic performance

of two rocking bridge configurations and to unveil the influence of design parameters (i.e. slen-

derness) on their functionality and resilience in the aftermath of severe seismic hazard scenarios.

In this context, this research study: (i) redirects our attention to the main benefits of rocking de-

sign (e.g. seismic loss, post-earthquake resilience); and (ii) paves the way for a more holistic

seismic assessment framework of single-column rocking bridges.

2 ANALYTICAL MODELLING OF A ROCKING BRIDGE FRAME

Fig. 1 illustrates the examined single-column rocking bridge frame. Assuming rigid ground

conditions and no sliding at the rocking interface allow the structure to uplift and pivot during an

earthquake exhibiting planar rocking motion. When the rocking structure of Fig. 1 remains in

full contact with the ground, it behaves as a single degree-of-freedom system. Thus, its motion

is captured by the deformation of the column u. After rocking commences, the motion of the

rocking structure is captured by both the deformation of the column u and the rocking rotation

φ of the base [26, 27].

Consider the rocking oscillator of Fig. 1 with a concentrated mass m at height h. The

column has a total mass of mc and elastic stiffness of EI uniformly distributed along its

length. The rigid base has mass mb and width 2b. For simplicity, assume the lumped mass

m creates no moment of inertia, while the rigid base creates moment of inertia with respect to

its center of mass equal to Imb
= (1/3)mbb

2. The equations of motion of the rocking oscillator
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11

u

m

h

2b

mb

mcRm

Figure 1: Typical single-column rocking bridge frame (left) modelled as a two degree-of-freedom oscillator (right)

can be derived using the general form of the Lagrange’s equation:

d

dt

(
∂L

∂u̇

)
− ∂L

∂u
= Q,

d

dt

(
∂L

∂φ̇

)
− ∂L

∂φ
= 0 (1)

where L = T − V , with T the kinetic energy, V the potential energy and Q the generalized

force, whose mathematical derivations are for brevity omitted herein (see [25] for more details).

While the oscillator of Fig. 1 exhibits planar rocking, the equations that describe its motion

become [25]: (
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)
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(
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(
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(
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+
(
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(
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8
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]
(3)

whereas when it remains in full contact with the ground, the pertinent equation of motion be-

comes: (
m+

33

140
mc

)
ü = −Cu̇− 3EI

h3
u− üg

(
m+

3

8
mc

)
(4)

where C is the damping coefficient responsible for the energy loss while the structure vibrates,

sgn (φ) is the signum function of the rocking rotation φ and üg (t), g denote the ground and

the gravitational acceleration, respectively.

Rocking initiates when the overturning moment due to the external forces exceeds the restor-

ing moment of the structural system. Hence, uplift occurs when [25]:

±h m+ 11
40
mc

m+ 33
140
mc

[
Cu̇+ 3EI

h3 u

+üg
(
m+ 3

8
mc

) ]
∓ üg

(
m+

1

2
mc

)
h− g

[
(m+mb +mc) b

∓
(
m+ 3

8
mc

)
u

]
> 0 (5)
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where the upper sign denotes clockwise rotations and the lower sign counter-clockwise rota-

tions.

During rocking, the smooth motion of the structure is interrupted by nonsmooth events (i.e.

impacts) when φ = 0 and kinetic energy is lost. Following [28, 29], this study assumes totally

inelastic impacts, where the rocking oscillator remains in full contact with the ground after

each impact and uplifts when the condition of Eq. (5) is met. Under these assumptions, the sole

post-impact unknown is the flexural velocity u̇+. Conservation of angular momentum gives

[25]:

u̇+ = u̇− +
Imb

−mbb
2 +mc

(
−b2 + 1

3
h2 + 33

140
u2
)
+m (−b2 + h2 + u2)(

m+ 11
40
mc

)
h

φ̇− (6)

where u̇− and φ̇− denote the pre-impact flexural and angular velocity, respectively.

3 RESILIENCE-BASED EARTHQUAKE ENGINEERING ASSESSMENT OF THE
EXAMINED ROCKING BRIDGE FRAMES

To evaluate the seismic performance of a structural system, the Pacific Earthquake Engineer-

ing Research (PEER) Center proposed the performance-based earthquake engineering (PBEE)

framework [30, 31]. The PBEE analysis allows for a quantitative assessement of the seismic

performance of a structural system in terms of engineering parameters, such as the expected

seismic loss accumulated in the aftermath of an earthquake. The PBEE framework encom-

passes four steps: hazard analysis, structural analysis, damage analysis and loss analysis. The

Figure 2: Resilience-based earthquake engineering framework
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Figure 3: Hazard curve (in logarithmic scale) for the area of focus after conducting the probabilistic seismic hazard

analysis

PBEE framework, though, does not incorporate the post-earthquake functionality and resilience

of the structure, which are also important indicators of its seismic performance. On the other

hand, the resilience-based earthquake engineering (RBEE) framework of Fig. 2 focuses on mit-

igating the earthquake-induced risks to enable rapid recovery of the structure in the aftermath

of severe earthquakes [32]. Therefore, the RBEE appears to be a more holistic approach and it

is considered as an extension of the PBEE in the design process (Fig. 2).

3.1 Hazard Analysis

To perform the probabilistic seismic hazard analysis (PSHA), this section assumes that the

examined rocking bridge frames are located in California laying on a strike-slip fault. The

minimum and maximum moment magnitudes Mw are taken as 5.5 and 8, respectively, while

the shear wave velocity is Vs,30 = 480 m/s. The Joyner-Boore distance is RJB = 5 km. The

intensity measure (IM) considered herein is the peak ground velocity (PGV ) as it was shown

to be the most critical for overturning various rocking configurations [33, 34]. To connect the

earthquake events that are likely to appear in the examined area (i.e. California) with their

annual frequency of exceedance, the Gutenberg-Richter recurrence law is adopted [35, 36]:

log10λM = 3.94− 0.89 ·M (7)

where λM is the frequency of the earthquakes with magnitudes greater than M . Fig. 3 plots

the hazard curve (in logarithmic scale) that provides the mean annual frequency of exceedance

λM of every earthquake that is likely to occur in the area of focus.

3.2 Structural Analysis

This section investigates the seismic response of two single-column rocking bridge frames

(Fig. 1). Each frame is part of a two-span (box-girder) bridge of total length L = 60 m and

width W = 10 m. Assume the lumped mass m is located at height h = 8 m, while the total

mass of the column and of the base is mc = 0.25m and mb = 0.15m, respectively. The two

rocking bridge frames have different slenderness α and subsequently different base-width 2b,
while they have the same height h. Consider one rocking frame with base-width 2b = 3 m and

slenderness α = 0.18 rad = π/17 (i.e. α < π/15 [37]), and another with base-width 2b =

4.6 m and slenderness α = 0.28 rad = π/11 (i.e. π/15 < α < π/10 [37]). Both structural
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Figure 4: Seismic response analysis of a rocking bridge frame with slenderness (a) α = 0.18 rad and (b) α = 0.28

rad (Fig. 1)

configurations have identical natural frequency ωn = 8p, where p =
√
g/Rm � 1.1 rad/sec

is the frequency parameter of both rocking oscillators, and Rm is the diagonal distance of

the lumped mass from the pivot points (Fig. 1). In addition, the analysis assumes a constant

damping ratio ζ = 5% when the examined rocking bridge frames exhibit rocking motion and

a reduced damping ratio when they remain in full contact with the ground (see e.g. [27] for

further details).

To perform the structural analysis, appropriate engineering demand parameters (EDPs) which

describe the motion of the two examined structural systems need first to be defined. This work

adopts as EDPs: (i) the absolute maximum flexural deformation |umax| normalized with re-

spect to the height h; and (ii) the absolute peak rocking rotation |φmax| normalized with respect

to the slenderness α (Fig. 1).

EDP1 =
|umax|
h

, EDP2 =
|φmax|
α

(8)

For consistency, each rocking bridge frame is subjected to a series of strong ground motions

adopted from the Pacific Earthquake Engineering Research (PEER) Center [38]. The adopted

ground motions consist of two horizontal components and one vertical. Both horizontal com-

ponents are used separately, while the vertical component is ignored. To induce higher levels

of demand, a scale factor of 1, 1.25 and 1.5 is, respectively, assigned to the accelerograms of

the adopted database. Therefore, 960 response-history analyses are conducted for each of the

examined structural systems.

Fig. 4 illustrates the structural response of both rocking bridge frames with respect to the

adopted IM. Fig. 4 reveals that increasing the slenderness of the structure considerably mitigates

the rocking response |φmax| /α. However, note that, increase of the slenderness leads also to

an increase of the structural deformation |umax| /h and, subsequently, potentially higher levels

of damage. In addition, Fig. 4 shows that when the rotation |φmax| /α exceeds 1.5 times the

critical rotation φcr/α [27], the structure becomes dynamically unstable and overturns.

3.3 Damage Analysis

The seismic response of the rocking bridge frame of Fig. 1 is related to the damage oc-

curred at the structure through appropriate damage measures. This work assumes that damage

is occurred only at the column of the structure due to seismic forces [39]; all other kinds of

damage are ignored. When excessive damage occurs, the structure collapses and subsequently
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Damage

limit

state

Capacity limit Response

mode

Damage description

LS1 |umax|
h

= ucr

h
Rocking ini-

tiation

Slight concrete cracking and spalling at the

column. Onset of yielding of the reinforcing

bars. Column in operational condition (dam-

age requires no more than cosmetic repair)

LS2 |φmax|
α

= 0.35 Safe rocking Moderate concrete cracking and spalling at

the column. Damage to the exposed reinforc-

ing bars. Minimal residual displacements.

Column is still operational. Damage at the

pivot points and the abutments due to rocking

motion (column is structurally sound, dam-

age is repairable)

LS3 |φmax|
α

= 1.5
(
φcr

α

)
Rocking

overturning

Moderate concrete cracking and spalling at

the column. Damage to the exposed reinforc-

ing bars. Minimal residual displacements.

Column is still operational. Damage at the

pivot points and the abutments due to rocking

motion (column is structurally sound, dam-

age is repairable, the column-base system can

be reused after the applied repair methods,

the whole bridge needs to be reconstructed)

Table 1: Damage limit states of the rocking bridge frame of Fig. 1 [25].

the bridge needs to be reconstructed. In addition, when excessive rocking rotation occurs, the

rocking bridge might overturn, thus, reconstruction of the the bridge is again required. To

define the levels of the expected damage accumulated at the examined rocking bridge frames,

this work adopts the pertinent damage limits states proposed in Giouvanidis and Dong [25].

Table 1 illustrates the adopted damage limit states, where ucr/h is the critical deformation of

the column when rocking initiates (i.e. when the condition of Eq. (5) is met).

This section employs the fragility function fitting method [40] to calculate the probability of

the examined structures to exceed the certain limit values that correspond to each damage limit

state. The fitting methodology to calculate the probability of exceedance can be estimated fol-

lowing the maximum likelihood estimation (MLE) approach [40]. In general, the MLE method

calculates the fragility function parameters for which the assumed lognormal distribution attains

the highest likelihood of producing the observed data. Fig. 5 plots the fragility curves for both

rocking bridge frames (i.e. with slenderness α = 0.18 rad and α = 0.28 rad respectively).

Note from Fig. 5 that, indeed, increase of the slenderness of the structure considerably decreases

its probability of exceeding the certain damage limit states of Table 1.

3.4 Loss Analysis

The structural damage of the rocking bridge frames accumulated in the aftermath of a seismic

event, investigated in Section 3.3, is related to the seismic loss through decision variables, e.g.

the seismic (repair) loss. The seismic loss is defined as the sum of the seismic consequences
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Figure 5: Fragility curves of a rocking bridge frame with slenderness (a) α = 0.18 rad, (b) α = 0.28 rad (Fig. 1)

with respect to the adopted intensity measure

(e.g. damage and subsequently repair cost) weighted with their probability of occurrence. The

expected seismic loss under the given IM can be expressed as [41]:

E (l) =
n∑

i=1

Ci · PLSi|IM (9)

where Ci represents the seismic consequences, e.g. the repair costs associated with the given

damage limit state i, and PLSi|IM is the conditional probability of the structure to be at the

given damage limit state. The consequences of a seismic event Ci are quantified in monetary

values and expressed as the summation of the direct and indirect costs accumulated after an

earthquake event. This work considers only the direct costs, which are associated with the

reconstruction expenses and are directly related to the level of structural damage. Therefore, the

seismic consequence Ci associated with a given damage limit state is assumed proportional to

the reconstruction cost of the rocking bridge [42, 43, 41]:

Ci = RCRi · crec ·W · L (10)

where W and L are the bridge width and length respectively. crec is the reconstruction

cost (per square meter), which is translated into 2,306 $/m2 in present monetary values [44].

RCRi is the repair cost ratio that corresponds to each damage limit state. The repair cost ratios

are expressed as a percentage of the reconstruction cost of the bridge, and they differ from

damage limit state to damage limit state; the more severe the damage, the larger the repair cost

ratio. Table 2 presents the pertinent repair cost ratio values for each damage limit state of the

rocking bridge frame of Fig. 1 [45, 25].

To assess the expected seismic losses of the examined rocking structures, this study considers

nine different seismic hazard scenarios. These scenarios correspond to seismic events with

TR = 40, 72, 125, 225, 475, 975, 1,485, 2,475 and 4,975-year return period, which translate

into a probability of 71%, 50%, 33%, 20%, 10%, 5%, 3%, 2% and 1%, respectively, that at

least one such event will occur in the next 50 years in the area of focus. The hazard curve of

Fig. 3 provides the intensities in terms of PGV values that correspond to the adopted seismic

hazard scenarios, i.e. 0.37, 0.51, 0.65, 0.83, 1.08, 1.36, 1.53, 1.76 and 2.11 m/s, respectively.

Fig. 6 presents a comparison of the two rocking bridge structures in terms of the expected

seismic loss accumulated after the considered seismic hazard scenarios normalized with respect

to their construction cost. Note that, even though the two rocking structures have slightly dif-

ferent geometry (i.e. due to the different base-width 2b), for simplicity, this work assumes that
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Damage

limit

state

Repair cost

ratio [45]
Repair methods description

Downtime (days)

[45, 46]

Mean Standard

deviation

LS1 0.03 Repair slight concrete cracking/spalling at the

column (epoxy injection, patch with concrete,

etc.)

0.6 0.6

LS2 0.08 Repair moderate concrete cracking/spalling at

the column, repair damaged reiforcing bars

(patch with concrete, reinforce and recast,

etc.). Repair damage at the pivot points and

the abutments

2.5 2.7

LS3 1 Repair moderate concrete cracking/spalling at

the column, repair damaged reiforcing bars

(patch with concrete, reinforce and recast,

etc.). Repair damage at the pivot points and

the abutments. Reuse the column-base system

after the applied repair methods. Reconstruc-

tion of the whole bridge

46 22

Table 2: Repair cost ratio and downtime values for each damage limit state of the rocking bridge frame of Fig. 1

[25].

they have the same construction cost (i.e. 2,306 $/m2 [44]). Fig. 6 unveils that even a slight

modification of the slenderness of the rocking frame can lead to a drastic decrease of the seis-

mic losses. Note that, even under a severe seismic event (i.e. with TR = 4,975-year return

period and 1% probability of occurrence in the next 50 years), the rocking bridge with larger

slenderness yields seismic losses equivalent to 50% of the construction cost of the bridge; a

considerable post-earthquake financial benefit. For all the remaining seismic hazard scenarios

examined herein, the pertinent seismic losses are less than 25% of the construction cost of the

bridge. A further decrease on the expected seismic losses can be achieved by enhancing fur-

ther its seismic performance, thus, decreasing its seismic fragility (Fig. 5), via the use of e.g.

additional re-centering and/or energy dissipation capacity; increasing in that way, though, its

construction cost. However, such an analysis is beyond the scope of the present study.

3.5 Resilience quantification

Resilience, as a performance indicator, quantifies the recovery (or restoration) functions of

a structural system following a seismic event. In general, after an earthquake, repair meth-

ods are applied to the damaged structure and its functionality starts enhancing. The expected

(dimensionless) time-variant functionality Q (t) can be expressed as [47]:

Q (t) =
n∑

i=1

FRi (t) · PLSi|IM (11)

where PLSi|IM is the conditional probability of the structure to be at the given damage limit

state, and FRi (t) denotes the functionality restoration process of the structure for each damage

limit state. This study models the functionality restoration process of the examined rocking
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=0.18 rad
=0.28 rad

Figure 6: Expected seismic loss normalized with respect to the construction cost of the examined rocking bridges

in the aftermath of various seismic hazard scenarios

structures as a normal cumulative distribution function corresponding to each damage limit

state i [48, 45]:

FRi (t) =
1

2

[
1 + erf

(
t− μdi√
2σdi

)]
(12)

where μdi and σdi represent the mean and standard deviation, respectively, of the time during

which the bridge is under restoration (i.e. downtime). HAZUS [45] proposed appropriate mean

and standard deviation values of downtime (in days) for conventionally designed (fixed-base)

bridges. To estimate the downtime values for rocking bridges, Mantawy et al. [46] exper-

imentally compared the seismic performance of a rocking versus a conventionally designed

(fixed-base) bridge. That study showed that the construction time of the rocking bridge is (on

average) 5 times lower than the construction time of the fixed-base bridge. In other words,

the downtime of the rocking structure is considered as 1/5 of the downtime of the fixed-base

structure. Following [46], Table 2 presents the pertinent mean and standard deviation values of

downtime for the rocking structures of Fig. 1 [25]. The resilience of the rocking structure of

Fig. 1 under the investigated time-interval (i.e. Δt = 365 days) can be expressed as [49]:

R =
1

Δt

t0+Δt∫
t0

Q (t) dt (13)

where t0 indicates the time-instant the seismic event occurs.

=0.18 rad
=0.28 rad

Figure 7: Resilience of the examined rocking bridges when subjected to different seismic hazard scenarios under

the investigated time-interval of Δt = 365 days
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Fig. 7 quantifies the resilience of the examined rocking bridge structures; the closer to unity

the more resilient the structure. Specifically, Fig. 7 illustrates that both rocking bridges show

remarkable resilience in the aftermath of severe earthquake events under the investigated time-

interval Δt. However, the rocking bridge with larger slenderness exhibits (slightly) enhanced

resilience after all the examined seismic hazard scenarios. Note that, its resilience starts de-

teriorating only when a maximum considered earthquake occurs (i.e. with TR = 2,475-year

return period and 2% probability of occurrence in the next 50 years). In sum, Figs 6, 7 reveal

the remarkable post-earthquake financial benefits (i.e. decreased seismic losses and increased

resilience) that a rocking bridge offers when carefully designed.

4 CONCLUSIONS

This work investigates the seismic performance of two rocking bridge frames, which are par-

ticularly attractive for bridge design. For the purposes of the present analysis, this work extends

the well-established performance-based earthquake engineering (PBEE) framework to compare

the two rocking structures in terms of their seismic fragility and the accumulated seismic losses

in the aftermath of extreme hazard scenarios. In addition, it extends the PBEE approach to

quantify their post-earthquake resilience adopting a more holistic resilience-based earthquake

engineering framework.

The analysis reveals the considerably mitigated seismic losses that a rocking bridge offers

when carefully designed. In particular, this study shows that a slight modification of the slen-

derness of the structure can lead to a drastic decrease of its post-earthquake financial losses.

Further, results show that even under an extreme seismic hazard event, i.e. with 1% probabil-

ity of occurrence in the next 50 years and TR = 4,975-year return period, the rocking bridge

frame with larger slenderness yields financial losses equivalent to 50% of the construction cost

of the bridge; a considerable post-earthquake financial benefit. Importantly, this paper also

unveils the remarkable post-earthquake resilience of the examined rocking bridge structures.

Specifically, modifying the slenderness of a rocking bridge enhances its resilience against var-

ious seismic hazard scenarios. Importantly, when a rocking bridge is carefully designed, it

sustains its resilience at the highest level till a maximum considered earthquake occurs (i.e.

with TR = 2,475-year return period and 2% probability of occurrence in the next 50 years).

The above findings redirect our attention to the considerable post-earthquake financial benefits

of rocking isolation, which can serve as an efficient seismic isolation technique for future bridge

engineering applications.
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Abstract. Seismic performance of structural systems is assessed by performing fragility anal-
ysis. Generally, downstream of this analysis, fragility curves are estimated in order to obtain
the structural system performance. Seismic fragilities are the probability that the structural
response of a system overcomes specified limit states for given seismic intensity measure. The
most widespread procedure to estimate seismic fragility curves is based on scaling seismic
accelerograms by a reference intensity measure (e.g. single/multiple ordinates of the pseudo-
acceleration response spectrum or peak ground acceleration). Recently, it was shown that this
methodology gives limited if any information on the structural seismic performance when the
dependence between the intensity measure and the system demand parameter of interest (e.g.
max inter-story displacement) is weak. This paper presents a general algorithm to improve
the accuracy in fragilities estimation when the dependence between the intensity measure and
the demand parameter is weak and the widely used method in Performance-Based Earthquake
Engineering does not give accurate results. The proposed algorithm is based on a linear trans-
formation of samples of a given intensity measure, which improves the correlation with a set
of demand parameters. Fragility curves are obtained using the transformed intensity measure
samples and compared with those estimated with the standard approach. The effectiveness of
the proposed algorithm is demonstrated for an actual multi-degree of freedom structural system.
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1 INTRODUCTION

Seismic fragilities are the probability that the structural response of a system overcomes

specified limit states for given seismic intensity measure (IMs). Performance-Based Earth-

quake Engineering (PBEE) ambition is to evaluate structural efficiency by fragility analysis.

The Federal Emergency Management Agency (FEMA) recommends to estimate the seismic

fragility curve by an approach based on scaling the seismic accelerograms with a reference in-

tensity measure IM [1]. This method is widely applied because it is simple and, together with

Monte Carlo simulation, it overcomes the problem of the limited number of natural recorded

ground motions available for fragility analysis.

Two groups of IMs are usually used to define the seismic fragilities: (i) functional of sam-

ples of seismic ground acceleration process A(t), such as peak ground acceleration (PGA);

(ii) functional of filtered version of samples of A(t), e.g. single/multiple ordinates of pseudo-

acceleration response spectrum Sa(T ) for different structural system periods T [2, 3, 4]. In

particular, the IMs in the second group, that are widely used to define the fragilities, depend

on the system demand parameter D (e.g. max inter-story displacement) on which the analysis

is based [5, 6, 7, 8].

The usefulness of this procedures [1] based on scaled seismic ground motion acceleration

is indisputable, but it was shown that this methodology gives limited if any information on

the structural seismic performance when the dependence between the IM and D is weak [9].

Moreover, the dependence between these two variables (i.e. IM andD) depends on the seismic

direction, the intensity measure and the demand parameter considered [10, 11]. In particular,

assumed an IM , the dependence can vary significantly with different seismic directions. For

example, the fragilities defined as function of Sa(T ) for nonlinear single degree of freedom

(SDOF) system to a seismic acceleration process A(t) have large uncertainties when D and

Sa(T ) are weakly correlated. Furthermore, the fragilities defined as function of multiple or-

dinates of Sa(T ) experience poor improvements if compared to the case of single ordinate of

Sa(T ). It was demonstrated that the dependence between IMs and various system demand

parameters, D, is weak for nonlinear system and also for complex multi-degree of freedom

(MDOF) linear structures [9, 10, 11]. This issue can be avoided by defining the fragilities as

functions of parameters of the law of A(t). This approach was first introduced in [12] and used

in [13, 14, 15] to estimate fragility surfaces. However, this approach requires a high computa-

tional cost.

This paper presents a general approach to improve the accuracy in fragilities estimation when

the dependence between the intensity measure IM and the demand parameterD is weak and the

widely used method in Performance-Based Earthquake Engineering [1] does not give accurate

results. This general method is based on a modified version of the current intensity measure

approach. In particular, once an IM is chosen it is mapped in a suitable space whereD and the

IM are correlated. The proposed algorithm is based on a linear transformation of samples of

a given IM , which improves the correlation with a set of demand parameters. Fragility curves

are obtained using the transformed IM samples and compared with those estimated with the

standard approach. An actual multi-degree of freedom structural system, a school building in

Norcia, Italy, is considered as case study.

Finally, the effectiveness of the proposed approach is demonstrated by comparing the fragility

estimates obtained with a chosen seismic intensity measure and the its modified version.

3725
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2 BACKGROUND

Let I be the set of demand parameters which yield a structural failure. The fragility can be

defined as

Pf (ξ) = P (D ∈ I ⊂ R|IM = ξ)

= E[1(D ∈ I|IM = ξ)] =

∫
I

fD|IM(x|ξ) dx (1)

i.e. the probability that a structural system enters a damage state given a ground motion with

scalar/vector intensity measure IM = ξ, where 1(·) and fD|IM(·|ξ) are the indicator function

and probability density function (PDF) of the conditional variable D|(IM = ξ), respectively.

The fragility in (1) is usually estimated from the structural response to scaled seismic time

histories, a(t) of the stochastic process A(t) [16], and its accuracy depends on the scaling

procedure, the sample size and the IMs properties.

WhenD and IM are strongly dependent, the random variableD|IM has small variance, i.e.

fD|IM(·|ξ) is concentrated about its mean value. On the contrary, when D and IM are weakly

dependent the random variable D|IM has large variance. In the limit, fD|IM(·|ξ) becomes a

δ-function or D and D|IM have the same PDF when D and D|IM are perfectly correlated

or independent, respectively [9]. In the latter case, the fragility in (1) does not depend on ξ.
Within this context, especially if (1) is estimated by the commonly used method [1], it is crucial

to quantify the dependence between the demand parameter D and various IM definitions to

implicitly determine whether or not fragilities, defined as function of the commonly used IMs,
can provide useful information for PBEE of actual complex multi-degree of freedom (MDOF)

linear and nonlinear structural systems. If the dependence between D and IM is strong, the

fragility Pf (ξ) gives accurate information [10, 11]. The opposite holds when the dependence

between D and IM is weak. Several statistical tools can be used to investigate the dependence

between the random variables D and IM , which includes correlation coefficients, copula mod-

els and multivariate extreme value theory [9]. In this work the correlation coefficient is used to

quantify the dependence between D and IM .

The IMs used in PBEE to scale seismic acceleration ground motion are divided into three

broad categories: (i) non-structures-specific scalar IMs; (ii) structures-specific scalar IMs;
(iii) vector-valued IMs. A complete classification of the most known IMs in literature is

reported in [6]. In this work, two version of IMs are considered to estimate the fragilities

IM1 = PGA (2)

IM2 = Sa(T1, ζ1) (3)

where T1 is the first period of the MDOF structural system with associated damping ratios ζ1. It

is worth noting that the two IMs in Equations (2) and (3) are the most widely used in literature

[6].

3 THE MODIFIED INTENSITY MEASURE (IM∗)

Let X(t) be the response vector-valued process of an arbitrary MDOF structural system to

the ground acceleration A(t). The demand parameter is defined as

D(j) = max
0≤t≤τ

|h(X(t))| , j = 1, . . . ,m (4)
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where τ is the time length of A(t), while h(·) is a function mapping the response X(t) into the

j-th system demand parameter (e.g. maximum displacement/acceleration) andm is the number

of demand parameters of interest. The dependence between the random variables D(j), j =
1, . . . ,m, and IM is a measure to quantify the accuracy in the estimation of Pf (ξ) [11]. When

this dependence is weak the widely used method in PBEE [1] does not give accurate results.

To overcome this issue it is proposed to replace samples of a chosen standard intensity measure

IM with a suitable linear transformation that modifies the dependence with the selected demand

parameters samples. In particular, for each ns samples, ai(t), i = 1, . . . , ns, of the random

process A(t) the corrisponding IM and D(j) are evaluated, i.e. imi and d
(j)
i , i = 1, . . . , ns.

For each of these samples, the z-scores z(d
(j)
i ) and z(imi), i = 1, . . . , ns, of the standardized

random variables

z(D(j)) =
D(j) − E[D(j)]

σ(D(j))
, j = 1, . . . ,m (5)

z(IM) =
IM − E[IM ]

σ(IM)
(6)

are computed, respectively. It is worth noting that if the random variables defined in Equations

(5) and (6) are linearly dependent, the correlation coefficient is equal to one and the scatter plots

of pairs of samples z(d
(j)
i ) and z(imi) describe straight line. Given the demand parameterD(j),

for each pair of samples z(d
(j)
i ) and z(imi) it is possible to evaluate the distance from perfect

correlation

e
(j)
i = |z(d(j)i )− z(imi)| , i = 1, . . . , ns, j = 1, . . . ,m (7)

and estimate the average distance of the j demand parameters

ēi =
1

m

m∑
j=1

e
(j)
i , i = 1, . . . , ns . (8)

The samples obtained with Equation (8) can be considered as realizations of a random variable

Ē. The linear transformation

im∗
i = [z(imi) + ēi]σ(IM) + E[IM ] , i = 1, . . . , ns (9)

gives samples that can be considered the realizations of a new intensity measure IM∗.
The procedure reported above describes a general algorithm that can be used to transform

any intensity measure IM (e.g. Eqs (2) and (3)) into samples of its modified version, IM∗. It is

worth noting that form = 1 (i.e. one demand parameter), the correlation estimated from the ns
samples ofD and IM∗ is exactly one. Whenm > 1 it is not possible to have perfect correlation,

but the correlation between D(j) and IM∗ is significantly higher than the one estimated from

samples of D(j) and IM .

It follows that the IM∗ samples obtained with Equation (9) can be used to scale the ground

acceleration records to build fragility curves that give more accurate information on the struc-

tural system performance when compared with the standard intensity measures.

4 CASE STUDY

The procedure described in the previous Section is used to build fragility curves of a struc-

tural system of a school in Norcia (Italy) that was affected by the 2016 earthquake sequence.
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Figure 1: Seismic directions used in the analyses and reference node locations.

The structural system consists of a reinforced concrete frame (RCF) on four floors with a dis-

sipative bracing system, made of Buckling-Restrained Axial Dampers (BRAD), and inverse

beams foundation. The RCF and foundation are modeled with classical beam elements, while

the BRAD elements are modeled with the constitutive law described in [17]. The obtained nu-

merical model details on the school building and the model modal parameters are reported in

[10].

Linear analyses are performed to evaluate the structural response. In this work the maximum

absolute inter-story displacement in the y-direction Ddy (Fig. 1) is considered as demand pa-

rameter in the fragility analysis. It is well known that the maximum inter-story drift is correlated

with different damage states [18] and, in general, it gives information for the porformance-based

seismic assessment.

The strong event recorded in Norcia on October 30th, 2016 is used to calibrate the stochastic

non-stationary process A(t). Structural analyses are developed for each samples of the process

A(t) = {Ax(t);Ay(t)}, i.e. A(t) is a two-varied stochastic process, that acts in x and y global-

directions of the finite element numerical model (FEM) (Figure 1). The non-stationary model

described in [19, 20] is used to generate samples ax(t) and ay(t) of Ax(t) and Ay(t), respec-

tively. The probabilistic model used for A(t) is calibrated with actual time histories recorded at

the school base during the October 30th, 2016 earthquake.

The demand parameterDdy is obtained by a three-step Monte Carlo algorithm: (i) ns ground

motion acceleration time series an(t) of the process An(t), n = x, y, are generated using the

method proposed in [19]; (ii) linear time domain numerical dynamic structural analyses are

used to obtain response samples x(t) of X(t) assuming proportional damping ratio ζ = 5%; (iii)

ns samples of the random vector Ddy = {D(1)
y , D

(2)
y , . . . , D

(m)
y } are computed using Equation

(4). In this case study the interstorey drifts in y-direction at the m = 12 node positions shown

in Figure 1 are selected as demand parameters.

4.1 Improving dependence between D and IM

In this section, first scatter plots and the correlation between the random variables D
(j)
y and

the two IMs in Equations (2) and (3) are investigated. Second the dependence is improved
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Figure 2: Scatter plots of ns = 500 samples of (PGAy , Ddy) and (Say(T1), Ddy) at node #12.
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Figure 3: Scatter plots of ns = 500 samples at node #12: (z(PGAy), z(Ddy)) red dots, (z(PGAy)+Ēy , z(Ddy))
green crosses (left panel); (PGAy , Ddy) red dots, (PGAy

∗, Ddy) green crosses (right panel).
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Figure 4: Scatter plots of ns = 500 samples at node #12: (z(Say(T1)), z(Ddy)) blue dots, (z(Say(T1)) + Ēy ,

z(Ddy)) magenta crosses (left panel); (Say(T1), Ddy) blue dots, (Say
∗(T1), Ddy) magenta crosses (right panel).
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with the procedure described in Section 3.

Figure 2 shows scatter plots of ns = 500 samples of the seismic drift in y-direction Ddy =

D
(j)
y , j = 12, (Fig. 1), against the two intensity measures IM ly, l = 1, 2 (Eq. (2)-((3))

estimated from samples of Ay(t) from left to right, respectively, together with the estimated

correlation coefficient ρ. Damping ratio ζ1 = 5% is assumed for IM2y. The results presented

in the left panel of Figure 2 demonstrate that the peak ground acceleration in the y-direction,

PGAy = IM1y, represents an unsatisfactory intensity measure given the low value of the

correlation coefficient, ρ = 0.31, between Ddy and IM1y. The fragility estimated using this

IM would provide poor information on the seismic structural performance. In the present case,

the same holds for IM2y = Say(T1) since the conditional random variableDdy|IM2y has large

variance (i.e. Ddy and IM2y are low correlated). In general, when using the intensity measure

in Equation (3), it was demonstrated that IM2n, n = x, y, can be both strongly and weakly

correlated with the demand parameter depending on the selected structural response of interest

and the earthquake direction [11].

The initial correlation between the chosen m demand parameters and the IMs described

above can be improved using the procedure presented in Section 3. Samples of the demand pa-

rameters and the two intensity measures in Figure 2 are first transformed into their standardized

versions using Equations (5) and (6) and the distance from perfect correlation is evaluated by

Equation (7) for each of the m demand parameters. Then, the ns average distances are eval-

uated using Equation (8) and collected in the vector Ēy that is used to correct the samples of

z(IM ly), l = 1, 2. The last step is to evaluate samples of the modified intensity measure IM∗

using Equation (9).

Figures 3 and 4 show the obtained results for the intensity measures IM1y = PGAy and

IM2y = Say(T1), respectively. In particular the left panels report the scatter plots and the

correlation coefficients before and after the correction in the standardized space, i.e. (z(IM ly),
z(Ddy)), and (z(IM ly) + Ēy, z(Ddy)), l = 1, 2, respectively. The right panels report the scatter

plots of the same samples (before and after the correction) linearly transformed back into their

original space by Equation (9), i.e. (IM ly, Ddy), and (IM ly
∗, Ddy), l = 1, 2, respectively. In

these figures the scatter plots with IM1y = PGAy are red dots and green crosses, before and

after the correction, respectively, while those with IM2y = Say(T1) are blue dots (before) and

magenta crosses (after).

The two figures demonstrate the ability of the proposed algorithm to improve the correla-

tion between the selected demand parameters and intensity measures. This will result into an

improved accuracy in the fragility curves.

Is interesting to note that the linear transformation of the intensity measure samples obtained

in this case study does not significantly change the intensity measures first four statistical mo-

ments. Figures 5-6 show the probability density functions (PDFs) and the first four statistical

moments estimated from samples of the original intensity measures IM ly, l = 1, 2 (left panels)

and their modified versions IM ly
∗ (right panels). In particular, Figure 5 shows the results for

IM1y = PGAy, while Figure 6 refers to IM2y = Say(T1).

4.2 Estimation of fragility curves

The seismic fragility analysis, as also recommended by FEMA, is commonly based on a four-

steps algorithm consisting of scaling seismic accelerograms by a reference IM . In particular,

in this paper the following steps are considered
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M. Ciano, M. Gioffrè, K. Thiele and M. Grigoriu

0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

0.4 0.6 0.8 1 1.2
0

0.5

1

1.5

2

2.5

3

3.5

Figure 5: Estimated PDF for ns = 500 samples of PGAy (left panel) and PGAy
∗ (right panel).
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Figure 6: Estimated PDF for ns = 500 samples of Say(T1) (left panel) and Say
∗(T1) (right panel).

1. selection of a finite set of intensity measures {ξk}, k = 1, . . . , N ;

2. generation of ns = 500 independent samples an,i(t), i = 1, . . . , ns of An(t), n = x, y
using the method reported in [19];

3. for each of the values {ξk} scale the ns acceleration records, an,i(t), in order to have the

intensity level IM ly = ξk, ξk > 0, l = 1, 2;

4. for each of the values {ξk} estimate fragility as

P̂f (ξk) =
ns∑
i=1

1(dk,i ∈ I)/ns (10)

where 1(·) is the indicator function and dk,i, i = 1, . . . , ns, are samples of the demand param-

eters computed for each intensity level ξk by linear dynamic analysis. The previous four-steps
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Figure 7: Fragilities against intensity level ξ for different definitions of IMs and its modified version IMs∗ at

node #12, seismic drifts Ddy for limit state D̄dy = 2cm.

algorithm is used to estimate fragility curves using both samples of the original and the trans-

formed intensity measures.

Figure 7 reports the obtained fragility curves of the inter-storey drift at node #12 for limit

state D̄dy = 2cm. It is worth noting that the fragility curves obtained with the modified intensity

measures (dash-dotted green and dotted magenta lines) are steeper than those estimated using

the original intensity measures (continuous red and dashed blue lines). This is consistent with

the lower variability (i.e. lower variance) of the conditional random variable D|IM∗.

5 CONCLUSION

In Performance-Based Earthquake Engineering the seismic fragilities are commonly esti-

mated by the classical approach based on scaling the seismic accelerograms with a reference

intensity measure (IM ). For this method, a strong dependence is required between the demand

parameterD of the structural system, on which the fragility analysis is based, and the IM used

for scaling, in order to have accurate fragility curves. The approach provides limited if any

information on the seismic performance of the structural system for weak dependence between

D and IM .

The work presented in this paper proposed a general approach to improve the accuracy in

fragilities estimation when the dependence between the intensity measure IM and the demand

parameter D is weak and the widely used method in Performance-Based Earthquake Engineer-

ing does not give accurate results. In particular, samples of any chosen intensity measure IM
are linearly transformed in order to improve the correlation with a set of selected demand pa-

rameters. The new samples can be considered as realizations of a modified intensity measure

IM∗ and used to scale the ground acceleration records to build fragility curves that give more
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accurate information on the structural system performance when compared with the standard

intensity measures.

The effectiveness of the proposed method in improving the fragility curves accuracy was

demonstrated on an actual multi-degree of freedom structural system of a school building in

Norcia (central Italy). The results demonstrate the effectiveness of the modified seismic inten-

sity measure in fragility analysis. Work is in progress to investigate the accuracy of fragilities

based on modified intensity measures in nonlinear structural systems.
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OPTIMAL VISCOUS DAMPER PLACEMENT TO PREVENT 
POUNDING OF ADJACENT BUILDINGS

Huseyin Cetin , Baki Ozturk* , and Ersin Aydin

Keywords:

Abstract. Structural pounding is prevalent in general during earthquake shaking for adjacent 
structures in earthquake prone cities. In this study, the prevention of pounding effect is tar-
geted by the optimal placement of viscous damping elements within the adjacent buildings. 
One of the important reasons of the pounding phenomenon is the out of phase vibrations of 
adjacent structures. A couple of adjacent structures which have different heights are modeled 
as shear buildings to set the proposed method. The relative displacement, defined as the ex-
traction of horizontal displacements of adjacent structures at the top level of the shorter 
building, are chosen as the objective function to be minimized. In addition, reduction of rela-
tive displacement of the buildings and the effects of various vibration characteristics of each 
building is investigated based on transfer functions. Equations of motion of a structure, which 
are uncoupled when each structure is considered alone, become coupled when damping ele-
ments are placed in between the adjacent structures. The first mode response of the structures 
is considered while the transfer function response is derived. Optimal designs are determined 
for different total damping levels and different vibration characteristics of adjacent structures. 
The results of numerical analyses reveal that optimal designs effectively decrease the relative 
displacements between adjacent structures. Optimal designs are compared with the uniform 
design and without damper cases. The numerical analyses show that the proposed optimal 
damper design method in this study is vigorously effective for the prevention of pounding of 
adjacent buildings.
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1 INTRODUCTION

2 FORMULATION OF THE PROBLEM 

s
n kAs

kBn ith mAs mBn
cAs Bn ith

3736



cBn 

cB(n-1) 

cBs 

cB(s-1) 

cB3 

cB2 

cB1 

cAs 

cA(s-1) 

cA3 

cA2 

cA1 

kBn 

kB(n-1) 

kBs 

kB(s-1) 

kB3 

kB2 

kB1 

mBs 

mB(s-1) 
kAs 

kA(s-1) 

kA1 

kA2 

kA3 

cad(s-1) 

cads 

cad3 

cad2 

cad1 

mBn 

mB(n-1) 

mB3 

mB2 

mB1 

mA(s-1) 

mAs 

mA3 

mA2 

mA1 

A - Building 

B - Building 

3737



3 DEFINITION OF THE OPTIMIZATION PROBLEM 
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4 NUMERICAL EXAMPLE
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SEISMIC RELIABILITY-BASED DESIGN OF STRUCTURES 
EQUIPPED WITH DFPS

P. Castaldo and G. Alfano

Keywords:

Abstract. This work deals with seismic reliability-based design (SRBD) for softening and 
hardening structures equipped with double friction pendulum system (DFPS) isolators. The 
isolated system is represented by means of an equivalent 3dof model having a soften-
ing/hardening post-yield slope for the superstructure and velocity-dependent rules for the two 
surfaces of the DFP devices. The yielding characteristics of the superstructures are defined in 
compliance with the seismic hazard of L’Aquila site (Italy) and with NTC18 assuming ordi-
nary characteristics. Considering several natural seismic records and the relevant random 
variables, incremental dynamic analyses are carried out for assessing the seismic fragility
and the seismic reliability of these systems. Finally, seismic reliability-based design (SRBD) 
curves for these systems are proposed.
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2 EQUATIONS OF MOTION FOR NON-LINEAR STRCTURAL SYSTEMS WITH 
DFPS
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GLOBAL AND LOCAL PERFORMANCE LEVELS ON THE 
PROBABILISTIC EVALUATION OF THE STRUCTURAL POUNDING 

EFFECT BETWEEN ADJACENT RC STRUCTURES

Maria G. Flegga , Maria J. Favvata

Keywords:

Abstract. In this study the seismic performance of a real multistory RC frame structure 
against pounding with an adjacent shorter and stiffer structure is evaluated based on 
probabilistic assessment methods. The examined pounding case is between an 8-story RC frame 
and a 3-story rigid barrier (very stiff structure) with equal story heights (floor-to-floor 
interaction). Three different initial gap distances (dg) between the adjacent structures are 
considered. The seismic performance of the 8-story structure without the pounding effect is also 
included for comparison reasons. The probabilistic evaluation of the pounding effect is 
performed through fragility curves in terms of global and local engineering demand parameters 
(EDPs) as a function of the intensity measure (IM). For this purpose, linear and bilinear 
regression models in log-log space have been considered to define the relationship between the 
examined EDPs and IMs. The commonly used intensity measures (IMs) of peak ground 
acceleration, PGA and that of spectral acceleration corresponding to the fundamental period 
of the examined structure, Sa(T1,8-story) are adopted. Displacement and rotation EDPs that could 
control the global state of the structure are examined at different performance levels. However,
the most critical issue in earthquake-induced interaction between adjacent structures is the 
local responses of the columns at the pounding side. Thus, three local performance levels in 
terms of ductility capacity of the external columns at each story level of the 8-story frame have 
also been incorporated in the probabilistic assessment of the pounding problem. The results of 
this study indicate that the probability of pounding between the examined structures is 
increased as the separation gap distance dg decreases. The fragility curves of the 8-story frame 
are significantly influenced due to the structural pounding effect. The probability of damage at 
columns seems to be an important parameter that has to be further investigated. Different types 
of global and local performance levels altered the intensity values for the seismic hazard of the 
structural pounding.
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2 EXAMINED POUNDING CASE 

3 DESIGN OF 8-STORY RC FRAME STRUCTURE

4 STRUCTURAL MODELLING
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5 KEY ASSUMPTIONS FOR THE PROBABILISTIC ASSESMENT OF THE 
POUNDING EFFECT

5.1 Probabilistic seismic demand model 
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5.2 Examined EDPs and IMs
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5.3 Examined performance levels - PLs
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FRAGILITY CURVES FOR RC FRAMED BUILDINGS SUBJECTED 
TO EARTHQUAKE-INDUCED LANDSLIDE: COMPARISON 

BETWEEN 2D AND 3D STRUCTURAL MODELS

Giacomo Miluccio, Fulvio Parisi, and Edoardo Cosenza

Keywords:

Abstract. Earthquake-induced landslides are strongly dangerous secondary events of earth-
quakes, which every year cause huge losses around the world. In this paper, the structures at 
the toe of slopes subjected to the impact of landslides were considered. A probabilistic proce-
dure developed in another paper is applied to two-story reinforced concrete building without 
infill walls. A method to evaluate cumulative damage to structures due to earthquake shaking 
and landslide impact was implemented through MATLAB. The variability in landslide-related 
loading, in terms of extension in plan and impact angle, was considered. A 2D frame was tak-
en out from a 3D model and sequential response analysis was carried out on both models 
through OpenSees. Uncertainties were modelled through probability distributions of primary 
variables that mostly influence structural response, allowing the derivation of fragility curves 
via simulation. The probability of collapse was investigated under varying peak ground ac-
celeration and impact velocity, which were considered as intensity measures for earthquake 
shaking and landslide impact, respectively. 
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IMPACT OF CUMULATIVE DAMAGE ON FRAGILITY OF RC 
FRAMED BUILDINGS SUBJECTED TO EARTHQUAKE-INDUCED 

LANDSLIDES 

Giacomo Miluccio, Fulvio Parisi, and Edoardo Cosenza 

Keywords:

Abstract. Numerical studies and field missions have shown that seismically-induced slides 
and rock falls are secondary events of earthquakes with very high destructive potential. In 
many cases, the loss induced by the landslide phenomenon has significantly exceeded the im-
pact of earthquake shaking. Recent studies proposed fragility models for 2D reinforced con-
crete (RC) framed buildings on the crest of the slope subjected to slow-moving landslide. In 
this paper, a new fragility model is proposed for RC framed buildings located downstream of 
the slope, and hence subjected to landslide impact loading. A two-storey structure, which was 
designed only to gravity loads, was selected as case study. According to Monte Carlo simula-
tion method, one thousand realizations of the structure were randomly generated by consider-
ing uncertainties on both landslide parameters and structural properties. The peak ground 
acceleration was chosen as intensity measure (IM) for earthquake ground shaking, whereas 
the landslide impact velocity was selected as landslide IM. The novelty of this paper includes 
the consideration of (i) the uncertainty on landslide width and impact angle, and (ii) damage 
accumulation due to earthquake shaking and landslide impact. Both the generation of random 
load-capacity models and post-processing of analysis results were performed in Matlab, 
whereas sequential structural analyses were carried out with OpenSees. The inter-storey drift 
ratio was assumed as engineering demand parameter and two limit states were assumed, pro-
ducing as many fragility curves of the structure. 
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x, ẋ, ẍ
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AN APPLICATION OF GENERATIVE ADVERSARIAL NETWORKS IN
STRUCTURAL HEALTH MONITORING
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Abstract. In the current work, the use of generative adversarial networks (GANs) in a simulated
structural health monitoring (SHM) application is studied. A specific type of GAN is considered,
aiming at a disentangled representation of underlying features and clusters of data through
some latent variables. This idea could prove useful in SHM, since explanation of how damage
mechanisms or environmental conditions affect a structure may be exploited in order to monitor
structures more effectively. In a simulated mass-spring example, different damage cases are
introduced by reducing the stiffness of specific springs and different damage levels by applying
different extents of stiffness reduction. The GAN implementation proves able to capture different
damage cases through its categorical latent variables, as well as the damage extent within
its continuous latent variables. The results demonstrate that the latent variables are indeed
capturing the effect of damage in the structure and can be exploited for the purpose of condition
assessment.
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1 Introduction

Modern societies extensively rely on structural elements. Everyday activities depend on structures

like bridges, engines, power generators etc. Malfunction or damage of these critical systems

may lead to delays in transportation, power shutdowns or even injury or death of individuals.

Avoiding such failures and guaranteeing safe operation and efficient performance is therefore

a matter of critical importance. Structural Health Monitoring (SHM) offers a tool to this end.

SHM is employed to ensure operability and safety of structures and to avoid consequences of

failure. Many different approaches have been proposed in the context of SHM, but all of them

can be categorised according to the hierarchical structure proposed by Rytter [1] and extended in

[2]:

1. Is there damage (existence)?

2. Where is the damage in the system (location)?

3. What kind of damage is present (type/classification)?

4. How severe is the damage (extent/severity)?

5. How much useful (safe) life remains (prognosis)?

Ascending in Rytter’s hierarchy makes the task at hand more difficult than the one in the previous

step. Detecting if damage exists requires definition of the normal condition of a structure and

divergence from that is an indication of damage and has to be examined. The second step

of localising damage, requires further knowledge about the behaviour of a structure and how

damage in various areas may affect the structural response. Moreover, defining the type of

damage is a task that requires further understanding of the structural behaviour and of the manner

in which different types of damage affect observed features of the structure. Finally, the two

last steps in the hierarchy, demand understanding of the damage mechanism in order to define

its severity and to further predict the useful life of the structure under the specific damage case.

Although some data driven methods would promise to do this without really understanding the

mechanism as long as sufficient instances of failure are recorded.

It is straightforward that dealing with these tasks involves acquiring and processing data in order

to infer results about the condition of a structure. Taking into account the progress made in the

disciplines of data analysis and machine learning (ML), diverse methods from these fields have

been exploited for the purposes of SHM [2]. Regarding the first step in the aforementioned

hierarchy, ML has been used to perform outlier detection using autoencoders to explain data

corresponding to the normal condition of a structure [3]. Autoencoders were chosen because

they are able to explain data belonging to an arbitrary manifold. For damage classification

or localisation, ML classifiers have been used [4], yielding quite good accuracy. The main

drawback of these methods is that data from damage states is required to perform their tasks.

Oftentimes however, data from damaged states are absent, or only limited samples are available.

Furthermore, to perform tasks further up in Rytter’s hierarchy, understanding of the underlying

physics of structures and damage mechanisms is needed.

Trying to understand the underlying physics within such a context, one may attempt to study a

black box model that is performing well on a task related to the underlying mechanism of the

problem. A representative example of such a case is a model trained on patient data [5] that

was able to predict schizophrenia with adequate precision. It is clear then that it may be worth
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spending some time studying the model in an attempt to understand better how schizophrenia

works and which symptoms indicate its existence. The same scheme may be applied on structures

with models trained on identifying damage location/type. A black-box model like a neural

network [6] may be exploited to understand the way some type of damage affects a structure.

A specific type of black-box model that is targeted to capturing the physics of a specific problem,

is the generative model. More specifically, Generative Adversarial Networks (GANs) [7] and

Variational Autoencoders (VAEs) [8] are neural networks that learn how to generate data that

look like reality. It is believed that, by studying these types of neural networks and the way they

produce data, further understanding of the underlying problems may be achieved. In the current

work, a specific type of GAN is used, the infoGAN [9]. This specific type of network achieves

a disentanglement in the latent feature space of the data which may have great benefits in an

SHM application. The use of such networks is considered in the task of classifying data from

structures and also in defining latent variables that explain the extent of damage in the data or the

variation of a parameter affecting the behaviour of the structure.

2 Generative Adversarial Networks (GANs)

2.1 Vanilla GANs

The traditional scheme followed in ML is the training of a model to perform classification [6]

or regression [10]. To extend this to images, convolutional neural networks were developed

[11] yielding superior performance in the two mentioned tasks. Recently, a new type of neural

network has emerged, the Generative Adversarial Network [7]. The goal of this new scheme is

to generate images that resemble reality, which is achieved via use of two neural networks. The

first one is termed the generator and produces “fake” images given a latent vector. The second

network is the discriminator, which tries to identify whether an image is fake (generated by the

generator) or real (coming from the available dataset). Through training both of these networks,

improve in reaching their objective and finally, the generator, provided with some latent vector,

can generate images that appear to be real. More intuitively, this means that the generator maps a

latent vector distribution into a distribution or a manifold of the real data. The layout of the basic

(vanilla) GAN can be seen in Figure 1.

The generator is a multi-layer perceptron (MLP) that takes as input a latent noise vector z
coming from a probability distribution pz(z) and maps it into a vector (or an image) G(z) of

dimension equal to the dimension of the training samples. The discriminator is another MLP

that takes as inputs, vectors (or images) x, and outputs the probability of the sample being real,

P (x = real) = D(x). The training of D is carried out by maximising the probability that it

assigns the correct label (“real” or “fake”) to the samples. At the same time, the training of

the generator, G, is accomplished by trying to minimise the probability that the discriminator

classifies the generated samples as fake, i.e. minimisation of log(1−D(G(z))). Following from

[7], the objective function can be interpreted as a two player minmax game given by,

min
G

max
D
V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log 1−D(G(z)))] (1)

Training of such a network is performed in two steps per epoch. During the first step, random

samples are created by the generator and they are concatenated with a batch of real samples

from the dataset. The resulting training batch is used to train the discriminator for one epoch by
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back-propagating the error of the output. The target label for the real samples is 1 and for the

generated ones is 0. The right-hand side of equation (1) is set in this step as the objective function

and its maximisation is attempted. Consequently, the two networks are clipped together, as in

Fig 1, and random samples of the latent vector are generated in order to create random generated

samples. These samples are fed into the whole GAN and the target outputs are labels of 1.

The weights of the discriminator’s connections are considered as constants during the second

training phase and the error is back-propagated in order to train the generator. This latter time,

the objective function is comprised exclusively from the second term of the right-hand side of

equation (1) and its minimisation is sought. Following this training scheme, during the first step

the discriminator learns to distinguish between real and generated images and the generator to

generate images that the discriminator classifies as real.

Noise, z Generator

Generated
samples G(z)

Real
samples x

Discriminator Probability D(G(z))

Figure 1: Vanilla GAN layout.

The most straightforward application of GANs is to generate artificial data to augment a dataset.

Training neural networks is highly dependent on the size of the available dataset. The rule-of-

thumb for training neural networks that generalise well [12], specifies that for each trainable

weight of the neural network, 10 training samples are needed. Acquiring data is difficult and

some times even expensive. Labelled images are hard to be obtained and their manual labeling

costs. In cases of image datasets, augmentation can also be achieved by rotation of the pictures or

colour change etc. In SHM though, the securing of data from structures in different damage cases

or under different environmental conditions is expensive or even impossible; the samples are

usually limited and augmentation is not that easy. For this purpose, GANs can be used to increase

the size of a dataset and may even serve as interpolators. Especially for deep networks and even

more for deep convolutional neural networks, where the number of trainable parameters is huge,

augmentation of available dataset size could yield an efficient way to increase the generalisation

performance of models [13].

Another use of GANs is found in filling gaps in pictures [14, 15]. In this case, GANs trained

on a dataset are able to use pictures with missing pixels and generate a complete picture by

replacing missing pixels with something that fits well in the gap. This is a great example of how

this type of model may assist in repairing corrupted datasets. At the same time, these results are

encouraging the perspective that GANs achieve a better linkage of data to the driving physics (or

semantics) than traditional neural networks, since they are able repair corrupted data that they

have never seen before.

Furthermore, GANs are applied in image processing [16, 17, 18]. This application is also an

impressive usage of GANs, since they are able to capture through their latent variables, specific

features of the data. Afterwards, the users are able to manipulate the latent vectors and use the

generator to produce images, whose characteristics fit custom needs. A similar approach in the

current work is followed and an attempt is performed to capture in the latent code the extent

and type of damage in a structure. The ability to describe such features through a latent vector
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and generate data corresponding to specific damage cases or to the extent of damage would be

beneficial for the purposes of SHM, since further progress related to the fourth and fifth steps in

Rytter’s hierarchy could be achieved.

2.2 Information Maximising Generative Adversarial Nets

According to the classic formulation of GANs described, the latent variables used as inputs in the

generator do not encapsulate any specific features from the data. This is because no restriction

is imposed during training that every variable would describe a specific feature, resulting in

latent noise variables that correspond to entangled features or combinations of features. In

order to improve performance regarding the representation of disentangled features by the

latent variables, a slightly different architecture and training scheme is followed in [9], called

Information Maximising Generative Adversarial Nets (InfoGAN).

The procedure followed to enforce this disentanglement will be described below. At first, the

latent vector is divided into two parts, the latent noise z and the latent code c. The noise part z is

used to model noise that may be present in the data, while the latent code c is used to represent

interpretable features of the data. Following [9], the output of the generator becomes G(z, c). In

order for the latent code c to have a meaning, there should be high mutual information between

the code c and the generator distribution G(z, c), i.e. I(c;G(z, c)). The term I(c;G(z, c))
represents the amount of information learnt from knowledge of G(z, c) about c and can be

calculated using two entropy terms from,

I(c;G(z, c)) = H(c)−H(c|G(z, c)) = H(G(z, c))−H(G(z, c)|c) (2)

where H(x) and H(x|y) are the entropy of the random variable x and the conditional entropy of

x given y, respectively.

Trying to get further insight into equation (2), one realizes the reduction of uncertainty about c
when G(z, c) is observed. If the two variables are completely independent, then the term is equal

to zero. So for the maximisation of (2), given x ∼ PG(x), PG(c|x) should have small entropy.

Trying to maximise this term, enforces a deterministic relationship between the two variables.

To include this quantity in the optimisation process, the following modification is made in the

cost functions from equation (1),

min
G

max
D
V1(D,G) = min

G
max
D
V (D,G)− λI(c;G(z, c)) (3)

In practice though, maximisation of I(c;G(z, c)) is non-trivial, as one has no access to the
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posterior PG(c|x). To avoid maximising it directly, an auxiliary distribution Q(c|x) is defined,

I(c;G(z, c)) = H(c)−H(c|G(z, c)) =
Ex∼G(z,c)[Ec∼P (c|x)[logP (c|x)]] +H(c) =

Ex∼G(z,c)[Ec∼P (c|x)[log
P (c|x)
Q(c|x)Q(c|x))]] +H(c) =

Ex∼G(z,c)[Ec∼P (c|x)[log
P (c|x)
Q(c|x) ]− Ec∼P (c|x)[logQ(c|x))]]

+H(c) =
Ex∼G(z,c)[DKL(P (·|x)||Q(·|c))︸ ︷︷ ︸

≥0

−Ec∼P (c|x)[logQ(c|x))]]

+H(c)
≥ Ex∼G(z,c)[Ec∼P (c|x)[logQ(c|x)]] +H(c)

(4)

The technique of maximising the lower bound of the mutual information is called Variational

Information Maximisation [19]. In equation (4) the quantity to be maximised is the first term of

the final formula, since H(c) is a constant and has an analytical form and a common distribution

is chosen for c. To avoid sampling from the posterior in the inner expectation of the expression

in equation (4), the Lemma 5.1 of [9] is used; according to which, for random variables X , Y
and functions f(x, y) under suitable regularity conditions it applies that: Ex∼X,y∼Y |x[f(x,y)] =
Ex∼X,y∼Y |x,x∼X|y[f(x,y)]. Following this result a variational lower bound, L1(G,Q), of the mutual

information I(c;G(z, c)) is defined,

L1(G,Q) = Ex∼G(z,c)[Ec∼P (c|x)[logQ(c|x)]] =
Ec∼P (c),x∼G(z,c)[logQ(c|x)] +H(c) ≤ I(c;G(z, c)) (5)

In equation (5), the quantity to be maximised is the log-probability of the auxiliary distribution

Q. In practice Q is modeled using a neural network. The newly-defined neural network is part of

the discriminator network of the vanilla GAN. By defining the neural network Q, maximisation

of the quantity in equation (5) is performed by back-propagating its error.

In the categorical case, in order to maximise logQ(c|x) by training Q, the output is given by a

softmax function and the categorical-crossentropy loss function gives the desired results. In the

case of a continuous code c, a maximum likelihood estimation (MLE) scheme has to be followed.

The outputs of the neural network are two for each continuous code ci; one for the mean value of

the code and one for the variance. Afterwards, the loss function to be maximised is the mean

log probability of all the outputs corresponding to the continuous code inputs. Assuming that c
comes from a Gaussian distribution and that the variables ci are independent, the loss function is
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given by,

log[Q(c|x)] = log[
nc∏
i=1

P (ci)] =
nc∑
i=1

logP (ci) =

nc∑
i=1

[−1

2
log(2πσ2i )−

(ci − μi)2
σ2i

] ∝
nc∑
i=1

[− log(σi)−
(ci − μi)2
σ2i

]

(6)

In equation (6), ci corresponds to the input value in the neural network and μi, σi are the mean

and variance of each distribution of the code ci. An overview of the network architecture of the

infoGAN is shown in Fig 2. It becomes clear that the logic behind this architecture is that a

sample is generated by the generator; it should look real, so that the discriminator classifies it as

real and the parameters of the code c that were used to generate it should be as distinguishable as

possible by the auxiliary neural network Q. Following this scheme, the infoGAN is expected to

generate samples belonging to different classes (or manifolds) using different categorical codes

ccat and to explain the variability of features within the classes, using the continuous code ccont.
Also, some random noise is added via z because as usual, noise in the data exists and should be

modelled.

Noise, z

Code, c

Generator

Generated
samples G(z)

Real
samples x

Discriminator Probability D(G(z))

Q network

Estimation of c

Figure 2: InfoGAN layout.

3 Application on simulated data

3.1 Simulation description

For the application of GANs to structural data, a simple simulated linear six-degree-of-freedom

lumped mass system is examined. The masses of the system were all equal to one, the stifness of

the undamaged states of the springs equal to 104 and a diagonal damping matrix was assumed

with its elements equal to 25. The system was simulated using a fourth-order Runge-Kutta

integration scheme. The excitation was a white noise signal applied on the first mass. In order to

introduce different levels of damage in the structure, stiffness reductions were applied on springs

1-2, 2-3, 3-4 and 4-5. The reducted stifnesses came from normal distributions with mean values

of 80% of the initial values of the system and variance equal to 4.5% of the initial stiffness of

each spring.
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In each simulation the transmissibilities between masses 1-2, 2-3, 3-4 and 4-5 were calculated,

concatenated and considered as the samples representing each simulation. The normal condition

concatenated transmissibilities are shown in Figure 4. Transmissibilities are a useful tool in

monitoring real structures, where one has no knowledge about the input excitation to a dynamical

system, in order to calculate the frequency response function (FRF). The sampling frequency of

the simulation was 200Hz; each transmissibility consists of 512 spectral lines and noise with

variance equal to 5% of the transmissibility’s variance was added to each one of them. In order

to visualise the data, a principal component analysis (PCA) [20] was performed on the data and

the first three principal components were plotted. In Figure 5 each batch/manifold of points

corresponds to a different damage case. Moreover, through the gradual colour transition, the

different damage levels are shown. A yellow colour represents points with low damage level

(5-7.5% stiffness reduction) and dark red points correspond to higher damage levels (32-35%).

m1 m2 m3 m4 m5 m6

F

k1 k2 k3 k4 k5 k6

Figure 3: Mass-spring system.

Figure 4: Normal condition concatenated transmissibilities.

Each damage case affects the transmissibilities in a different way. To be able to judge the results

of the GANs to be trained consequently, an illustration of influence of that stiffness reduction on

the transmissibilities is offered in Figure 6. Each different colour line corresponds to different
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Figure 5: First three principal components of simulated transmissibilities. Gradual colour change

from yellow to dark red represents lower to higher damage levels respectively.

damage level and the “movement” of the diagram as the damage extent increases is depicted.

Damage induced in different springs causes similar effects to the one shown in Figure 6, but in

different areas of the diagram.

3.2 InfoGAN training

The infoGAN was trained on the five first principal components of the data (explaining 99%

of the variance) in order to reduce both training time and trainable parameters of the networks.

Since the PCA transformation is linear, the infoGAN training is not considered to be assisted by

it in any way other than the dimensionality reduction. In the input layer of the generator, two

latent variables zi sampled from a Gaussian distribution z ∼ N(0, 1) were used because noise is

present in the data. Four categorical variables ci,cat sampled with equal probability were also

used, since there are four different damage cases and one continuous ccont, sampled also from

a Gaussian distribution similar to the previous one. The expected result is that the generator

should be able to generate samples corresponding to the different damage cases by altering the

categorical variables and also corresponding to the damage extent by varying the continuous

latent variable.

The discriminator was chosen to be a neural network with two hidden layers comprising 60 and

30 nodes and an output layer. The generator was also defined as a neural network with two

hidden layers of 100 and 15 nodes and an output layer with five nodes. The ideal size of the

networks is not considered to be the object of the current work, therefore, choosing the best

architecture is not examined and was simply performed by trying different architectures manually

and selecting the ones that had satisfying results in terms of the value of the loss function. The

networks were initialised several times and the one with the lowest value for the loss function

was kept. In contrast to vanilla GANs, where the value of the objective function oscillates during

training, the value of the regularisation term in the loss function of infoGANs (4) gets lower by

training and selection of the network with the lowest value of the cost function is a legitimate
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Figure 6: First damage case samples, focused on the first transmissibility, which is affected by

the damage. Different colours reflect gradually increasing damage level, from cyan (no damage)

to blue (highest damage level).

strategy.

Having trained the generator, random samples are generated and studied. For each categorical

variable, 1000 samples were generated varying the continuous ccont in the interval [−2.0, 2.0] and

generating random values for the latent noise vector z. In Figure 7. It is clear that the generated

points are quite close to the areas of the original points. It is also clear that each categorical

variable forces the generated points to belong to different clusters of the data, as long as the

manifolds of these clusters are not connected.

3.3 Classification and regression using GANs

In order to exploit the results of training a GAN, apart from generating artificial data, two

more use cases are examined. The first one is classification of the data and the second one is

a regression scheme; both in an unsupervised manner. The algorithm so far required minimal

supervision for the results above. The only supervised part of the algorithm was the definition of

the number of noise, categorical and continuous variables in the latent space.

For the classification process, random samples are generated in the principal component space

for each categorical variable separately. Subsequently, for each sample in the original dataset

the closest generated point is sought in terms of the Euclidean distance between the points. The

class assigned to the sample from the dataset is the class of the categorical variable that was

used to generate the closest point to the sample. Following this procedure for every point in
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(a) First categorical variable. (b) Second categorical variable.

(c) Third categorical variable. (d) Fourth categorical variable.

Figure 7: Generated points (red) and original points (blue) using different categorical variables.

the dataset, the result of the classification is shown in Figure 8a. Each colour corresponds to a

different cluster assigned by the algorithm. The classification is perfect, as each point is classified

correctly. In order to contrast performance against a more trivial unsupervised classification

algorithm, a K-means clustering algorithm [21] is also applied on the same dataset and the results

are shown in Figure 8b. It is clear that there are some misclassified points using the K-means

algorithm.

Regarding the regression scheme, the captured variance from the continuous variable is examined.

In order to illustrate what the continuous variable has captured, more samples were generated

this time with the noise latent variables z considered constant and equal to zero. Again for each

categorical variable, several samples were generated by using different values for the continuous

variable in the interval [−3.0, 3.0]. The results are shown in Figure 10. The variable has captured

some of the physics, explaining how the extent of damage affects the transmissibilities but the fit

is not perfect. By generating samples in the principal component space and transforming them

back to the original space, the effect of varying the continuous and the categorical code can be

illustrated. In Figure 9 the transmissibilities generated the way mentioned above are shown for

the categorical variable that corresponds to the first damage case. It is clear that the continuous

variable has the same effect on the diagram as the same “movement” occurs as in the one with
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(a) (b)

Figure 8: Results of the classification procedure using the GAN generator (left) and a K-means

algorithm (right).

different damage extents in Figure 6. Similar behaviour is observed with the rest of the damage

cases.

4 Conclusions

Summarising, this work demonstrates that there exist certain benefits in using GANs, and more

specifically infoGANs, in SHM. Using simulated data, it was illustrated that an infoGAN with

only prior knowledge of the number of different states of the structure is able to fit latent variables

in the distribution of the real data. Being trained on the data, the algorithm could be used to

classify the samples according to the categorical variables defined and at the same time to produce

artificial samples in a desired class. Furthermore, the continuous variable was able to capture an

underlying varying feature of the data, that of the extent of damage. As before, samples could be

generated by altering the continuous variable, while keeping the categorical variable constant.

This way, the effect of the level of damage was observed on the generated transmissibilities. It

could be stated that the infoGAN is imitating the damage mechanism through the continuous

code variables and such a scheme could be followed with a view to understanding how damage

mechanisms affect specific structures.

Since the GAN is an artificial intelligence algorithm, the results it yields should be evaluated in

this context. In artificial intelligence, the goal is for algorithms to perform as good as human

intelligence would and if possible, outperform it. In the case of classifying points in a feature

space, human-like behaviour is quite similar to the way infoGANs cluster data. A human

examining this data, in order for two batches of points to belong in different clusters, their

manifolds should be disjoint. The infoGAN exhibits a similar behaviour, as for it to generate

points using different categorical variables, the real points should belong in two unconnected

manifolds. Under this assumption, the algorithm’s performance is quite good, since it classifies

points the same way a human would and can moreover perform it in multidimensional spaces,

which humans usually are not able to perceive and process.

Focusing on SHM and damage detection, if damage occurs gradually, the points representing

the status of the structure smoothly moves in space as a function of the damage extent. In this

case the infoGAN algorithm should be able to capture this change through a continuous latent
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Figure 9: Generated samples, using a single categorical variable, corresponding to the first

damage case and varying the continuous variable, focused on the first transmissibility, which is

affected by the damage. Different colours reflect gradually increasing damage level, from cyan

(lower damage level) to blue (higher damage level).

variable. If damage occurs suddenly, the infoGAN might be able to capture it as a different cluster

through its categorical variables. At the same time, generation of artificial data for different

clusters or values of underlying variables as damage extent is possible. In cases of continuous

monitoring of structures, some varying environmental conditions in the acquired data may be

captured. In this case, the infoGAN should also be able to capture the variation of the parameters

in its continuous variables. This observation points out a potential use of infoGANs in large

databases in order to define trends and different clusters of data caused either by damage or

benign changing environmental conditions.
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(a) First categorical variable. (b) Second categorical variable.

(c) Third categorical variable. (d) Fourth categorical variable.

Figure 10: Generated points (red) and original points (blue) using different categorical variables,

constant noise variable equal to zero and varying the continuous code variable in the interval

[−3.0, 3.0].
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Abstract. In the current paper, an application of the neuroevolution of augmenting topologies
(NEAT) algorithm is considered in a structural health monitoring (SHM) application. The al-
gorithm is a variation of genetic algorithms, applied in neural networks, and has the goal of
optimising both the topology and the weights and biases of a neural network model. The algo-
rithm is applied here to an SHM problem instead of using feedforward neural networks. The
algorithm is called to search for the best-fitting topology in the task, which would otherwise
be sought through experimenting with the size and number of the layers of the neural network.
Having used the algorithm, the accuracy is found to be close to the one achieved using clas-
sically trained neural networks. Another aspect of the application is that subnetworks were
defined for every damage case of the problem, whose topologies are much simpler than a fully-
connected feedforward neural network. These subnetworks define classification submodels that
may be used in different combinations, building models for a subset of damage cases and input
features.
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1 Introduction

Structures are essential elements of human everyday life. From living in houses to moving

from one place to another, structures play a key role in activities that are vital for everyone and

monitoring them is required in order to make sure that they operate in the way in which they

were designed. A malfunctioning structure could cause various problems. A building that has

been damaged endangers the lives of those that live within it. Malfunctioning wind turbines

may produce reduced electrical energy or even collapse, having as a result huge economic costs.

A damaged bridge that requires stopping traffic on it, results in huge delays and even bigger

financial damage to people who need to cross the bridge as part of their business. Taking into

account the potential consequences of failure of structures, the need to monitor them emerges.

The discipline of acquiring data from structures through sensors, processing them and inferring

results about the health state of the structure is called structural health monitoring (SHM).

There are several approaches to monitoring structures but the most dominant use data-driven or

machine learning (ML) methods [1], in order to infer results about the data. The models created

are, in general, black-box models that rely on existing data acquired from a structure. There are

several tasks that such a model may be called on to perform; a hierarchical way of classifying

these tasks is given by Rytter in [2]:

1. Is there damage (existence)?

2. Where is the damage in the system (location)?

3. What kind of damage is present (type/classification)?

4. How severe is the damage (extent/severity)?

5. How much useful (safe) life remains (prognosis)?

The first two tasks are the most simple ones and in the context of machine learning, they have

been dealt with using quite simple approaches. In [3], Mahalanobis distances were calculated

between the baseline condition of a structure and the condition that is tested for the existence of

damage. More complicated and more robust approaches for detecting the existence of damage

are given in [4]. Another novelty measure that indicates existence of damage is given in [5]; it is

defined using autoencoders in order to describe the manifold to which the data of the normal

condition of the structure belong. If some testing data belong to the same manifold, the samples

are considered as healthy; otherwise, it is considered that damage exists in the structure and it

should be examined. Regarding the second level of Rytter’s hierarchy; in [6], neural networks

have been used to localise damage in an aircraft wing. The neural network was trained to

classify damage into nine location different classes, according to features that were extracted

from sensors placed on the wing.

Neural networks are machine learning algorithms that can approximate any arbitrary function [7],

that explains the relationship between some input and some output values. For this reason, they

have been widely used in the context of SHM and in many other disciplines including natural

language processing, computer vision, etc. A major drawback of neural networks is that they

require large training datasets in order to generalise well on unseen data. Moreover, selecting

their architecture involves hyperparameters that have to be tuned by the user with a view to

creating a model that fits the training data and generalises well on testing data.

In the current work, an approach to avoid selecting the exact architecture of a neural network for
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an SHM problem is studied. This approach is called neuroevolution of augmenting topologies
(NEAT) [8]. According to this approach, a genetic algorithm scheme is followed to train the

neural network weights and at the same time create its topology from scratch [9]. The mainstream

approach of training a feed-forward neural network requires trying different numbers and sizes

for the hidden layers. In the end, the neural network that performs best on the task that they

were trained for is used. This may be considered a brute force search for the best architecture

and sometimes may take a lot of time. In addition, the architectures that are tested through this

approach follow a specific pattern and more complicated approaches are not considered. The

algorithm is tested here on experimental data with the task of localising/classifying damage on a

structure.

2 Training neural networks using genetic algorithms

2.1 Genetic algorithms

Genetic algorithms are widely used in many scientific disciplines; they are a means of optimi-

sation of given objective functions, as explained in [10]. In engineering, such algorithms have

been used in order to optimise the design of whole structures [11], according to a quantity of

interest, or even to select the model that best describes some acquired data [12].

Genetic algorithms draw inspiration from the natural selection scheme that exists in nature;

individuals - structures, models or whichever entity is set to be optimised - are initially born with

random characteristics. Afterwards, their strength is calculated through a fitness function that

reflects the quantity whose optimisation is sought. In every generation, individuals that do better

according to the fitness function, survive, while the rest die. One of the most important aspects of

a genetic algorithm is the creation of offspring. Couples of individuals that have survived, create

offspring that inherit characteristics from both their parents and have a probability of a mutation

in their characteristics. Following this framework, the population moves towards the areas in the

parameter space that generate more appropriate values regarding the fitness function and through

creation of offspring through mutation, the space is further explored. The individuals may be

points in an n-dimensional space representing parameters of a model, or even whole structures.

There are many variations on the described genetic algorithm but they all, more or less, follow

this scheme.

One of the main reasons that genetic algorithms are chosen as an optimisation tool is that the

quantities that are being optimised or minimised may be a function without a specific formula.

A quite common way of optimising function parameter values is using gradient descent [13], a

requirement of which is having a formula that needs to be minimised or maximised and also, the

formula should be differentiable. Quite often, the quantity that needs to be optimised may be a

discrete one, such as the accuracy of a model in terms of number of correct decisions.

Another aspect that makes genetic algorithms powerful, is that they are thought to be exploring

the parameter space to a greater extent than other methods, including gradient descent. An ideal

solution to the problem of finding the optimal value for some quantities of interest, would be

an exhaustive search in the whole parameter space. Through this kind of search, finding the

optimal solution/global minimum or maximum is ensured, but in most cases it is computationally

intractable. In contrast, a gradient-descent search, will follow a single path in the parameter

space that depends on the initial value of the parameters and on the gradient of the objective

function on each point during search and may hit a local minimum. Using a genetic algorithm,

discrete points in the parameter space are chosen and the ones that do better in optimising the
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objective function survive. The population slowly moves towards the areas in space that optimise

the objective function, but at the same time explores a bigger part of the space than the gradient

descent, since mutations create many different points in space rather than following a single

path. This property is also the reason that a genetic algorithm is less likely to get stuck in local

minima/maxima.

In the context of neural networks, where gradient descent through backpropagation is the most

common way of training, tuning the trainable parameters may be alternatively performed using

a genetic algorithm [14]. Using this approach, local minima may be avoided and also the loss

function does not need to be differentiable. According to this framework of training, the neural

network still has a fixed architecture. This idea may not allow finding the optimal solution, since

the optimal network architectures vary according to the task for which they are used. Since

the topology/architecture of the network also affects its functionality, exploring the space of

topologies along with the space of parameters would be convenient and so a different scheme is

proposed in [8] -the neuroevolution of augmenting topologies.

2.2 Neuroevolution of augmenting topologies (NEAT)

Following the aforementioned approach, the architecture of the network is not predefined. To

avoid a predefined topology and force the algorithm to search for the one that performs best in

some task, an augmenting topology scheme is followed. Again, the general genetic algorithm

is used, as random individual neural networks are generated. The initial state of networks is

considered to be a totally unconnected network with some input and output nodes. The first

population is formed by creating random connections between these nodes. A fitness function is

defined and performance of each network is evaluated in every generation. Consequently, the

procedures of genetic encoding, mutation and crossover between networks have to be defined.

2.2.1 Genetic encoding

In order to perform the operations needed for the evolution of the population, an encoding of each

individual neural network is needed. This encoding is referred to as the genome or genotype, and

the network it corresponds to is the phenotype, in parallel with human DNA being an encoding

and the phenotype being the way this encoding is translated into human characteristics. For the

purposes of the algorithm, the genome will be a list with the connections, called genes, that

have been defined in the network with a chronological order. The list will increase in length as

generations pass, since new connections will be defined due to mutations or crossover.

By defining a chronological order or historical marking as mentioned in [8], a global naming

for every mutation that has happened is achieved. Since mutations will be happening at random

within the population, it is plausible that the same mutation may occur more than once. In such a

case, the genes that correspond to the same connection in the networks, should be identified as

so. During crossover, if a historical marking exists in both parents, it should be inherited to the

offspring. An example of a genome and its phenotype is shown in Figure 1, where the encoding

of a network is shown. Using the historical markings, encoding of the same connection in many

different genes, is avoided.
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In: 1
Out: 5

Weight: 0.7

Bias: 0.3
Enabled

Hist. marking: 1

In: 2
Out: 5

Weight: -0.5

Bias: 0.12
Enabled

Hist. marking: 3

In: 3
Out: 4

Weight: -0.17

Bias: 0.92
Enabled

Hist. marking: 5

In: 5
Out: 4

Weight: 1.22

Bias: 0.83
Enabled

Hist. marking: 6

1 2

5

4

3

Figure 1: Example of a genome and the corresponding phenotype [8].

2.2.2 Mutation

One of the basic operations of a genetic algorithm is the mutation of individuals; this allows

further exploration of the parameter space. In the case of NEAT, mutations should be able to

explore both the network topology space and the parameter space of the networks. In order to

explore the parameter space of the networks, mutations are allowed in the weights and biases of

the connections and the activation and aggregative functions of nodes.

Mutations of the weights and biases are quite trivial. At the end of every generation, offspring

have a probability of mutating a weight or a bias term from their connections. The mutations

are simply changes in the values of the variables. The most common way of defining the new

value is through sampling from a normal distribution with mean value μ equal to the current

value of the parameter and a variance σ2 that is defined by the user. This scheme introduces

four hyper-parameters in the algorithm that the user has to define; the probabilities of a weight

(pw) or a bias mutation (pb) and the power of the mutations or the variances (σ2w and σ2b ) of the

distributions used to define the mutated value. Small values assigned to these hyper-parameters

will result in a more thorough search in the parameter space, but also probably in a slower

convergence of the algorithm.

The first mutation that applies to the topology of the networks is the add connection mutation; a

connection is added between two nodes that so far have not been connected. Nodes and their

IDs are shared amongst every individual in the population. Every network though has different

connections defined in between the nodes and through this mutation type, new connections are

defined within the mutated individual. The weight of the new connection is sampled from a

random distribution and a historical marking is assigned to it. The opposite mutation should

also be considered, the disable connection. This type of mutation, straightforwardly disables an

existing connection in an individual. An example of how an add connection mutation is encoded
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5
5 → 4

6
3 → 5

Figure 2: Example of an add connection mutation and the corresponding genome change [8].

is shown in Figure 2, where also a disabled connection is shown.

The second mutation regarding the topology is the add node, where a new node that did not exist

so far is introduced. The way that such a node is added is by splitting an existing connection into

two and placing a node between the two new ones. The old connection is disabled and the two

new ones are added to the genome of the individual. The connection leading to the new node has

a weight of 1 and the second one has weight equal to the weight of the old connection. The new

node has a new ID and it is available in every individual to be connected through add connection
mutations with other nodes. An example of the add node mutation is shown in Figure 3.

2.2.3 Crossover

Finally, the crossover operation is needed to completely define the genetic algorithm procedure.

The crossover is performed using the genetic encoding of the networks. The genomes of the

parents are placed in parallel according to the historical marking of each gene in the genomes.

If a gene with a specific historical marking exists only within the genome of one parent, it is

directly inherited to the offspring. If a gene with the same historical marking exists in both

parents, it is inherited to the child by the most fit parent. An example is shown in Figure 4.

3 Application on experimental data

3.1 Experiment description

In order to test the algorithm, an experimental setup is considered [6]. The experiment is that of

simulating damage on an aircraft wing. The wing was set in the laboratory and was excited with

white noise using a shaker attached to its bottom surface. Sensors were placed on it as shown

in Figure 5. The experiments were performed using the wing in both damaged and undamaged

states. The damaged states were simulated by removal of one out of nine different wing panels.

The panels that correspond to a different damage case are each shown in Figure 6.

The quantities that were recorded during the experiments with the damaged wing, were the
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Figure 4: Crossover process given two parents and their genomes [8].
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Figure 5: Configuration of sensors placed on the GNAT wing [6].

transmissibilities between two sensors. Transmissibilities are a quite useful feature, since

knowledge about the excitation force is not required, in contrast to the case of a frequency
response function (FRF). The transmissibilities were recorded between sensors AR and A1, A2

and A3 and similarly between the rest of the sets shown in Figure 5. This procedure resulted in

nine different transmissibilities that were available for both the undamaged and the damaged

states. Subsequently, intervals within the transmissibilities that were more sensitive to damage

were identified “by eye”; this resulted in 72 different intervals and for each one of them, novelty

indices were calculated between the normal condition transmissibilities and the testing cases.

The novelty indices were calculated using the Mahalanobis distance,

D2
ζ = (xı − x)TS−1(xı − x) (1)

where xı is the sample whose Mahalanobis distance is calculated, x is the mean vector of the

observations and S−1 is the covariance matrix of the observations.

The type of model that was selected to classify the data was a neural network taking as inputs

the values of the novelty indices and as output one out of nine classes of damage. In order

to further reduce the feature space, a genetic algorithm was used to select the best subset of

features out of the 72 novelty indices [15]; this resulted in nine novelty indices. The neural

network was selected to be a feedforward neural network with one input layer, a hidden layer

and a decision/output layer. The best size for the hidden layer was selected according to the

performance of the networks in the validation set after having tried different sizes. The optimal

network had nine nodes in the hidden layer and the its accuracy is shown in the confusion matrix

in Table 1. The total accuracy was 98.14% on the testing set.
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Figure 6: Schematic drawing of wing panels removed to simulate the nine damage cases [6].

Predicted panel 1 2 3 4 5 6 7 8 9

Missing panel 1 65 0 0 0 0 0 0 0 1

Missing panel 2 0 65 0 1 0 0 0 0 0

Missing panel 3 1 0 62 0 0 1 0 1 1

Missing panel 4 0 0 0 66 0 0 0 0 0

Missing panel 5 0 0 0 0 66 0 0 0 0

Missing panel 6 0 3 0 0 0 62 0 1 0

Missing panel 7 0 0 0 0 0 0 66 0 0

Missing panel 8 1 0 0 0 0 0 0 65 0

Missing panel 9 0 0 0 0 0 0 0 0 66

Table 1: Confusion Matrix of neural network classifier, test set, total accuracy: 98.14% [15].
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Predicted panel 1 2 3 4 5 6 7 8 9

Missing panel 1 63 1 0 0 0 0 0 0 2

Missing panel 2 0 62 0 1 0 0 0 0 3

Missing panel 3 0 1 61 2 0 0 0 0 2

Missing panel 4 1 0 0 65 0 0 0 0 0

Missing panel 5 0 0 0 0 66 0 0 0 0

Missing panel 6 1 1 1 0 1 61 0 0 1

Missing panel 7 0 0 0 0 0 2 63 0 1

Missing panel 8 1 0 0 0 0 0 0 65 0

Missing panel 9 1 0 0 0 0 2 0 0 63

Table 2: Confusion Matrix of fittest NEAT individual, test set, total accuracy: 95.79%.

3.2 NEAT training

Taking into account the time needed to select the optimal size for the hidden layer, as well as the

fact that the neural network selected had a restricted architecture since it was a feedforward one,

application of NEAT was attempted on the same problem. By applying NEAT in this problem, a

different topology for the network is expected and maybe a more interpretable model. The exact

datasets were used in order to facilitate comparison between the two algorithms.

The population for NEAT was chosen to be a 500-neural network population with a rectifier or

relu activation function on their nodes. The probabilities of mutating a weight or a bias term

were both 0.7 and the mutate power was 0.1 in both cases. Moreover, the probabilities of adding

a new connection or a new node were both 0.5 and the probability of deleting a connection was

0.05. The fitness function was set to be the accuracy of predictions given by a softmax function

σ,

σ(x)i =
exp(xi)∑
j exp(xj)

(2)

applied on the values of the output nodes of each network, using this function on the output of

the networks, the algorithm allows their interpretation as probabilities.

3.3 Results and splitting into subnetworks

Having trained the population, after 3216 generations and about a day of training, the fitness

of the “strongest” individual had been stable for many generations and so it was considered to

have converged. The confusion matrix for the fittest individual on the testing set is shown in

Table 2. The accuracy is slightly lower than the accuracy of the original work where feedforward

networks were used.

It is worth isolating the sub-networks that describe how each output node is activated. This is

done by looking for paths from every input node to each output node separately. Doing so, the

subnetworks that are found for every damage class are shown in Figure 7. Connections with

green colour represent positive weights while the ones in red correspond to negative weights. It

is particularly interesting that subnetworks whose structure is quite simple have been created.

For example the subnetwork corresponding to panel 9, is affected only by input features 3, 7 and
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Predicted panel 1 2

Missing panel 1 64 2

Missing panel 2 0 66

Table 3: Confusion Matrix regarding classifying cases of missing panels 1 and 2 using the

respective subnetworks, accuracy = 98.48%.

8. This separation could result in further insight into the physics of the problem, as it is more

interpretable than a fully connected neural network.

Another aspect of this approach is that these subnetworks could be combined and used as a

modular classification model for a subset of damage cases. For example, one may be interested

in creating a classifier that would be able to distinguish between the classes of missing panel

1 or missing panel 2. The procedure to be followed is to use the subnetworks of the two cases

and assign a label to the sample according to which subnetwork generated a greater value on its

output node. By applying this algorithm for the case of damage cases 1 and 2, the confusion

matrix for the testing data is shown in Table 3. It is also worth noting that using this approach,

the values of the input features that are needed are those of features 1, 2, 3, 4, 5, 6, 8, since they

are the subset of input features that are used by the two subnetworks.

4 Conclusions

An alternative approach to training neural networks for SHM was presented, that of augmenting

topologies. The algorithm used does not have a specific topology for the neural network that is

going to be trained, but is searching for an optimal one using a genetic algorithm. Following

this approach, the size and architecture of the network to be used does not have to be predefined.

Even though selection of a topology is avoided, new training hyperparameters have to be defined,

for example the probabilities of the creation of a new node or a new connection in the population

of neural networks.

The results of the classification task in the SHM example described, reveal that the accuracy of

the fittest individual was close to the accuracy of a feedforward neural network trained using

backpropagation. The training time, taking into account recent advances in hardware used in

applying backpropagation in neural networks, is much larger for the NEAT algorithm. The

training time for NEAT could be lower if a parallelisation scheme was followed, which was not

used in the current work.

Although there are some disadvantages in applying such an algorithm, some advantages emerged;

the first is that the fitness function may be a discrete quantity that could not be used as a cost

function in a feedforward neural network. Furthermore, the isolation of subnetworks presented,

generated quite simple sub-models for each damage case, whose extraction is not applicable

in a feedforward neural network. The use of such subnetworks for classification of a subset of

damage cases was also shown to be possible. These modular models used a subset of features

which may prove useful in cases that some features may not available. In such cases, inference

may still be made for subsets of damage cases.

Finally, more simple or more complex architectures that are not achievable by using a mainstream

feedforward network are considered. The approach of augmenting topologies allows a greater

variety of networks to be tested for the task at hand. In many problems, this may result in models

that achieve greater accuracy compared to other neural networks. The algorithm has also the
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potential of allowing recurrent connections that may also fit the underlying physics of a problem

and approximate better the real relationship between inputs and outputs.
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Abstract. Computer models are inevitable in the present world, and the past few years have
witnessed significant improvements in modelling capabilities. Most of the critical engineering
structures in the real world exhibit complex behaviour and are often made up of constitutive
subsystems or components. In most of the cases, performance or test data at system level might
not be adequately available to perform a full-scale validation and hence the predictions from
such a model cannot be relied upon in taking crucial decisions. A straightforward approach is to
validate the individual subsystems or components and establish confidence in those respective
models. Although various components can be modelled reasonably accurately, the prediction of
the overall response of a structure also depends on the interaction between various components;
developing and validating such a full-scale model is not an easy job. In this regard, it could be
narrated that the connections or joints between the components are equally important as the
components themselves and need to be modelled as accurately as needed, and the respective
models validated. This paper discusses an approach to deal with system-level responses, where
the components, as well as the joints between them are treated as separate subsystems. An iso-
lated model has been employed to validate the model for the joint separately and a probabilistic
approach is adopted to propagate various parameters and associated uncertainties through the
respective models to predict the overall response. This approach is demonstrated through a
generic problem, where two different subsystems are connected together to form a full system.
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1 INTRODUCTION

The process of developing any computational model starts with a concept. The concept

depends on the understanding of the underlying physics of the process, which paves the way

to fit a mathematical model to the concept. This mathematical model defines how different

parameters affect the process. In order to solve this mathematical model, a numerical strategy

is adopted (e.g. a computer code) and it is this computer code that usually predicts the required

response. It is an important step to make sure that the model is good enough for purpose, and

that is where verification, calibration and validation come into the picture. Figure 1 shows

various stages in the development of a numerical model and where verification, calibration and

validation come in.

It is through verification that one confirms the ability of the numerical strategy to accurately

represent the underlying mathematical equation. There are different methods of verification that

exist depending on the type of the code, and this is still an active topic of research [1, 2, 3]. Even

when the code is verified and is proven to give accurate results based on the mathematical model,

the parameters of the mathematical model might require calibration or fine tuning. It is through

calibration that one can update the parameters so that the mathematical model predicts the

responses with accuracy. This process involves comparing the output from the model with real

or experimental data to confirm that the parameters are tuned well [4, 5]. Calibration updates the

mathematical model based on the experimental results, but the ability of the model to perform

well in different settings can be realised only if the concept in the beginning was right; this is

established through validation. Model validation refers to the process of determining the degree

to which a model (and its associated data) is an accurate representation of the real world from

the perspective of the intended use of the model [3].

Figure 1: Stages in development of a numerical model.

Both validation and calibration require performance or test data. In practice, many engineer-

ing structures are impractical to test to obtain these data and in such situations, it may not be

possible to calibrate or validate a model. This paper discusses such situations were a structure

cannot be tested, but the substructures or components can be tested. In such cases where the

component or subsystem-level models can be calibrated and validated, these can be used to have

3847



A. Muraleedharan, R.J. Barthorpe, K. Worden

better predictions at the system level. This situation also depends on the interaction between the

components and in the physical sense, these interactions are determined by the joints. This fact

makes it important to know more about joints, and the way joints influence structural responses.

The initial part of the paper reviews methods to apply calibration of parameters through

subsystem-level models before focusing on joints. The primary aim is to present an approach to

deal with connected systems and on how to address the joints in such systems. The interaction

of a joint, and ways of addressing the joints in a system are also discussed. The paper adheres

to a probabilistic framework, and hence applications of Bayesian statistics can be found linked

to some key concepts. An example problem on a simple connected setup is employed to discus

the key concepts and methodologies presented.

2 SUBSYSTEM-LEVEL MODELS

2.1 Concept

Due to the practical difficulties in testing entire structures, calibration and validation data

cannot always be obtained for models (system-level models) representing many engineering

structures. Nevertheless, simpler parts of the same structure (subsystems) or individual com-

ponents may be tested independently and the data thus obtained can be used to calibrate and

validate the respective subsystem-level or component-level models. A component-level model

is a subsystem-level model where the subsystem is reduced to just one component. This process

of validating the subsystem-level models does not directly validate the system-level models,

but the inferences from the validation exercises at such lower levels, can be used to improve

the system-level model and thus to obtain better predictions of the behaviour of the overall

structure through these improved system-level models. One way to improve the system-level

model is through updating the parameters in the system-level models through observations of

the subsystem-level models which employ the same parameters. Integrating the calibration and

validation process in the subsystem-level models facilitates the use of better-calibrated parame-

ters in the system-level models, which results in better predictions [6].

This process of obtaining better-calibrated parameters is realised through a probabilistic ap-

proach where updated parameters from individual subsystem-level models are further updated

according to the respective validation results. This process improves the results and is partic-

ularly applicable in situations where there are multiple subsystem-level models to calibrate for

the same parameter. To better understand the process, let a system-level model, H , be assumed

for a system S such that the model predicts a response YS , from an inputXS . It can be expressed

as

YS = H(XS, θS) (1)

where θS represents the parameters that define the model. Furthermore, assume that this sys-

tem is formed of two subsystems. Let G1 and G2 be subsystem-level models that represent

subsystems S1 and S2 of the structure being represented by H ,

YS1 = G1(XS1 , θ1, θ2) (2)

YS2 = G2(XS2 , θ2) (3)

Here, θ1 and θ2 are subsets of θS and θS may have other parameters which are not addressed by

either of the subsystems,

θS = {θ1, θ2, θ3, ....θn} (4)
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This vector may be represented as,

θS = {θ1, θ2, θextra} (5)

where the additional parameters are represented as θextra = {θ3, . . . θn}.
If data for calibration (Dc

1 andDc
2) and validation (Dv

1 andDv
2) are available at the subsystem

levels S1 and S2 respectively, models G1 and G2 can be calibrated for the parameters and vali-

dated. Once the calibrated distributions of the parameters, θ1 and θ2, are obtained from both the

models, the result of validation can be applied to and propagated through the system-level model

H to obtain a better prediction Ys. This process is explained below and a graphical represen-

tation of the problem is illustrated in Figure 2. A probabilistic graphical modelling framework

[7, 8] enables better control over the process and the changes in response predictions can be

updated in real time through additional calibration and validation data. In this paper, graphical

models are not employed, but graphical representations are illustrated for better understanding

of the model interactions.

Figure 2: Graphical representation of the system and subsystem-level model interaction.

2.2 Calibration

Let p(θ1) and p(θ2) be the prior distributions of the parameters θ1 and θ2 respectively. Dc
1

andDc
2 refer to the calibration data for the modelsG1 andG2 respectively. From the calibration

data, posterior distributions of θ1 and θ2, p(θ1|Dc
1), p(θ2|Dc

1) and p(θ2|Dc
2) can be obtained

through a Bayesian approach [4]. The posterior of a parameter θ of a model G with calibration

data Dc and a prior p(θ) can be obtained using the following relation,

p(θ|Dc, G) =
P (Dc|θ,G)p(θ)∫
P (Dc|θ,G)p(θ)dθ (6)

P (Dc|θ,G) is the likelihood function of θ and can be expressed as,

P (Dc|θ,G) ∝
n∏

i=1

1

σ
√
2π
e−

(Yi−G(Xi,θi)
2)

2σ2 (7)
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where σ is the standard deviation of the observation errors. Here, θ1 can be calibrated through

G1 and θ2 through either G1 or G2 or through both G1 and G2 together at once. In situations

where both the subsystem-level modelsG1 andG2 are considered together, the likelihood func-

tion P (Dc
1, D

c
2|θ2, G1, G2) is given by (assuming independence between the models),

P (Dc
1, D

c
2|θ2, G1, G2) ∝ (

n∏
i=1

1

σ
√
2π
e−

(Yi−G1(Xi,θi)
2)

2σ2 )(
n∏

j=1

1

σ
√
2π
e−

(Yj−G2(Xj,θj)
2)

2σ2 ) (8)

2.3 Validation

Once the process of calibration is completed, the individual subsystem-level models can be

validated from the available validation dataDv
1 andDv

2 corresponding toG1 andG2 respectively

[9, 10, 11]. An integral aspect of any validation process lies in having a validation metric.

Different validation metrics are discussed in various parts of literature [2, 12]. The use of a

Bayes factor B [11] as a validation metric finds application in such problems. The Bayes factor

represents the likelihood ratio, and in cases where there is only a single model G(θ), it can

be used to represent the ratio of likelihood of observing the data with null (G) and alternate

hypotheses (G
′
),

B =
P (Dv|G)
P (Dv|G′)

=

P (G|Dvp(Dv)
P (G)

P (G
′ |Dvp(Dv)

P (G′ )

=
P (G|Dv)P (P (G

′
)

P (G′ |Dv)P (G)
(9)

The Bayes factor gives a measure on the probability of a model to be validated. The proba-

bility of a model G being valid based on available validation data Dv, represented as P (G|Dv)
can be obtained from the equation,

P (G|Dv) =
B

B + 1
(10)

It is obvious from the equation that a Bayes factor equal to one (B = 1) corresponds to equal

probabilities for the model to be valid and not to be valid. In a generic approach, the model

which corresponds to the highest Bayes factor might be more probable and be selected, but

[6] proposes a method where all models are selected based on their respective probabilities of

being valid, to update the already calibrated parameters. Once the probabilities of subsystem-

level models G1 and G2 being valid (P (G|Dv
1) and P (G|Dv

2)) are determined as above, the

probabilities corresponding to the respective models not being valid (P (G
′ |Dv

1) and P (G
′ |Dv

2))
can also be obtained. Assuming independence between the models, P (G

′ |Dv
1) = 1−P (G|Dv

1)
and P (G

′ |Dv
2) = 1− P (G|Dv

2).
This approach can also be used to find the probabilities that both the models are valid, only

one of the models is valid or both the models are not valid [6]. The literature [6] also proposes

to include the prior distribution weighted accordingly with the probability of both the models

being invalid. This strategy makes complete sense, as no posteriors can be relied on in cases

where the models are invalid. For example, here, θ1 exists only in the subsystem-level model

G1 and hence the only applicable factors would be P (G1|Dv
1) and its compliment P (G

′
1|Dv

1);
the prior p(θ1) shall be weighted according to P (G

′
1|Dv

1).

2.4 Isolated models

In the current discussion, the number of subsystem-level models is limited to two in which

one can obtain calibration and validation data. Through these models, G1 and G2, and the
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associated test data, one could propagate updated and probabilistically-weighted parameters

through the model H to facilitate better predictions. But still, the model H , involves other

parameters that were not addressed with the subsystem-level models. These situations also arise

in real life situations where all the subsystems or components of a structure cannot be tested

thus compromising the reliability of the predictions. It is in this context that the importance

of isolated models shall be discussed. In order to calibrate a parameter associated to a system

or subsystem-level model, an isolated model, specifically designed to address the case can be

used. These isolated models shall represent structures which are feasible for testing, and more

importantly shall involve the parameters which need to be updated. In this case, one can employ

an isolated model G3 representing a simple structure which can be tested. Let the model be

mathematically represented as,

Y3 = G3(X3, θ3) (11)

where X3 and Y3 refer to input and output respectively. This model and the associated cal-

ibration and validation data Dc
3 and Dv

3 can be used to obtain a reliable distribution for θ3,

represented as p(θ3|Dc
3, D

v
3) using the methods described before.

While the approach discussed above remains a good way of propagating parameters through

the system-level models, the validation at the system level still remains a problem. This ap-

proach considers the system-level model as an independent model from the subsystem-level

models and the focus lies on calibrating the parameters that define the model through subsystem-

level models or isolated models. The advantage of such isolated models is that the models and

associated structures need not be a part of the structure under consideration. While considering

the subsystem-level models as representing real parts of the structure is advisable, isolated mod-

els can be used to fill the gap in missing parameters through subsystem-models. A proper metric

[2, 12] to evaluate the degree of validation that can be achieved through validating subsystem-

level models of different degrees of similarity and assessing the similarity in the role of the

subsystems in the full system itself remains a hurdle at present, which demands expert knowl-

edge and critical engineering judgements in proceeding with such assumptions.

2.5 Interaction function

It is important to approach the problem in a way that directs one towards a validated model

at the system level. Apart from calibration and validation of the subsystem-level models as a

means of obtaining calibrated parameters, it has to be such that these models directly form a

part of the overall system or the system-level model and interact within the model towards ob-

taining target quantities. This interaction between different subsystem-level models in a struc-

tural engineering scenario is not easy to generalise and can be specific to a particular problem.

These interactions can be defined using an interaction function which governs how the different

subsystem-level models compile to a system-level model.

Looking back at the previously-defined system S represented by system-level model H ,

formed of two subsystems S1 and S2 represented by subsystem-level models G1 and G2, the

interaction function fH shall determine the interaction between models G1 and G2,

H = fH(G1(θ1, θ2), G2(θ2), θextra) (12)

Here, once G1 and G2 are validated, they contribute towards more reliable predictions with

the model H . The extra parameters may not be calibrated and the part of the system-level

model H which is not validated is limited to the interaction function. Calibration of some or

all of the additional parameters θextra may be performed through isolated models (such as G3)
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as described above, and propagated through this system-level model. There could be situations

where the subsystems are represented by more than one model; in such a case, multiple models

can be used for updating the same parameters, but the most valid model representing the sub-

system’s role in the model shall be the one selected. A Bayesian hypothesis selection approach

[11] can be adopted to select the best model in these situations. Again, a Bayes factor can be

used to select between models. To select between two models G3 and G4, with respective val-

idation data Dv
3 and Dv

4 , the Bayes factor between G3 and G4 can be obtained as in equation

(13). A Bayes factor greater than one favours the modelG3, and less than one favours the model

G4, where,

B =
P (Dv

3 |G3)

P (Dv
4 |G4)

=

P (G3|Dv
3p(D

v
3 )

P (G3)

P (G4|Dv
4p(D

v
4 )

P (G4)

=
P (G3|Dv

3)P (P (G4)

P (G4|Dv
4)P (G3)

(13)

3 JOINTS

Any structure (system level) could be divided into subsystem-level components and an ap-

proach to predict system-level responses through subsystem-level inferences is described above.

However, real structures are more complex. Although the components form the structure, the

interaction between the components is as important as the components. These interactions be-

tween the connected components within a structure are governed by the joints. In a system-level

model representing a full structure, it is an obvious need to find parameters that define any joints

involved; however, these joint specific parameters may not be existent in the subsystem-level

models that could be validated. Moreover, any possibility to validate the modelling concepts

related to the joints are also lost. It is in this context that it becomes a necessity to calibrate for

the joint-specific parameters and to validate the joint-specific models through an appropriate

method. An effective approach to deal with the above aspects of joints is through treating joints

as a separate subsystem. The role of this subsystem in a full system is to connect components or

other subsystems together in the required configuration, and a model representing this subsys-

tem - the joint model - shall be good enough to address this role. Thus, the system-level model

will be a combination of the subsystem-level models and the joint models that determines how

the subsystems shall interact within the full structure.

Figure 3: Interaction of a joint with components.

In many cases, as it might not be practical enough to test the components in connection, joint

models will often be isolated models of simpler test structures (connected structures) with the

same type of joint, which could be tested. It is also an obvious fact that a joint does not exist on

its own, but only co-exists with the components it connects together. Therefore, in any exercise

to calibrate or validate a joint model in a structure through isolated structures, care must be

taken to select or design the test-joint, so that it should effectively address major parameters

that define the joint and in a way that it closely matches the purpose of the joint in the full

structure.

A joint, apart from having its own general properties (such as the Young’s modulus and

Poisson’s ratio of weld material in case of the welded joint), might also possess properties that
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are dependent on the components it connects, and even properties specific for the particular

combination of the components being connected (such as thickness of a component). With an

isolated model as described above, most of the physics, which are general for a particular type

of a joint, can be characterised and the associated parameters updated and propagated through

any system level models as in the previous sections. While the calibration and validation of

isolated models enhances the results, the system-level model shall also be capable of including

the uncertainties arising from any properties which were not validated through the joint model

or either of the subsystem models. These parameters come into the system-level model as new

elements - additional parameters θextra as explained in the previous sections.

A well-selected isolated model for the joint which can closely represent the functioning of

the joint in the structure, can be integrated into the system-level model through the interaction

function. The joint model has a significant role in determining the interaction between the

components and it is very important to include such validated models of joints in the interaction

function. The primary function of any joint model is to address how the joint influences various

degrees of freedom between the components and the effect of various physical and geometrical

parameters on this influence. An isolated joint model which can address this effects on a similar,

simpler structure can be projected on to a different scenario of connecting different structures

(the actual components or subsystems) thorough a proper interaction function and with help of

any extra parameters that might be necessary to define the specific interaction. Suppose the

joint model is represented by J ,

YJ = J(XJ , θJ) (14)

where YJ is the response to an input XJ and θJ represent the parameters that define the joint

model. If this joint model can be calibrated for the parameters θJ and also validated, it could

then be used to in the interaction function together with the other subsystem-level models to

obtain the system-level model H ,

H = fH(G1(θ1, θ2), G2(θ2), J(θJ), θextra) (15)

Here, θextra includes additional parameters required to define the joint in the full-structure,

as well as any other parameters that may be required to define the full-structure through the

system-level model. If all subsystems and joints in a full structure are considered such that there

are no additional parameters involved in defining a system-level model, the system responses

and uncertainties can be quantified with better accuracy; however, in a real structure where tests

are not possible in the connected configuration, such scenarios of not requiring any additional

parameters are unlikely.

4 EXAMPLE CONNECTED SYSTEM

4.1 Problem description

In order to demonstrate the approach to deal with a connected system, an example problem

is introduced. In this setting, the full structure is a 3-DOF spring-mass-damper system fixed

onto a beam. The beam is hinged at one end and supported at the other end through a spring as

shown in Figure 4a. The 3-DOF spring-mass-damper system is shown in Figure 4b.

The target quantity here is the acceleration of the top mass of the 3-DOF system, in the

connected configuration when the beam is subjected to a random vibration at point A (midpoint

of the beam) as shown in Figure 4a. It has to be assumed here that one cannot test the full
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Figure 4: Subsystems to be connected.

structure and hence no calibration or validation data are available at the system level. The 3-

DOF spring-mass-damper system shown in Figure 4b forms one of the subsystems, S1 and the

Beam with spring in Figure 4a forms the second subsystem S2.This example problem has been

inspired by a similar model and validation exercise presented in [13]. Test data are assumed

to be available at the subsystems levels, which make it possible to carry out the calibration

and validation operations at the subsystem levels for individual subsystem-level models. These

exercises can be carried out using the methods described before using a Bayesian approach

[4, 11, 6]. In order to predict reliably the response quantity of interest - the acceleration at the

top mass - one has to use the validation and calibration results from the subsystem level. As

described in the previous section, this also involves having a reliable joint model, so that the

interaction between the two subsystems can be realised. The following sections explain how

this could be realised in the context of this example.A similar problem is discussed in

Tables 1 and 2 show various parameter values considered in this example. The parameters

related to the beam were assumed deterministic to reduce the computational costs associated,

while the parameters associated with the 3-DOF system are assumed random. The role of these

parameters will be more evident in the following sections.

Parameter Value

E - Modulus of Elasticity 210 Gpa

ν - Poissons ratio 0.3

ρ - Density 2700 kg/m3

L - Length 0.5 m

b - cross sectional breadth 0.01 m

h - cross sectional height 0.01 m

kbeam - stiffness of spring 105N/m

Table 1: Parameters governing the beam in Figure 4.

4.2 Joint as a subsystem

Here, apart from considering the 3-DOF system and the beam-with-spring as subsystems,

one needs to address the joint as a separate subsystem. In this particular example, it is assumed
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Parameter Mean Standard devia-

tion

k1 = k2 10000 N/m 200 N/m

c1 = c2 0.3 Ns/m 0.03 Ns/m

kj - prior 8000 N/m 800 N/m

cj 0.3 Ns/m 0.03 Ns/m

α 350 mm 4 mm

ks 106N/m 104N/m
kp 3000 N/m 150 N/m

Table 2: Parameters governing 3-DOF system and joint.

that the 3-DOF system is being connected to the beam, but to simplify the problem the connec-

tion is being represented with a spring and a damper. This might be a debatable and simplest

representation of a connection by itself, but as the focus is not on modelling, this simplicity

helps a lot in highlighting the specific approach that is being demonstrated. Even in this sim-

plest representation, one needs an isolated system to calibrate for the parameters of the joint; as

mentioned earlier, the joint cannot exists on its own. Therefore, any tests can only be performed

on a connected system and by reducing the complexity of this isolated connected system, the

joint-model can be validated more reliably. This test can be achieved through isolated con-

nected systems where the connected components have well-validated models by themselves

and the calibration and validation operations limit specifically to the introduced joint. Here in

this example, an isolated model with the same joint as used in the full structure (represented by

a spring and damper) connecting two sample masses - which are perfectly calibrated - is used.

The parameters of the joint (kj and cj) can be calibrated and also this model, which predicts the

dynamic behaviour of systems connected by the particular joint can also be validated. Figure

5 illustrates the isolated connected system used for calibration and validation (of the isolated

model) of the joint model.

Figure 5: Isolated setup for validating joint model.

Since calibration and validation operations are possible on the subsystem models S1 and S2,
three different validated and calibrated models will be available in this case. The calibration and

validation of these models is not exercised here, as the paper focuses on a different aspect. How-

ever, interested readers are referred to [4, 11, 6, 9] to strengthen their knowledge in Bayesian

calibration and validation procedures. Here, it is assumed that perfectly-validated models ex-

ist for both S1 and S2 and all the associated parameters in those subsystem-level models are

calibrated. Furthermore, the isolated model for the joint is also calibrated for the respective

parameters kj and cj , and this model is validated.
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4.3 Subsystem-level models

Adhering to the convention adopted in the earlier sections, let the subsystem level models

be G1 and G2 respectively for the subsystems S1 and S2. The model representing the isolated

joint model is denoted J . The model G1 predicts the acceleration of the mass m3 when a force

F1 excites the mass m1; is represented mathematically using the dynamic equation (16). [m],
[c], [k], and [F ] in the following equations represents the mass, damping, stiffness and force

matrices respectively,

[m]S1 [Ẍ] + [c]S1 [Ẋ] + [k]S1 [X] = [F ]S1 (16)

The force F1 being a time series, the acceleration, velocity and displacement of all the masses

at any point in time can be calculated from the above model described in (16) through a valid

time integration scheme [14, 15]. Similarly regarding the model for the beam with spring, S2,
it is a finite element model with beam elements and does not consider any out of the plane

degrees of freedom. This model is also realised using the dynamic equation, where the mass

and stiffness matrix of the beam are developed [16] with a damping of 2% assumed. This

subsystem model G2, predicts the responses (acceleration, velocity and displacement) at every

node in the finite element model on application of a force, which here is random,

[m]S2 [Ẍ] + [c]S2 [Ẋ] + [k]S2 [X] = [F ]S2 (17)

The isolated joint model, which is also calibrated and validated, connects two masses and is

capable of representing the interaction between them in a dynamic context. The joint itself is

composed of the spring and damper, but it determines how the masses interact with each other.

Further-more, in the system-level model, the same joint determines how S1 (3-DOF system)

and S2 (beam with spring) interact,

[m]J [Ẍ] + [c]J [Ẋ] + [k]J [X] = [F ]J (18)

4.4 Integrating subsystem-level models

Having validated models of the two subsystems, and also a validated model representing a

similar joint, it is required to predict the response at the system level through the system-level

model. As explained in the previous sections, the system level modelH can be realised through

an interaction function as described before,

H = fH(G1(θS1), G2(θS2), J(θJ), θextra) (19)

This interaction function here is a code or scheme that decides how the 3-DOF system S1,
is joined to the Beam S2, through the joint J . It is easy to imagine in this simpler example,

on what the interaction function is intended to do. There exists a validated joint model which

can represent the interaction between two connected components. In the isolated condition,

the components it connects are purposefully limited to a simpler entity (two calibrated masses

here) to make the calibration and validation process feasible. However, it is the same joint that

exists in the full structure, connecting more complex subsystems (S1 and S2 in this example).

When the same isolated joint model is modified by replacing one of the sample masses with S1
and the other with S2, the full structure shall be defined. The interaction function is intended

to do exactly the same task of integrating these models together in the required configuration

demanded by the specific problem.
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While the above described process seems trivial, it must be noted that the model-integration

process may not be completed without extra parameters that define many specific criteria and

properties of the joint. Although the isolated joint model represented the interaction between

the two sample masses perfectly, when joining S1 and S2, it needs additional parameters that

define further specifications of the joint. This is often the case in real engineering where a

particular joint may not be fully replicated using simpler connected systems. Although a good

part of the joint can be represented through the simpler isolated connections, there exist certain

aspects which are to be addressed in the real connection which were not present in such isolated

models.

In this isolated joint model, it represents the connecting of two nodal masses, and it does not

have any parameters that define any point of connection, simply because it was not needed. But

when the same joint connects the beam and the 3-DOF systems together, there exists a need to

define where and how they are connected together, which mass is being connected together with

the beam and at what point in the beam is it going to be connected. Therefore, the interaction

function shall address these qualities of the joint and this demands more parameters that can

define such qualities.

In this particular example, a new parameter α, which defines the distance from the hinged

end of the beam to where the 3-DOF system (S1) is connected is introduced as an additional

parameter. Another parameter β which can take values 1, 2 or 3 defines the index of mass to

be connected. Furthermore, an effect on stiffness and damping values is also considered. This

latter takes into account the effect of the substructures on the joint. In the real world, the con-

nection is influenced also by the components being connected and as the components change,

the effect will be witnessed in the interaction due to their influence on joint characteristics.

The additional stiffness and damping parameters are represented as kp and ks. Figure 6 gives

a pictorial representation of how the subsystem-level models get integrated with the isolated

joint model through extra parameters. Note that additional parameters, which were absent in

the isolated model are required to define the connection.

The interaction function fH , generates the system-level model from the subsystem-level

models, in this case by generating new mass, stiffness and damping matrices. The parame-

ters of the joint, the parameter α which define the location of the joint in the beam, β which

defines the location of joint in the 3-DOF system, the additional stiffness parameters kp and ks,
all influence the formation of the new matrices. Here, β is a constant, assuming the mass being

connected is always the bottom massm1, but the other parameters are expected to be uncertain

and a Gaussian distribution is assumed. The interaction function determines the indices of var-

ious elements in the matrices in the system-level model, according to the parameters. Equation

(20) represents the stiffness matrix in the system level model, by concatenating the stiffness

matrix of the 3-DOF system to the stiffness matrix of the beam through the joint in generic

form,

[m]S[Ẍ] + [c]S[Ẋ] + [k]S[X] = [F ]S (20)

In a system-level model thus obtained, a good part of it is validated as all the subsystem-

level models are validated. A model for the same joint is also validated fully in an isolated

connection set-up. Employing the same validated models in the system-level models improves

the reliability of the predicted responses and the part of the system not validated is limited

to the function which defines how the different models interact. Although this aspect of the

system relies on expert knowledge, the possibility to validate the constituent subsystem-level

models is a decent achievement in most engineering problems. It is also very important to make
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Figure 6: Interaction between subsystem level models.

sure that the additional parameters are addressed properly and the uncertainties related to these

parameters are considered while predicting the target quantities.

4.5 System-level model

Figure 7 shows the graphical representation of the current problem. As one can clearly

interpret, the system-level model share most of the parameters from the subsystem-level models

G1 and G2, and the isolated joint model J . Furthermore, the system-level model H itself was

developed through integrating the subsystem-level models G1, G2 and J with the additional

parameters. The models G1, G2 and J have associated calibration data through which the

parameters can be updated, and also these subsystem-level models can be validated.

The validation results from the subsystem-level model, apart from influencing the updating

of parameters, will also play a major role in improving the reliability of predictions at the system

level. A good part of the interaction is defined through the isolated joint model, which when

validated, improves the confidence further. As discussed before in the paper, if there are more

subsystem-level models, which might not be used in the formation of the system level model,

but help in calibrating the parameters, they can be included in the graph network so that the

parameters can be better calibrated.

4.6 Calibration of the joint model

Once again stressing that the point of this paper is not intended to demonstrate the calibration

and validation exercises, but to propose an approach to deal with the joints, the subsystem
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Figure 7: Graphical representation of the problem.

models, as well as the isolated joint models are assumed to be validated. Furthermore, all

the parameters defining both subsystems are assumed calibrated. However, to demonstrate the

purpose of considering the joint as a separate subsystem, the stiffness at the joint kJ is assumed

not to be calibrated. This parameter needs to be calibrated through the isolated joint model.

The prior value of kJ is given in Table 2. In a scheme where the joints are not considered,

it will be this prior value that would be propagated through the system-level model. Since the

joint is being treated as a separate subsystem, the model for the joint can be calibrated (and

validated - for this problem it is assumed that the model is validated). Here, the model J is

calibrated for kJ from the calibration data Dc
j which in this case is the natural frequency of the

the isolated connected system.

The posterior of the joint parameter p(kj|Dc
j , J) is given by,

p(kj|Dc
j , J) =

p(Dc
j |kj, J)p(kj)∫

p(Dc
j |kj, J)p(kj)dkj

(21)

and as in equation (7), the likelihood function can be expressed as,

p(Dc
j |kj, J) ∝

n∏
i=1

1

σ
√
2π
e−

(ωi−J(m,ki
j
)2)

2σ2 (22)

The posterior of kj was obtained through a Metropolis-Hastings MCMC algorithm and the

updated kJ values are shown in Figure 8. The red dashed line corresponds to the prior and the

blue one corresponds to the posterior distribution of kJ .
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Figure 8: Joint parameter kj before and after calibration (by considering an isolated joint model).

4.7 System-level responses: some numerical results

In this particular example, three different cases of the system-level models are considered to

demonstrate the approach of considering joints as separate sub-systems and in considering extra

parameters that might be needed to define a connected system. In the first case, it is assumed

that no extra parameters are required to define the connected system, or all the parameters

were identified and calibrated through the isolated joint model. The case is realised through

system-level model H1. In the second case, it is assumed that the extra parameters kp and ks
are considered, while α is assumed to be constant. Model H2 represents the second case. In

the third case, all the three extra parameters and associated uncertainties are considered and the

model H represents this case. The models H1 and H2 in terms of the interaction function is

represented below.

H1 = fH1(G1(θS1), G2(θS2), J(θJ)) (23)

H2 = fH2(G1(θS1), G2(θS2), J(θJ), kp, ks) (24)

The results (the maximum acceleration at the third mass) shown in Figure 9 are obtained by

considering the system level model H1 corresponding to Case 1. The black line corresponds

to the value of acceleration considering the posterior distribution of kj , p(kj|Dc
j , J) and the red

dotted line corresponds to the same acceleration when kj is not calibrated through an isolated

model. Figure 10 compares the results when the joint parameter kj is calibrated through an

isolated model and when it is not, in case of considering all the additional parameters and the

associated uncertainties, i.e. through the model H . Both these figures show the importance

of calibrating the joint parameters. In the absence of an isolated model to calibrate for the

parameter kj , one could only go with the prior assumptions and hence affect the predictions.

It also needs to be noted that the system-level models might require additional parameters to

define the connection properly, represented in this example through kp, ks and α. Here kp and

ks are the additional stiffness parameters representing the complexity at the connection, and α
is assumed so as to account for the uncertainty in the location of the connection. Although these

3860



A. Muraleedharan, R.J. Barthorpe, K. Worden

Figure 9: Acceleration of 3rd mass before and after calibration of joint parameter kj (Additional joint parameters

kp, ks and α not considered : System-level model H1).

Figure 10: Acceleration of 3rd mass before and after calibration of joint parameter kj (Additional joint parameters

kp, ks and α considered) : System-level model H).

parameters were not able to be calibrated through any subsystem-level models, they need to be

considered with due importance; any models should have provisions to take this into account.

Figure 11 illustrates the comparison between responses (maximum acceleration at the third

mass) under various considerations, 1) Through model H1, when no additional parameters are

considered, 2) through model H2, when no the extra parameters kp and ks are considered while

α is assumed to be constant and 3) through model H where kp and ks are considered as well as

the uncertainty in exact location is considered through α.

The red dotted line corresponds to the case when no additional parameters are considered

while the blue dashed line represents the response when kp and ks are considered. The black line

corresponds to the system-level modelH where all extra parameters and uncertainties assumed
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Figure 11: Acceleration of 3rd mass : sensitivity to additional parameters kp, ks and α.

in this example are considered. The effect of additional parameters can be evidently noticed

from these. In a real engineering problem, the magnitudes of different additional parameters

might be different but might play very important roles in determining the total responses and

should be considered with due importance.

5 SUMMARY

As this approach to deal with connected systems focuses on uncertainties related to the un-

derlying mathematical model, the process of verification at full system level is not discussed. It

has to be specifically noted that any numerical code shall be subjected to a suitable verification

methodology that aligns well with the particular problem. To summarise the overall approach,

the steps involved in predicting the response of a full structure can be listed as follows; this

assumes that the full structure cannot be tested or performance data cannot be collected, while

the constituent subsystems can be tested.

1. Identify and select the relevant subsystem-level models. More than one model can be

selected if they increase reliability in calibrated results at a later stage.

2. Obtain calibration and validation data for all the considered subsystem-level models.

3. Identify the types of joints that connect various subsystems in the full structure.

4. Select isolated connected specimens with the same type of joints, which can be tested.

5. Develop suitable joint models to represent the joint interaction in the isolated set-ups.

6. Obtain calibration and validation data for the joint models.

7. Perform calibration exercises on all available models.

8. Validate the subsystem and joint models.

9. Update the calibrated parameters in each model with the result of validation.
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10. Select the most valid subsystem-level models (in case of multiple models) for use in the

system-level model.

11. Select the most valid joint models to be used in the system-level model.

12. Formulate the interaction function that can integrate the subsystem-level models to form

the system-level model. (Expert knowledge and engineering judgments are demanded at

this stage.)

13. Identify the additional parameters required to define the system-level model. (Those pa-

rameters that were not addressed at subsystem level.)

14. Use expert knowledge to address the uncertainties in these parameters.

15. Propagate all the parameters through the developed system-level model to predict the

results.

6 CONCLUSION

A general approach to deal with predicting responses of connected structures, more reliably

through inferences from testing their parts or components, was discussed in this paper. This

approach helps in calibrating the parameters through subsystem-level models and validating the

subsystem-level models including the joints. Considering the joints in a system as a separate

subsystem enables one to calibrate and validate the joints through isolated models; this was

found to be promising in situations where system-level data are not available for calibration and

validation. The interactions of the validated subsystem-level models are defined through inter-

action functions to obtain the system-level model. This approach ensures that the constituent

models and their interactions (defined by joints) are validated. The fact that an isolated model

may not be able to address all the parameters that define a particular connection between par-

ticular components and the necessity to include these additional parameters in the system-level

model was also dealt with in the paper. Such an approach enables better prediction and better

quantification of uncertainties in the predicted responses.

In future, the authors are aligned to work on these approach in real structural engineering

problems and to quantify the improvements in reliability of results with respect to other existing

methods. The future works are expected to develop and demonstrate more clearly, various

strategies regarding validation of joint models.
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Abstract. In many areas of engineering, nonlinear numerical analysis is playing an increas-
ingly important role in supporting the design and monitoring of structures. Whilst increas-
ing computer resources have made such formerly prohibitive analyses possible, certain use
cases such as uncertainty quantification and real time high-precision simulation remain com-
putationally challenging. This motivates the development of reduced order modelling methods,
which can reduce the computational toll of simulations relying on mechanistic principles. The
majority of existing reduced order modelling techniques involve projection onto linear bases.
Such methods are well established for linear systems but when considering nonlinear systems
their application becomes more difficult. Targeted schemes for nonlinear systems are avail-
able, which involve the use of multiple linear reduction bases or the enrichment of traditional
bases. These methods are however generally limited to weakly nonlinear systems. In this work,
nonlinear normal modes (NNMs) are demonstrated as a possible invertible reduction basis for
nonlinear systems. The extraction of NNMs from output only data using machine learning meth-
ods is demonstrated and a novel NNM-based reduced order modelling scheme introduced. The
method is demonstrated on a simulated example of a nonlinear 20 degree-of-freedom (DOF)
system.
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1 INTRODUCTION

The utilisation of nonlinear finite element simulations for dynamic problems has become

more common in recent years as a result of increasing computational power rendering possible

analyses that were previously prohibitively expensive. However, increasing interest in uncer-

tainty quantification and digital twins once again raises the issue of computational resources.

As such, the development of efficient metamodelling schemes for nonlinear dynamical systems

is necessary. Meta-models are models which approximate a full-order or high-resolution model

to some degree of accuracy, whilst greatly decreasing the cost of evaluation.

Reduction of FE models was initially considered with regards to the reduction of linear

elastic models in the 1960s and techniques such as the Craig-Bampton and MacNeal-Rubin

methods [1][2], are well developed and widely used for the reduction of linear FE models. These

methods largely make use of linear normal modes as a reduced basis on which the systems’

equations of motion are projected. Normal modes form a very efficient reduction basis for linear

systems due to their orthogonality and the ability to target certain frequency regions of interest.

When considering nonlinear systems however, these linear methods are not appropriate, as the

concept of linear normal modes no longer holds. The most common method for the reduction

of weakly nonlinear FE models adopts Proper Orthogonal Decomposition (POD), wherein a

dynamic simulation of the system is carried out with “snapshots” of the response field extracted

at various time intervals. These snapshots are used to construct an optimal linear reduction

basis using singular value decomposition [3]. Related recent work explores the extension of the

traditional reduction approach by inclusion of higher order enrichments, such as mode shape

derivatives [4].

An alternative to this reduction approach is offered by a theory which extends the concept

of normal modes to nonlinear systems, the so-called nonlinear normal modes (NNMs). Several

different formulations of NNMs exist with the Shaw-Pierre modes being considered in this

work, which build on the fundamental work of Rosenberg [5]. As a result of their ability

to form a nonlinear manifold, these NNMs can provide a very efficient reduction basis for

nonlinear systems [6]. Furthermore, they should be generally valid over the whole phase space

of a system and not require multiple, energy dependent reduction bases as in the case of linear

methods. In the following work, NNMs are used as basis to construct a reduced order model of

a nonlinear system. Autoencoder neural networks are used to extract these NNMs, a recurrent

neural network (RNN) is then used to create a regression approximating the overall system,

making use of the extracted NNMs as a basis.

The layout of this paper is as follows. Section 2 introduces the theoretical background of

nonlinear normal modes along with the process of their extraction. Section 3 describes au-

toencoder neural networks, their architecture and common usage. Section 4 then discusses the

conceptual framework of the reduced order modelling procedure used herein. Section 5 dis-

cusses the regression problem in the reduced order model and briefly introduces the long short

term memory (LSTM) neural network used. Section 6 gives a demonstration of the reduced

order modelling method in practice, the nonlinear MDOF system approximated is described

along with greater details on the implementation of the ROM on this system. Finally section 7

contains the conclusions and further work considerations.
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2 Nonlinear Normal Modes

2.1 Shaw-Pierre Manifolds

Shaw and Pierre first proposed their theory of non-linear normal modes in 1993. They de-

fined a NNM as being a ”a motion which takes place on a two dimensional invariant manifold

in phase space”. More simply put, this means that in a Shaw-Pierre NNM the motion of each

point in the system could be given as a function of the displacement and velocity of a single

point in the system. This function if plotted in phase space, would form a surface which is the

manifold they refer to. In the case of the linear system, the manifold would be a flat plane. Non-

linearities in a system cause curvature of this manifold. This curvature results in the amplitude

dependence of mode shapes observed in nonlinear systems [7].

The calculation of these NNMs however is rather challenging, the assumption of the normal

mode forming an invariant manifold is represented in equation 1. In this equation xi and ẋi are

the displacement and velocity of the ith coordinate in the response whilst ui and vi represent

the displacement and velocity of the ith transformed coordinate in the NNM. It can be seen

that velocity and displacement of each of the coordinates in the NNM’s can be described as a

function of a displacement velocity pair of a single coordinate. These are linked by the functions

fi and gi. This relationship is then substituted into the equation of motion which results in a

new formulation of the equations of motion, which are unfortunately at least as difficult to solve

as the original case. The solution here is to assume a power series solution for the functions

f1 · · · fn and g1 · · · gn. This then allows for analytical solution for some cases and numerical

solutions for the general case. ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1
ẋ1
x2
ẋ2
...

xn
ẋn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u1
v1
u2
v2
...

un
vn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u1
v1

f2(u1, v1)
g2(u1, v1)

...

fn(u1, v1)
gn(u1, v1)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1)

2.2 Output Only Extraction

Some previous work examined the use of machine learning methods to extract NNMs from

output only data of nonlinear systems in a manner similar to how singular value decomposition

can be used for principal orthogonal decomposition. The work of Worden and Green [8] made

use of the representation of NNMs as truncated polynomial series as defined in the Shaw-Pierre

paper. Having assumed the form of these polynomials, the coefficients were inferred through an

optimisation procedure wherein statistical independence up to a given order of correlation was

also maximised. In addition, in the work of Dervilis et al, [9], various machine learning methods

drawn from the field of manifold learning were demonstrated for the extraction of NNMs. Both

these methods were illustrated on systems of few degrees of freedom for both simulated datasets

and an experimental 4 DOF nonlinear dataset from Los Alamos national laboratory [10].

3 Autoencoder Neural Networks

Autoencoder neural networks are a specialised type of neural network often used for dimen-

sionality reduction or de-noising problems [11]. They are constructed, as illustrated in Figure 1,
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as a deep neural network architecture with a so-called ”bottleneck” layer in which the number of

nodes is reduced; in the case of this example to one. The key concept of their operation involves

setting the cost function of the network such that the output attempts to re-create the inputs as

closely as possible. By the inclusion of the bottleneck layer which forces the data through a

lower dimensional feature space, a near optimal reduction of the data onto the feature space

dimension can be achieved. The hidden layers in the network allow for a nonlinear transform of

the input coordinates before the bottleneck layer. The nature of an autoencoder is such that it si-

multaneously learns both the encoding operation to transform from the physical to latent space,

and the decoding operation whereby the latent variables are returned to the physical space.

Figure 1: Architecture of an AANN with input/output dimension of 3 and a bottleneck dimen-

sion of 2.

Autoencoders have previously been used in similar applications in which it is desired that a

model for a system be constructed on a lower dimensional ”manifold”, whereby it is believed

that high dimensional data can be well described as existing on a lower dimensional space

[12]. In the case of nonlinear structural dynamics it is thought that the NNMs could correspond

to this lower dimensional manifold on which the majority of the high dimensional data can

be represented. The same way that a high dimensional linear finite element model can often

be represented on a far lower number of mode shapes. The encoding of an autoencoder is

the function through which the high dimensional input data can be transformed to the lower

dimensional manifold or NNM space, whilst the decoder can provide the inverse operation.

4 Model Order Reduction with Autoencoders

The first step of the model order reduction method used herein involves generating training

data from the system of interest. This pertains to creating simulation time histories for the model

of both the forcing and response of the system at all DOFs. Having generated time histories, the

autoencoder can be used to compress the dimensionality down to a reduced number of latent

variables or NNMs. These are extracted from the displacement time histories of the data with a

number of NNMs retained, which balances reduction in the dimensionality of the system with

accuracy of reconstruction of the full field response, as shown in Figure 2. In this process the

cost function used is described by Equation 2, which can be seen as the mean squared error of
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reconstruction between the original time series and those after compression.

�(x̂) =
1

N

N∑
i=1

(xi − x̂i)2 (2)

Figure 2: 1st step of ROM; a reduced number of NNMs are extracted from output only dataset

As opposed to projection based reduction methods, whereby the original equations of motion

can be projected on to the reduced coordinate set and solved through conventional means, the

method developed herein uses a statistical regression to allow for future simulations of the

system. The regression model is trained which predicts the response of the system within the

NNMs based on a given forcing time history, as illustrated in Figure 3. The regression model

is trained based on the forcing time histories used for the simulation, F , and the corresponding

NNMs are extracted by the encoder, Y .

Figure 3: 2nd step of the ROM; a regression model is trained which predicts response in the

retained NNMs based on forcing histories.

The final step in the metamodelling process is to predict the system response to a new forcing

time history. As illustrated in Figure 4, the trained regression model is used to predict the

response of the system within the NNMs, having predicted this response, Ypred, the full field

response, Xpred, can be recovered by using the decoding portion of the autoencoder.

5 LSTM Neural Networks

In constructing the meta-model, a statistical regression model must be used which can predict

new time histories of the latent variables based on forcing time histories. The time series nature

of the data would encourage the use of a method including an auto-regressive element. The

nonlinear nature of the system would further require a nonlinear regression method to accurately
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Figure 4: 3rd step of the ROM; the response in the NNMs is predicted for new forcing histories

and the full response is reconstructed through the decoder

represent the nonlinear dynamics. In this case it was decided to use a neural network regression

architecture, the advantages of neural networks being the scalability and ability to perform

MIMO regression.

Recurrent neural networks (RNNs) are a class of networks developed specifically for dealing

with sequence data such as time series [13]. The core of an RNN is not dissimilar from that of

an ARX model. A basic RNN consists of a unit which receives as input exogenous variables

along with a hidden state value which is propagated from the previous time step. Based on these

inputs a new value of the hidden state is calculated using a conventional neural network layer,

i.e. through multiplication with a weight matrix and then application of an activation function.

The output at each time step can then be calculated through an additional layer or layers which

act upon the hidden state of the RNN. The hidden state of the RNN can preserve some context

information about the previous states and inputs. In contrast to an ARX method however, it

is not necessary to state apriori, how many previous values of input and outputs should be

considered. This means that theoretically, RNNs can be very powerful at learning relationships

between time series with long term dependencies, however, in practice it was found that when

training an RNN using back propagation through time, the process suffered from vanishing

gradients. As a result of this, a conventional RNN struggles to propagate errors back through

many time steps and hence fails to learn long term dependencies [14]. This motivated the

development of more advanced RNN cells, such as the long short term (LSTM) cell [15].

Much of the significant work with RNNs has been achieved making use of LSTM cells.

These have found very wide use in the field of natural language processing (NLP) [16] as well

as time series forecasting [17]. In the area of mechanical systems however, the use of LSTM

networks is less prevalent with a limited amount of work applying them to traditional system

identification problems [18]. They have proven themselves however, to be capable of learning

long term nonlinear relationships in NLP tasks and hence have significant potential as a useful

regression framework for nonlinear time series.

6 Case Study

We verify applicability of the proposed method on a 20 degree-of-freedom mass, spring,

damping system. The system was considered to be comprised of 20 masses in a chain, with lin-

ear spring, linear damping and nonlinear spring elements between each mass, as demonstrated

in Figure 5. The nonlinearity of the non-linear spring elements is of the cubic type. Forcing

was applied to this system in two locations, at the first and final masses in the chain. All the

parameters are assumed uniform across all degrees of freedom and the underlying linear system

is proportionally damped; the parameters are defined as follows: Mi = 0.1 kg,Kl = 100N/m,

Cl = 0.1 kg/s, Knl = 2500N/m3.
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Figure 5: The simulated 20 DOF system including cubic nonlinear spring elements between

each mass.

Time series simulations of this system were carried out using a 4th order Runge-Kutta fixed

step integration scheme. A sampling frequency of 100 Hz was used for the simulation with a

total time series length of 1000s. The forcing applied at masses 1 and 20 comprises realisations

of a constant amplitude Gaussian white noise input, which had been low pass filtered with a cut-

off frequency of 8 Hz. Figure 6 shows the multicoherence between the input forcing and the

outputs of the system both for the underlying linear system and the nonlinear system tested. The

nonlinear system shows considerably more incoherence with the input than the linear system,

this demonstrates the considerable nonlinearity of the response. For both systems the region of

interest is principally at frequencies below 8 Hz. In both cases the response begins to become

completely incoherent at higher frequencies it is thought that this is largely an artifact of the

processing, since the forcing contains very little energy at higher frequencies both the input and

output in this region is very small making the coherence value very sensitive to numerical and

processing errors.

Figure 6: Multicoherence of the signal

Figure 7 demonstrates the comparative magnitude of the restoring force in the linear and

nonlinear spring elements of the system a the 10th DOF. The magnitude of the nonlinear restor-

ing force can be seen to be considerable regularly exceeding that of the linear elements. As such

it can be considered that the system considered differs significantly from the underlying linear

system. The remaining DOFs also demonstrated similar behaviour.
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Figure 7: Restoring Force time History of the Linear and Nonlinear Spring Elements at the 10th

DOF

6.1 NNM Extraction

A 5 layer autoencoder is used for the extraction of NNMs from the output data. The encoder

receives as input the 20 dimensional data corresponding to the displacement time histories at

each of the 20 masses. The encoder portion consists of a hidden layer containing 20 nodes

with a linear activation function, followed by a second 20-node layer with a hyperbolic tangent

activation function. These layers were followed by the bottleneck layer consisting of 10 nodes.

The decoder portion of the autoencoder mirrors the encoder in reverse, passing through a 20

node hidden layer with a hyperbolic tangent activation to a 20 node layer with a linear activation

to the 20 dimensional output layer.

For the training of the autoencoder, a training dataset consisting of the first 50 % of the time

histories was used corresponding to the first 500 s. The second 50 % of the time histories were

used as a testing dataset. It is noteworthy that the resulting training and testing loss values were

similar, indicating that the NNMs captured were generalisable over the whole dataset. Figure 8

shows the full order response along with the response reconstructed with 10 retained NNMs for

the 1st DOF in the model.

It is worth noting, that in previous studies involving output only extraction of NNMs using

machine learning, that a key justification in referring to the extracted components as NNMs, is

that the components be statistically independent. This statistical independence is considered to

be analogous to the modal invariance property of theoretical NNMs [8][7] and the orthogonality

property of linear modes. Figure 9 presents the correlation matrix of the NNMs extracted by the

autoencoder used herein. The non-zero off diagonal elements of this matrix imply significant

correlation between the extracted components which implies that these are rather NNM-like

quantities and do not comply with the strict definition of NNMs.

6.2 Response Prediction in the Latent Space

The response prediction in the NNMs involves a non-linear multivariate time series fore-

casting problem. This problem proved to be the most challenging aspect of the ROM process.

Various regression architectures were attempted including polynomial NARX, Gaussian pro-
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Figure 8: Reconstruction of the response at the 1st DOF with 10 retained NNMs

Figure 9: Correlation between the 10 extracted NNMs

cess NARX and recurrent neural net-works (RNN). Finally, a long short term (LSTM) neural

network [15], a type of RNN with improved long term memory characteristics, was used for

this process. The regression was setup as an autoregressive process. This implies that the input

for the prediction model at each time step includes not only the current and previous values

of the forcing, but also previous values of the output. In training a prediction error was used,

3873



Thomas E. Simpson, Nikolaos Dervilis and Eleni Chatzi

meaning that for each time step the ground truth values of the previous system outputs were

given. During the testing stage however, a simulation error was used, meaning that the outputs

predicted by the model at previous steps were subsequently fed to the model as inputs at a next

time instant. The LSTM network used 64 hidden cells with 100 previous input and output val-

ues also fed as inputs to the network. The training data was assumed as the first 60% of the time

histories with predictions made on the next 1000 points corresponding to 10s, the exogenous

inputs for this prediction were taken as the next 1000 points of forcing time history, which were

not used in the training process. Initial states used for the first model prediction, were taken

from the final “true” values in the training dataset.

Figure 10: The respone prediction in the latent space for the 1st NNM

Figure 10 compares the prediction of the response in one of the NNMs using the LSTM

regression to the “true value”. The latter is the value obtained when the physical coordinate

time series is passed through the encoder section of the autoencoder. The prediction performs

well initially but diverges somewhat over time, it is noteworthy however that the prediction does

not become unstable. Similar performance was obtained for all of the 10 NNMs predicted.

6.3 Response Prediction in the Physical Space

Upon availability of the response predictions of the system in the NNM variables, the full

response prediction can be determined by simply passing the predicted NNM time histories

through the decoder portion of the autoencoder. The decoder combines the NNMs so as to recre-

ate the response in the physical space and is hence analogous to the nonlinear super-position

discussed by Shaw and Pierre.

Figure 7 compares the true and predicted values of the response simulated for 1000 timesteps

between the ground truth and the model predicted values. For these predictions, the testing

dataset lies outside of the training dataset both in the case of the autoencoder training and the re-

gression model training. The predictions shown include both the 1st and 10th DOF predictions,

in both cases, the prediction performance is initially quite good with performance decreasing

with in-creasing simulation time. Whilst the performance does degrade over time, the predic-

tions still remain stable and of a similar magnitude and frequency as the true values. The mean

squared error values for each of the predictions shown below were 0.025 and 0.048 respectively.

These two examples are indicative of the performance of the method across all 20 degrees of

freedom of the system.
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(a)

(b)

Figure 11: The final response prediction for both the 1st (a) and 10th (b) DOF for a new force

history input

7 Conclusions

A novel reduced order modelling method was demonstrated, which relies exclusively on in-

put and output data from nonlinear structural systems to allow for time series predictions under

arbitrary dynamic forcing. The method makes use of nonlinear normal modes as an efficient

reduction basis for nonlinear dynamical systems. It was discussed how these NNMs can be

extracted using machine learning methods in an invertible manner and a predictive model was

created using an LSTM neural network. The modelling procedure was demonstrated on a 20

DOF nonlinear system featuring cubic nonlinearities. Despite shortcomings in the reconstruc-

tion accuracy, which is understandable for this high order of nonlinearity, the proposed method

shows considerable promise.

The demonstrated method does offer numerous advantages. It does not assume any a priori

form of the nonlinearity considered and hence may be generally applicable to multiple systems.

Secondly, due to the nonlinear nature of the NNMs, they should, if sufficient training data is

used, be generally valid over the whole state trajectory of a system, as opposed to previous

methods based on linear projections.

Future development will concentrate on improving the performance of the regression prob-

lem in order to increase the accuracy of the model predictions. In addition, it will be investi-

gated how the amplitude range of the forcing affects the modelling technique and to whether

the model can generalise well to broad ranges of input amplitude. Further to this, the method

will be tested on larger scale problems, such as finite element simulations of nonlinear elements
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or jointed systems. It is also thought that the method may demonstrate greater advantages when

applied to larger models, due to a greater number of redundant degrees of freedom. Finally,

it is worth noting that variational autoencoders [19] can be considered to enforce statistical

independence of the extracted components, hence improving predictive capability.
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Abstract. Environmental tests are conventional procedures conducted to verify whether a
spacecraft and all its components can stand the random excitations to which they are subjected
throughout their operational life. In this framework, the Boundary Condition Challenge (BCC)
aims at the establishment of new testing practices that allow to improve the poor operational
environment representation currently achieved during environmental tests. The challenge fo-
cuses on the Box Assembly with Removable Component (BARC), a mock-up which is currently
studied by several research institutes. The BARC has been subject to a measurement campaign
carried-out at Siemens Industry Software, during which it has been placed on a modal shaker of
comparable size and excited along its vertical axis. In order to improve service response repli-
cation during these tests, Virtual Sensing (VS) techniques, such as Kalman-type filters, can be
used for estimating the complete response field from a limited number of measured responses.
Moreover, by jointly estimating states and inputs, the unmeasured loads applied to the system
can also be inferred. This work proposes the use of a combination of strain and acceleration
observations to enhance the estimation of the mentioned unmeasured inputs.
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1 INTRODUCTION

Environmental testing is a standard procedure in spacecraft engineering used for verifying

the resistance of the system and all its components to the random excitations to which they

are subjected throughout their operational life. During these tests, the spacecraft is mounted

on a shaker testing facility of comparable size and excited with the purpose of replicating its

in-service structural response. Limitations in the adopted vibration control strategies and dif-

ficulties in reproducing realistic boundary conditions, can give rise to a poor operational envi-

ronment representation, leading to undesired issues, e.g. over- or under testing, errors in failure

modes and time to failure estimation or even damage.

In this framework, a collaboration between Kansas City National Security Campus (man-

aged by Honeywell Federal Manufacturing & Tecnology) and Sandia National Laboratories

introduced the Boundary Condition Challenge (BCC) [1], [2] [3]. The goal of the BCC is

to improve the in-service environment replication at a component level during environmental

tests. The challenge makes use of a simple demonstrator known as the ”Box Assembly with

Removable Component” (BARC).

Virtual Sensing (VS) techniques such as Kalman-type filters [4], can be used for environ-

mental testing applications to combine information from simulated models and test data with

the purpose of estimating the quantities of interest, e.g. the complete strain field on the tested

component or/and the inputs provided to the structure by the shaker [5] [6]. In this view, the

Augmented Kalman Filter (AKF) [7] has been employed in [8], on strain data acquired during

a measurement campaign performed by exciting the BARC via a monoaxial electrodynamic

shaker. The mentioned work shows that a good response reconstruction can be achieved. At the

same time, the absence of acceleration data among the observations used in the AKF [9] [10]

and the test boundary conditions uncertainties, strongly affect the input estimation results.

This work proposes the use of a combined set of strain and acceleration observations to be

employed in the AKF. A comparison with results obtained by using strain observations only

is hereby provided. It is shown how the addition of acceleration measurements contributes to

enhance the input estimation results. Boundary conditions uncertainties, which still influence

the estimation outcome, will be object of future investigations.

2 VIRTUAL SENSING FOR ENVIRONMENTAL TESTS ON THE BARC

In order to improve the currently adopted environmental testing procedures, a full compar-

ison between operational and test component responses, both when the sole component or the

entire assembly are tested, must be available. In this sense, VS techniques can be used to expand

the information pertaining to the system’s response, i.e., to infer response at locations that are

hard to instrument or even to yield the full field response of the tested structure. Additionally,

joint input-state estimation techniques can be used for estimating inputs applied to the system,

given that they are not usually measured during environmental tests.

2.1 Test campaign

Virtual Sensing techniques have been employed on data acquired during the test campaign

described in detail in [8]. The BARC, object of the mentioned tests and shown in Figure 1, is

made up of two units: the upper one plays the role of the component under test, while the lower

one, addressed as ”subassembly”, represents a general fixture used to attach the component on

the shaker during tests.

Figure 2a shows the complete setup adopted during the mentioned test campaign, while

3879



S. Vettori, E. Di Lorenzo, B. Peeters, E. Chatzi

Figure 1: The Box Assembly with Removable Component

detailed focus on the sensors and BARC’s connection to the shaker is provided in Figure 2b.

Several excitation signals with different amplitude levels have been used during tests, such as

single sines, sine sweeps and random signals.

(a) BARC mounted on a

monoaxial electrodynamic

shaker

(b) Detailed view of sensors and BARC’s attachment

on the shaker

Figure 2: Test setup

2.2 Virtual Sensing: objectives and adopted procedures

Kalman-based strategies are well known tools for input-state-response estimation and can be

therefore adopted for environmental testing applications, such as the BARC case study. Their

working principle consists in combining a discrete-time state space representation of the system

with observations measured at a limited number of locations on the structure with the purpose

of inferring the states of the system at each time step, as well as the unknown input. From the

estimated states, the responses at unmeasured locations can be derived.

In [8], the estimation of the quantities of interest via the AKF during a test run performed

using a pseudo random signal (0.3 V RMS level) was proposed. Indeed, random signals repre-
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sent the type of excitation adopted during environmental tests.

The state-space matrices of the system are usually retrieved by making use of a validated sim-

ulation model which can well represent the physical system and the boundary conditions to

which it is subjected during tests. A Reduced Order Model (ROM) is usually built in order to

reduce the computational effort derived by models large dimensions. For the hereby described

application, a Model Order Reduction (MOR) technique, as described in [11], has been applied.

According to this method, the dynamic behavior of the BARC can be formulated as a super-

position of modal contributions and the adopted reduction basis includes the normal modes of

the system in the frequency range of interests and a set of Residual Inertia-Relief Attachment

(RIRA) modes, one for each unknown input to be estimated. More details about how this pro-

cedure has been implemented for the BARC case can be found in [8].

Figure 3: Sensors map: accelerometers (red), measured (yellow) and unmeasured (magenta)

strain sensors locations

Figure 3 shows the test sensors (sixteen monoaxial strain gages and four triaxial accelerome-

ters) locations and directions obtained by applying an existing Optimal Sensor Placement (OSP)

strategy [12] [13]. Moreover, the four inputs to be estimated are reported. Figure 2b shows that

a monoaxial force cell has been placed between the BARC and the shaker at each bolted con-

nection, i.e., at each input location, in order to measure the applied forces in Z direction. These

quantities were indeed used as references for the estimation.

Only a reduced subset of nine strains has been included in the set of observations used in the

AKF, the remaining ones have been used as reference quantities to check the validity of the

response estimation. The measured locations have been chosen in order to focus on response

estimation at the component level and to guarantee that measurements collocated with the ap-

plied forces could be included. Indeed, collocated measurements allow for a more accurate

reconstruction of the inputs [14].

The observability requirements for the reduced sensor set have been checked by ensuring that

the condition number of the observability matrix [8] for the reduced set is of the same order of

magnitude as the one obtained in the full sensor set, which is guaranteed by the OSP adopted
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stategy.

3 INPUT-STATE-RESPONSE ESTIMATION USING THE AKF

3.1 Strain-based Virtual Sensing for environmental testing: results and limitations

As pointed out in [8], the AKF provides a good response estimation, except for the poor

reconstruction of high frequency components magnitude on the sensor measuring in y direc-

tion. This model gap is well compensated for measured signals in x direction, such as sensor

10, because higher measured response levels were detected for all the sensors measuring in x

direction with respect to the ones measuring in y direction.

On the contrary, as shown in Figure 5, input estimation fails to provide good results. The impre-

cise estimation of the four vertical forces can be explained by the presence of strong boundary

conditions uncertainties. As reported in Figure 5 (right), the measured forces are not character-

ized by flat PSDs. The BARC was indeed exhibiting modal deformations at its several natural

frequencies during tests, thus affecting the quantities measured by the force cells. Moreover,

according to the natural frequency and the corresponding mode shape, the four force cells were

differently influenced, thus resulting in four different PSD shapes. Additionally, the boundary

conditions used in the model introduce a strong approximation of the test configuration. In

this respect, including the shaker in the model and modeling its interaction with the BARC

represents another additional development.

3.2 Virtual Sensing using a fusion of strain and acceleration sensors

This Section reports on the results obtained by applying the AKF for jointly estimating in-

puts and responses using an observations set that contains both strain and acceleration measure-

ments. Figure 4 illustrates the response estimation of strain sensors 10 and 11 when accelera-

tion sensors A17, A18, A19, A20 shown in Figure 3 are included in the measured quantities.

A comparison with the results obtained in the case of strains-only observations is also offered.

Moreover, Table 1 reports the RMSE values of the estimated responses with respect to their

measured time histories. It is possible to conclude that a good agreement is obtained between

the two resulting estimated quantities for both sensors 10 and 11.

0 2 4 6 8 10
-5

0

5
10-5

7.66 7.67 7.68 7.69 7.7

-2

0

2

10-5

0 200 400 600 800 1000

10-15

10-10

Measured
Estimated - strains only
Estimated - strains and acc.

0 2 4 6 8 10

-1

0

1

10-5

7.66 7.67 7.68 7.69 7.7
-1

0

1
10-5

0 200 400 600 800 1000

10-15

Figure 4: Time history (left), detailed time history (middle) and PSD (right) of strain responses

of sensors 10 and 11.
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Sensor 10 - x Sensor 11 - y

Strains only 3.98×10−6 2.83×10−6

Strains and accelerations 4.11×10−6 2.81×10−6

Table 1: RMSE values of the estimated responses of sensors 10 and 11 with respect to their

measured time histories.

Figure 5 proposes a comparison between the input estimation results obtained in the strains-

only case and the ones achieved in case the combined set of strains and accelerations is used.

This plot indicates that the introduction of a direct feedthrough, i.e., a non-zero output-input

matrix in the observation equation of the state-space model, allows for an overall better force

estimation. In particular, Figure 5 (right) shows that including accelerations allows to detect

PSDs peaks, e.g. at around 250, 550 and 760 Hz, that are not identified when using only strains.

Moreover, from Figure 5 (left) it is possible to notice that the force amplitude better matches

the actually measured one, with the exception of input 1, which is overestimated.

0 2 4 6 8 10
-50

0

50

7.66 7.67 7.68 7.69 7.7

-20

0

20

0 200 400 600 800 1000
10-5

100

Measured
Estimated - strains and acc.
Estimated - strains only

0 2 4 6 8 10

-20

0

20

7.66 7.67 7.68 7.69 7.7
-20

0

20

0 200 400 600 800 1000

100

0 2 4 6 8 10

-20

0

20

7.66 7.67 7.68 7.69 7.7
-20

0

20

0 200 400 600 800 1000

100

0 2 4 6 8 10

-20

0

20

7.66 7.67 7.68 7.69 7.7
-20

0

20

0 200 400 600 800 1000
10-5

100

Figure 5: Time history (left), detailed time history (middle) and PSD (right) of input 1, input 2,

input 3 and input 4.

Table 2 shows the RMSE values of the four estimated inputs with respect to their mea-

sured time histories. The RMSEs comparison for inputs 2 and 3 demonstrates the enhancement

achieved by introducing acceleration observations. On the contrary, the RMSE values associ-

ated with inputs 1 and 4 show an increase with respect to the values obtained in the strains-only
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case. The RMSE related to input 1 is indeed effect of the previously mentioned overestimation,

which can be explained by the poor reproduction of the test boundary conditions in the model.

Indeed, this issue can negatively influence the terms relating input 1 and the acceleration obser-

vations in the output-input matrix of the system’s state-space model. Likewise, also the RMSE

increase for input 4, visible in some overestimated peaks in Figure 5 (input 4, center), can be

attributed to the boundary conditions uncertainties.

Input 1 Input 2 Input 3 Input 4

Strains only 8.1 7.1 8.7 4.8

Strains and accelerations 17.7 6.9 8.2 8.9

Table 2: RMSE values of the estimated inputs with respect to their measured time histories.

4 CONCLUSIONS

An enhancement of the AKF application to environmental tests on the BARC has been pro-

posed in this paper. A previously presented work [8] already discussed the potential of the

AKF for both input and state estimation on this simple hardware demonstrator. Limitations of

the application of the algorithm to strains-only data have been pointed out. The present work

has reported the results obtained by employing the AKF on an observations set including strain

and acceleration measurements. It is shown that the introduction of accelerations, even if non-

collocated with the unknown inputs, improves the global result in terms of input estimation. On

the contrary, no differences are detected in terms of component response estimation. However,

uncertainties affecting the test boundary conditions and their approximated representation in

the simulation model still influence the estimation results. In this sense, a further improvement

could consist in including the shaker in the simulation model in order to take into account its

interaction with the BARC.
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Abstract. A hierarchical Bayesian modeling (HBM) framework has recently been developed
for estimating the uncertainties in the parameters of physics-based models of systems, as well 
as propagating these uncertainties to estimate the uncertainty in output quantities of interest. 
According to the framework, uncertainties due to model error are embedded into the model 
parameters by assigning a parameterized probability distribution and inferring the hyper-
parameters of this distribution using multiple sets of experimental data. Herein the framework 
is extended to properly account for the uncertainty in the prediction error model. The error 
term is modeled by a Normal distribution with hyper parameters to be estimated by the multi-
ple sets of data. This generalization allow making consistent uncertainty propagation for re-
sponse quantities of interest. New asymptotic approximations for estimating the uncertainties 
in the hyper-parameters, as well as propagating these uncertainties to model parameters and
observed and unobserved output quantities of interest are developed. The proposed frame-
work provide realistic account of model uncertainties that are insensitive to large number of 
data sets, avoiding severe underestimation of uncertainty arising from conventional Bayesian 
learning techniques. Problems drawn from structural dynamics applications are used to
demonstrate the effectiveness of the proposed framework. 
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1 INTRODUCTION 
Bayesian tools can rationally integrate data and physics-based models in order to select the 

most appropriate models among alternative competing ones, estimate the parameters of these 
models and their uncertainties, as well as propagating uncertainties to predict important quan-
tities of interest in operation and safety of structural systems [1]. Despite significant advances 
in the development of Bayesian inference tools for uncertainty quantification and propagation 
(UQP) in structural dynamics, some challenges still exist and need to be resolved. For exam-
ple, due to the redundant information carried in the data, the classical Bayesian framework 
often underestimates the uncertainty, resulting in an inherent reduction of the parameter un-
certainty as the number of data increases. More importantly, standard Bayesian procedures do 
not properly take into account the uncertainty in the parameters due to variability in experi-
mental data, environmental conditions, material properties, manufacturing process, assem-
bling process, and nonlinear mechanisms activated under different loading conditions. 
Therefore, a better account of the uncertainty is to embed uncertainties within the model by 
introducing a hierarchy in the model parameters [2].

In this work, a computational efficient HBM framework [3, 4] is further developed and ap-
plied to model updating, uncertainty calibration and propagation for linear structural dynam-
ics models using multiple modal data sets. Novel computing tools, based on asymptotic 
approximations [5] and sampling algorithms [6], are incorporated for parameter inference and 
uncertainty propagation within the HBM framework. A remarkable feature of this framework 
lies in the capability to account for identification precision, prediction error, as well as model 
error, environmental and operational variabilities, offering realistic uncertainties as evidenced 
in the application. A spring-mass chain model with simulated, noise contaminated, multiple 
measured modal data sets is used to demonstrate the effectiveness of the proposed approach. 

The presentation in this paper is organized as follows. In Section 2, the comprehensive 
HBM framework based on modal data is proposed. The effectiveness of the proposed method 
is demonstrated using a 10 degrees of freedom (DoF) spring-mass chain system in Section 3. 
Section 4 reports the conclusions of this study.  

2 PROPOSED COMPUTATIONAL EFFICIENT HBM FRAMEWORK 

Let , 1,2, ,i DD D i ND, ND, be the measured full data sets from the structure comprising 

DN independent experiments. Each data set 0
, ,

ˆ= , , 1,2, ,N
i r i r iD R r m,m, denotes the 

-i th experiment and consists of the square of modal frequencies ,r̂ i and mode shapes ,r i at

0N measured degrees of freedoms (DOFs), where m is the number of the observed modes 
[7]. For each experiment, the modal properties have been obtained by modal estimation tech-
niques using available input-output or output-only vibration measurements. Consider a pa-
rameterized class of structural models M that is used to predict the squares of the modal 
frequencies r θ and mode shapes r θ , where θ is the model parameter set. Herein, un-
certainties are embedded into the model parameters by assigning the Gaussian prior probabil-
ity density function (PDF) 

| ,p N θ θθθ θ (1)

for θ  with hyper mean θ  and hyper covariance matrix θθ  to be estimated using the multi-
ple datasets..  
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The discrepancy between the i-th predicted modal properties and the i-th measured data set 
is quantified based on the prediction error equations, given as follows: 

, , ,

, , , ,

, ,
,

, ,

ˆ ˆ( ) ,    
ˆ ˆ( ) ( )  ,   

ˆ ( )
( )

( ) ( )

r i r i i r i r

r i r i i r i i r i r

T
r i r i i

r i i T
r i i r i i

eθ

θ θ

θ
θ

θ θ

(2) 

where re  and r are respectively the prediction errors for the modal frequency and the mode 
shape components of the r-th mode. The prediction errors are then modeled by zero-mean 
Gaussian variables 2( | 0, )r re N e( | 0,r(N(( and  ( | 0, )r rN ( | 0,r((( , with covariance matrix 2I .
The standard deviation is the hyperparameter to be estimated using the multiple datasets. 

According to Bayes rules, the joint posterior distribution of all parameters is built as fol-
lows [3]:

1
1

( , , , | ) ( , ) (D | , ) N( | , )
D

D
N

N
i i i ii

i

p D p pθ θθ θ θθ θ θθθ μ Σ μ Σ θ θ μ Σ (3) 

where the individual likelihood function (D | , )i i ip θ Σ can be derived based on Eq. 2 as:

0 1 22+1

1 1(  | , ) exp ( )+ ( )
2i i i iN mp D J Jθ Σ θ θ (4)

where 
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1 2
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2 2

1
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ˆ
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ˆ

m r i r i i
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m r i r i i r i i
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r
r i

J

J

θ
θ

θ θ
θ

(5) 

By using the Taylor expansion for 2, ln (D | , )i i iL pθ θ , it can be shown that the like-
lihood function can be approximated by a normal distribution (valid for large number of data) 
as: 

4 -1
2 2 2

0

ˆ2 ˆ ˆˆ ˆ(D | , ) | , | , 2
1i i i i ip N N H

m N
θ θ θ θ (6) 

where ˆ
iθ  and 2ˆ are computed by minimizing 2,iL θ , and 

2
1 2( )+ ( )ˆ = i i

i T
i i

J J
H

θ θ
θ

θ θ
is 

the hessian matrix evaluated at ˆ
iθ . By solving the marginalization integrals over the model 

parameters, one can derive the marginal distribution of the hyper-parameters iθ as: 
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Then the posterior PDF of model parameters can be computed as: 

1s

( | D) = ( | , , ) ( , , | D) 

1 ( | , )
sN

i i

i

p p p d d d

N
N

θ θθ

θ θθ θ θθ θ θθ
μ Σ

θ θθ

θ θ μ Σ μ Σ μ Σ

θ μ Σ
(8)

where sN  is the number of the samples. The TMCMC algorithm [8] is used in this work to 
generate samples from the PDF in Eq. 7 . Samples of the modal parameters are generated

from Eq. 8 by noting that the PDF is a mixture of normal distributions. It should be noted
that the sampling approaches no longer involve model runs. The model parameter uncertainty 
can be propagated for predicting the quantity of interest (QoI) W  (modal properties, dis-
placements, acceleration, etc) as: 

1

1| | ,
sN

m m

ms

p W D p W
N

θ (9) 

3 APPLICATION 
A 10-DoF spring-mass chain system fixed at one end (base) and free at the other end. The 

system can be used to simulate the response of a 10-story shear building. The system is excit-
ed at the base. The nominal spring stiffness and mass values for each link are 1.8kN/m and
1kg, respectively. The damping ratio for each mode is assumed to be 0.02. Three (3) model 
parameters are introduced for the stiffness. The first parameter multiplies the nominal stiff-
ness values of the stories 1-3, the second parameters multiplies the stiffness values of stories 
4-6, and the third parameter multiplies the stiffness values of the stories 7-10. 40 data sets 
based on modal data (modal frequencies and modal shapes) are simulated, which represent the 
measured data. Simulated datasets for the modal properties are generated by from the prior 
model for the model parameters using as mean the nominal values of the model parameters 
and as covariance matrix a diagonal one with standard deviation equal to 2% of the mean. A 
2% modeling error is also added to the simulated square root of the modal frequencies and the 
modeshapes to account for measurement noise. 

The proposed HBM is then applied for parameter estimations and model predictions. 
BASIS [9] is used to draw the posterior distribution of the parameters. Only the first five 
modes are identified, and 5 sensors located in the stories 1, 3, 5, 7, 9 are considered. The pos-
terior distribution of hyper parameters is shown in Fig. 1. It can be seen that a non-zero peak 
value is obtained of the hyper variance, this is due to the existence of the variability over the 
multiple data sets. The PDF of the prediction error calculated based on Eq. 7 is shown in
Fig. 2, which is essential for further predicting output QoI. Fig. 3 shows the uncertainty 
bounds of the model parameters along with the error bars obtained from individual data set. It
is noted that the uncertainty bounds decrease as the number of data sets increases. However, it 
will tend to a non-zero value which represents the variability of the data sets.  Therefore, the 
HBM framework can consider the variability of the multiple data sets, and also give a reason-
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able uncertainty bounds unlike the classical Bayesian approach. 

 Fig. 1 Posterior distribution of hyper parameters 

Fig. 2 PDF of prediction error 

The uncertainty estimated for the model parameters is then propagated for predicting the 
uncertainty in the acceleration. Two cases are considered. In the first one the prediction error 
in the modal properties is not taken into account and the uncertainty is due to the structural 
model parameter uncertainty. In the second case, the prediction error uncertainty in the modal 
properties is also considered. As shown in Fig. 4(a), the uncertainty bound of the acceleration 
is non-zero when the prediction error is not included in the uncertainty propagation. Due to a 
larger variability over the data sets, one can get a larger uncertainty bound of the estimated 
model parameters such that a realistic uncertainty bound of the acceleration is obtained even 
if the prediction error is not considered. Fig. 4(b) shows the propagated acceleration by con-
sidering the prediction error. It can be observed that a much larger uncertainty is obtained 
compared to the case for which the prediction error is not considered.   

3890



Xinyu Jia, Omid Sedehi, Costas Papadimitriou, Lambros S. Katafygiotis 

 Fig. 3 Posterior PDF of ’s in comparison with the realizations of individual data sets shown by error bars 

 (a)

(b)

Fig. 4 Predicted accelerations (a) without prediction error and (b) with prediction error 
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4 CONCLUSIONS 
A computational efficient HBM based on multiple modal data sets is proposed in this paper 

to estimate the structural model parameters and the prediction error parameters. Uncertainties 
are embedded into the model parameters and also the prediction errors by assigning normal 
distributions to these parameters and model errors with hyper parameters, the mean and co-
variance matrices of the normal distributions. Asymptotic approximations are used to estimate 
the hyper parameters and propagate uncertainty in output QoI. The effectiveness of the pro-
posed formulation has been demonstrated by a spring-mass chain model. The proposed HBM 
framework properly accounts for the uncertainty due to variability in experimental data, envi-
ronmental conditions, modeling assumptions and nonlinear mechanisms activated under dif-
ferent loading conditions. The HBM framework can predict the output QoI with reasonable 
accuracy, producing reliable uncertainty bounds. 

The framework can be integrated with sampling methods for computing system reliability 
using the identified model uncertainties. For complex large-scale models, the excessive com-
putational cost involved in the framework can be substantially alleviated using model reduc-
tion or surrogate techniques[10]. The proposed HBM framework applied herein to linear 
structural systems and multiple sets of modal properties measurements can also be extended 
to non-linear structural systems given multiple sets of response time histories measurements.  
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Abstract. The potential of real-time hybrid simulation (RTHS) has been increasingly explored
over the last twenty years, bringing numerous methods into focus, both from a scientific and
a technological perspective. In contrast to other forms of hybrid simulation, such as pseudo-
dynamic substructuring, RTHS poses significant challenges in both its numerical and experi-
mental counterparts, mainly due to the hard real-time constraints that must be met during each
execution of the associated control loop.

As far as the numerical substructure is concerned, the time step of the numerical integration
scheme should conform to the step of the real time control loop. This is quite demanding for
substructures of increasing complexity and usually necessitates the introduction of a reduced
order model [1]. The numerical substructure is linked to the physical one through a transfer
system, which brings additional complexity into the loop, as it is characterized by its own dy-
namics. Here, issues involving the accurate reproduction of the control signal, the elimination
of the inherited time delay, the control-structure interaction and the rejection of all disturbance
sources, are still subject to intensive research.

Among other considerations, the application of adaptive inverse control (AIC) methods [2]
has shown quite good performance in terms of accurate time-series reproduction. In this study,
we explore further the effectiveness of AIC via its implementation to a recently published vir-
tual RTHS benchmark problem [3]. In specific, we adopt a filtered-X AIC framework and we
report on its effectiveness in modelling the control plant (e.g. transfer system and physical
substructure) under representative input signals, partitioning schemes and parametric uncer-
tainties. Our assessment shows a high degree of efficacy and robustness for the proposed AIC
architecture and suggests further investigation, mainly in actual RTHS tests.
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1 INTRODUCTION

The Digital Twin is a concept of considerable interest in a multitude of industries currently.

The essence of the concept is the assimilation of models with data to create an overall system

model. This model should, within an operational range of interest, be able to predict system

behaviour sufficiently accurately to inform key decisions in both design, operation and mainte-

nance [4]. Digital Twins have arisen as more and more engineering components are designed

and monitored through computational models. However, several instances still exist whereby

numerical models are insufficient; notably in highly nonlinear regions such as joints between

components [5]. Hence the need for the incorporation of physical models in the Digital Twin

framework. Hybrid simulation provides a method through which physical models can be dy-

namically coupled with numerical models and can hence be seen as an important addition to

achieve the required fidelity of a Digital Twin.

Hybrid simulation involves the creation of coupled dynamic tests in which a computer is

coupled to a physical component in a dynamic testing rig. The system is then solved as a whole

by intergrating the numerical system, calculating predicted forces at the interface between the

structures and applying this to the physical system. The response of the physical system is then

measured and fed back into the equations in the numerical system [6]. The “gold standard” of

hybrid simulation is real time hybrid simulation (RTHS) wherein real time implies that the time

scales of the numerical and physical system are the same; this allows for tests which incorporate

rate dependent nonlinearities in the physical component and are hence more representative of

the true system.

When considering the real time aspect, the issue of actuator control becomes very important

in hybrid simulation. The dynamics of the actuation system can have very significant effects

on the reproduction of the reference signal from the equations of motion, and that which is

actually applied by the actuator. This results in two key control issues when implementing

a RTHS scheme, namely, (i) the accurate reproduction (through the transfer system) of the

reference signal that corresponds to the common boundaries between the experimental and the

numerical substructure; and (ii) the suppression of the time delay, which is inevitably introduced

by the transfer system (actuators, A/D-D/A converters, etc.). The first issue is a typical control

problem, while the second is a problem of prediction.

In this work, a benchmark virtual RTHS is considered, as developed by Silva et al. [3] for

the purpose of comparing various control schemes, this benchmark system virtually models

both the numerical and physical substructures along with the dynamics of the actuation system.

The problem of then developing a controller for the reduction of actuator delay and error can

then be considered in isolation. This study discusses such a control strategy and introduces

an alternative framework for the effective reproduction of reference signals, which is based

exclusively on adaptive signal processing and requires no prior knowledge about the dynamics

of the transfer system, the specimen and their interaction. The controller used is based on the

filtered-X algorithm [7] for adaptive tracking control which has been widely used in signal

processing [8] and previously applied to the problem of control in hybrid simulation [2].

2 THE vRTHS BENCHMARK PROBLEM

The RTHS case study considered herein pertains to the recently published virtual benchmark

problem of Silva et. al [3]. In specific, we focus on the control plant part of the vRTHS

paradigm, a layout of which is displayed in Fig. 1. Table 2 shows the numerical values of the

parameters, some of which are considered as uncertain that follow the Gaussian distribution
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α1β0

s2+β1s+β2

1
s+α3

1
mes2+ces+ke

α2s

+

−
+

−
xR(t) xA(t)

Figure 1: Layout of the control plant (transfer system plus experimental substructure). From left to right, the trans-

fer functions on the upper correspond to the valve, actuator and experimental substructure dynamics, respectively,

while the transfer function on the inner feedback loop corresponds to the control-structure interaction dynamics.

The signals x
R
(t) and x

A
(t) refer to the reference and the achieved response of the experimental substructure,

respectively. Adapted from [3].

with the indicated mean and standard deviation.

Parameter Component Nominal value St. dev. Units
α1β0 Servo-valve 2.13× 1013 - m Pa/s

α2 Actuator 4.23× 106 - m Pa

α3 Actuator 3.3 1.3 1/s

β1 Servo-valve 425 3.3 -

β2 Servo-valve 10× 104 3.31× 103 1/s

me Exp. sub. 29.1 - kg

ce Exp. sub. 114.6 - kg/s

ke Exp. sub. 1.19× 106 5× 104 N/m

Table 1: Parameter values for the control plant of Fig. 1. From [3].

By applying block diagram algebra on the closed loops of Fig. 1, the transfer function be-

tween the reference and the achieved signals, xR(t) and xA(t), respectively, is given by [3]

G(s) =
B0

A5s5 + A4s4 + A3s3 + A2s2 + A1s+ A0

(1)

for

B0 = α1β0A0 = keα3β2 + α1β0

A1 = keα3β1 + (ke + c3α3 + α2)β2

A2 = keα3 + (ke + c3α3 + α2)β1 + (ce +meα3)β2

A3 = (ke + c3α3 + α2) + (ce +meα3)β1 +meβ2

A4 = ce +meα3 +meβ1

A5 = me (2)

In discretizing Eq. 1 the zero-order hold scheme is applied for Ts = 1 ms, leading to a nominal

digital transfer function of the form

G(z) =
C1z

−1 + C2z
−2 + C3z

−3 + C4z
−4 + C5z

−5

1 +D1z−1 +D2z−2 +D3z−3 +D4z−4 +D5z−5
(3)
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Figure 2: Frequency response of the analog (G(s)) and digital (G(z)) nominal transfer functions.

with parameters shown in Tab. 2. Notice that G(z) is characterized by unit delay: this is at-

tributed to the fact that the transfer function of the experimental substructure (see Fig. 1) has

displacement as output. In the case of velocity, or acceleration control, this transfer function has

to be modified accordingly, leading to corresponding zero-delay digital equivalents. In the case

of the displacement, the close resemblance between G(s) and G(z) is confirmed in Figure 2,

where the frequency response of both transfer functions is plotted.

Numerator Denominator
Coefficients Roots Coefficients Roots

C1 = 5.637×10−6 −21.347 D1 = −4.383 0.953
C2 = 1.349×10−4 −2.149 D2 = 7.878 0.905± 0.406j
C3 = 3.174×10−4 −0.403 D3 = −7.239 0.810± 0.190j
C4 = 1.169×10−4 −0.041 D4 = 3.394

C5 = 4.226×10−6 0 D5 = −0.649

Table 2: Numerator and denominator coefficients for the nominal digital control plant.

Table 2 shows further the roots of the numerator and denominator polynomials, from where it

is deduced that the control plant is of nonminimum phase. By applying the theory of two-sided

Z-transform,G−1(z) can be expanded to either a causal, but unstable series, or to a noncausual,

but stable one. The former expansion is obviously unacceptable, as it would lead to control

plant instability. The latter is acceptable, yet this would mean that the inverse controller would

be a predictor. This behaviour is typical for plants having nonminimum phase features [7]. In

such cases, the best practice is to attempt adapting the controller (see next section) to delayed

responses of the control plant. To demonstrate how this is accomplished, assume that G−1(z)
can be expanded to a convergent (i.e., stable) series as

G−1(z) = · · ·+ g2z−2 + g1z
−1 + g0 + g−1z

1 + g−2z
2 + g−3z

3 + . . . (4)

If the g−i terms are negligible, then one can discard the noncasual part of the expansion and

obtain a casual, stable inverse transfer function. Since, however, this is usually not the case, a

delay term is added to the signal path, and an inverse filter of the form

z−ΔG−1(z) = z−Δ
(
· · ·+ g2z−2 + g1z

−1 + g0 + g−1z
1 + g−2z

2 + g−3z
3 + . . .

)
(5)
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Figure 3: Graphical representation of the adaptive inverse control process. The hat symbol denotes estimate and 
the shadowed boxes indicate copies of the respective forward/inverse adaptive filters. d[k] is the dither signal.

is estimated online, allowing for more terms of the expansion to be included, using the adaptive

scheme that is outlined next.

3 ADAPTIVE INVERSE CONTROL

Our strategy for adapting an inverse controller to the control plant of Fig. 1 is based on the

work of Dertimanis et. al [2] and it is sketched in Fig. 3. It consists of two successive stages

that are implemented in real-time:

- The forward adaptation stage, where a finite impulse response (FIR) estimate of theG(z),
Ĝ(z), is estimated.

- The inverse adaptation stage, where a FIR estimate of G−1(z), Ĝ−1(z), is made.

When both stages have been successfully executed and convergence has been achieved, the

controller can immediately accept any reference signal for reproduction through the transfer

system.

3.1 Forward adaptation

In view of Fig. 3, the adaptive identification of the control plant is achieved though the use

of a “dither” signal, d[k]. Notice that in this stage the weights of the FIR filter that pertain to

the inverse controller are zero, thus, the reference signal x
R
[k] does not reach the control plant.
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If simultaneous estimation of forward and inverse filters is selected, then, as Fig. 3 illustrates,

the plant is excited by both the reference and the dither signals, while forward adaptation is

performed using only the dither one. In any case, the dither signal is usually a realization of a

zero-mean Gaussian white noise process (see the discussion on the effects of training signals in

Dertimanis et. al [9], in order to excite all modes of the control plant up to the Nyquist rate.

The adaptation is carried out using the decorrelated LMS method [10], which combines

improved convergence properties and low computational complexity. At each step, the adaptive

filter’s output is calculated as

x̂
A
[k] = gT [k]d[k] (6)

where gT [k] are the filter coefficients, gT [k] =
[
g[k, 0] c[k, 1] . . . c[k, ng]

]T
, x[k] =[

d[k] d[k− 1] . . . d[k− ng]
]

and ng is the order of the filter. The coefficients are updated by

g[k + 1] = g[k] + μ[k]g[k] (7)

for a step size μ[k]

μ[k] =
ρe[k]

dT [k]s[k]
(8)

In Eq. 8, ρ is a trimming factor, e[k] = x
A
[k]− x̂

A
[k] is the error between the measured and the

predicted signal and s[k] is the filter gradient, updated by

s[k] = d[k]− α[k]d[k − 1] (9)

with a[k] denoting the decorrelation coefficient

a[k] =
dT [k]d[k − 1]

dT [k − 1]d[k − 1]
(10)

3.2 Inverse adaptation

The inverse adaptation process, which can be initiated before full convergence of the forward

adaptation has been achieved, is shown at the lower part of Fig. 3. It utilizes a copy of Ĝ(z)
just before the inverse adaption process and attempts to minimize the overall system error,

e.g. the difference between a delayed version of the reference signal and the response of the

control plant. Adaptation is succeeded using the discrete cosine transform-least mean square

(DCT-LMS) filter [11], which consists of the orthogonalization, the power normalization and

the filtering steps. In the former, the input vector is transformed by the DCT as

w[k, i] =

ng
I
−1∑

�=0

Qng
I
(k, �)u[k − �], i = 0, 1, . . . , ng

I
− 1 (11)

with ng
I

being the order of the inverse filter and Qng
I
(k, �) the DCT coefficients, which can be

calculated a priori offline from

Qng
I
(k, �) =

√
2

ng
I

Kkcos

(
k(�+ 1/2)π

ng
I

)
, k, � = 0, 1, . . . , ng

I
− 1 (12)

for

Kk =

{
1√
2
, k = 0

1, k 	= 0
(13)
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The transformed values are accordingly normalized by the square root of their power via

v[k, i] =
w[k, i]√
P [k, i] + ε

, i = 0, 1, . . . , ng
I

(14)

where ε is a small constant and

P [k, i] = P [k − 1, i] + (1− γ)w2[k, i], i = 0, 1, . . . , ng
I

(15)

and the power update factor γ ∈ (0, 1]. The inverse filter weights are updated according to

g
I
[k + 1, i] = g

I
[k, i] + μe[k]v[k, i], i = 0, 1, . . . , ng

I
(16)

where e[k] is the overall system error.

4 IMPLEMENTATION

To validate and assess our control framework, we adopt a realization of the vRTHS problem

that pertains to the first partitioning case explained in Silva et. al [3, Tab. 01]. To reduce

high demands on the discretization process and the associated sampling rates, our simulations

are performed at a sampling period Ts = 1 ms, and thus Eq. 1 is sampled at this rate. The

reference signal corresponds to the displacement at the boundary between the numerical and the

“experimental” substructure. During the training phase, it is selected as a zero-mean Gaussian

white noise of variance 10−7, modulated through a low-pass filter with a cut–of frequency at

250 Hz, while the dither signal is also zero-mean Gaussian white noise of the same variance.

Our implementation proceeds via the following steps:

- Assign values for the standard parameters and obtain realizations of the uncertain ones [3,

Tab. 02].

- Perform forward adaptation for extracting a FIR estimate of the control plant.

- Upon successful convergence of the forward adaptation path, we lock the weights and we

switch to the inverse adaptation path.

- Finally, when the inverse adaptation path has converged to a FIR estimate of the control

plant’s inverse, we again lock the weights of the inverse and we switch the reference

signal to the one intended for RTHS. The time-series of this signal are obtained from

conducting simulations via the original distributed software code of Silva et. al [3]

It is further mentioned that, after initial investigations, the orders for the forward and inverse

FIR models are kept constant and equal to ng = 300 and ng
I
= 200, respectively, while the

reference signal’s delay is set to Δ = 100.

Indicative results for one occurrence of the aforementioned steps are expanded over Figs 4–7.

Focusing on the top plot of the first, one can clearly observe the underlying adaptation proce-

dure. The adaptive modeling step of the control plant evolves over the first 15–20 s (although

convergence has been achieved already from the first 1-3 s), in which the reference signal (in

black) is significantly larger than the achieved one (in red): this is due to the fact that herein

only the dither signal is involved to the adaptation process. Accordingly, the inverse adaptation

does not show any chattering and/or instabilities, while again convergence is achieved relatively
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Figure 4: Top: evolution of the adaptive inverse control process for a single realization of the uncertain parameters.

Bottom: overall adaptation error.

Figure 5: Left: zoom of Fig. 4 at the part of the simulation where the RTHS displacement is applied. Right:

Synchonization plot between the reference and the achieved signals.

early (around 50 s the overall error does not essentially reduce anymore. Perhaps a proper ad-

justment of the DCT-LMS parameters can speed up convergence). When the adaptive inverse

controller is properly adapted to the control plant, the execution of the desired reference signal

follows after a short pause. The quality in the reproduction of the desired displacement is de-

picted in Fig. 5, from where an excellent synchronization plot between the (delayed) reference

and achieved signals can be observed.

In terms of FIR models, Fig. 6 displays the resulted forward and inverse filters. The former

succeeds in accurately reproducing the digital impulse response of the control plant (e.g. the

inverse Z-transform of Eq. 3) at the selected order, rendering the adopted deconvolution algo-

rithm quite successful. Regarding the resulted shape of the inverse filter, with low-valued lead-

ing weights, significant ones at the middle and negligible trailing values, essentially explains

the effects of Eq. 5 to the process. The convolution of the two resembles a digital impulse, as il-

lustrated in Fig. 7, where the impulse response of the cascaded forward and inverse FIR models

is plotted. Notice that, while the digital impulse does not reach unity, the reproduction of the

reference signal is almost perfect. This is merely due to the flat amplitude of the corresponding

frequency response function at 0 db, over a wide frequency range that reaches up to 100 Hz (the

effective band of most hydraulic actuators used in structural testing).
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Figure 6: Top: true digital impulse response (continuous black curve) of the control plant and adapted FIR model

(red dotted curve). Bottom: adapted FIR model for the inverse of the control plant.

Figure 7: Left: Impulse response of the cascaded forward and inverse FIR models. Right: amplitude of the

associated frequency response function.

5 CONCLUSIONS

Adaptive inverse control offers many advantages, compared to conventional control method-

ologies. Among others, it requires no prior model for the control plant, it is exclusively based on

digital signal processing (thus it is fast), while it retains certain stability and robustness features,

due to the FIR filters involved. This comes at the cost of somehow increased model orders, the

computational cost of which is, nevertheless very small (in the orders of μs in processors with

typical specifications). In this respect, our methodology showed quite satisfactory results and

we aim at further investigating its capabilities, by testing its efficacy within the RTHS loop.
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Abstract. Optimal sensor placement (OSP) in complex systems implies a configuration that 
maximizes the information gain by the sensors. This configuration is identified by maximizing, 
with respect to the location of the sensors, an expected utility function on information-based 
measures. The resulting multi-dimensional integrals are estimated using asymptotic approxi-
mations and sampling techniques. Herein we extend such formulations to be robust to uncer-
tainties in nuisance parameters associated with system and prediction error model conditions, 
and environmental variabilities. The nuisance parameters are not inferred from the collected 
data but they affect the learning or prediction processes. Robust designs are achieved by max-
imizing the expected amount of information in the data and minimizing its fluctuation due to 
uncertainties in the nuisance parameters. We demonstrate, through a number of examples in 
structural dynamics, the capabilities of the proposed OSP framework for model parameter es-
timation and model response predictions. 
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1 INTRODUCTION
Optimal sensor placement (OSP) is an important component for numerous structural engi-

neering applications. OSP aims to maximize the quality of the experimental or observational
data in order to improve models and narrow the uncertainties in their parameters and their pre-
dictions for quantities of interest (QoI). Eventually such improved models are used to update 
the state of the structure, trace structural deterioration, update structural reliability and safety, 
prognose the remaining lifetime of structural components (e.g. fatigue lifetime) and design cost-
effective maintenance actions. Bayesian OSP framework enables to select the design variables 
(type, number and location of sensors) to obtain most informative data to update posterior prob-
ability density function (PDFs) of model parameters for the purposes of parameter estimation, 
model selection and response prediction. 

In this study, we outline a robust Bayesian OSP framework, based on information theory for 
parameter estimation and response reconstruction of linear systems. The information gain is
quantified using the Kullback-Leibler divergence (KL-div) between the posterior and prior dis-
tribution of the model parameters or the response QoI. The Optimal Experimental Design (OED) 
framework is expanded to consider the uncertainties in the nuisance parameters arising from 
the variability in structural model parameters, environmental loads or prediction error model 
parameters. The nuisance parameters are not included in the parameters inferred by the Bayes-
ian methodology. The utility function, chosen as the expected KL-div over all possible data, 
becomes a function of the design variables and the uncertain nuisance parameters. Thus robust 
design optimization techniques can be applied to find optimal sensor configurations that max-
imize the expected information gain and minimize the variability of the information gain over 
all possible values of the nuisance parameters. To demonstrate the efficiency of the proposed 
method, a simple spring mass chain system is selected.

2 BAYESIAN OPTIMAL EXPERIMENTAL DESIGN

2.1 Bayesian Parameter Estimation and Prediction of Output QoI 

We consider a model of a structural system subjected to external loads. We define as NR
the model parameters that will be estimated using a set of measured data ( ) Ny y R  of 
output quantities that depend on experimental design variables . The design variables are 
related to the sensor configuration (number, type and location of sensors).We define as a set 
of nuisance parameters of the system model and/or the external loads that affect the output 
quantities of interest but they are not inferred from the available data. These parameters are 
related to factors that may be uncertain during the operation of the structure including environ-
mental conditions and modeling assumptions. The values of the output QoI ( ( ; , ) Ng R ) 
are predicted by the structural model at the measured locations, for specific values of the pa-
rameter set . These predictions depend on the model structure and the excitations, the sensor
configuration and the nuisance parameters .

The discrepancy between the measurements and the model predictions is expressed as:

( ; , )y g e (1)

where e is due to the model and measurement error. The error e is modeled as a zero-mean 
Gaussian vector with covariance ( ) N N

e R , where contains the parameters that define 
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the correlation structure of ( )e . Herein the parameter set is included in the nuisance pa-
rameter set . The Bayesian theorem is applied to estimate the posterior PDF ( | , , )p y of 
the model parameters , with a prior ( ) , given the measured data y and the values of the 
nuisance parameters .

We introduce an output vector QoI z given by 

z (2) 

where ( , ) n NR has a known structure that depends on and , and is the modeling 
error. Herein, for simplicity, a linear relation between the response QoI and the model parame-
ters is assumed. Also, the error is taken to be zero-mean Gaussian distribution with covari-
ance matrix ( ) n ns R . Using the posterior distribution of the model parameters, one can 
readily obtain the posterior distribution of the output QoI z as a function of ( , ) and 

( )s .

2.2 Bayesian OSP for Parameter Estimation 
One of the objectives of an experiment is to maximize the information contained in the data 

in order to estimate reliably the parameters of the model or for reliably predicting an output 
QoI. The information content of the data is quantified through the utility function chosen as the 
information gained by the experiment. The utility function is related to the relative entropy or 
the KL-divergence [1] between the prior and posterior PDF of the model parameters or the 
output QoI given an outcome y  obtained from an experimental design . In the experimental 
design phase the data are not available and the expected utility function over all possible out-
comes of the experimental data y , is introduced to reflect the usefulness of the experiment in 
estimating the model parameters [1] or estimating an output QoI. 

Using an asymptotic approximation for large numbers of data and assuming small prediction 
error, the expected utility function for model parameter estimation takes the form [2]: 

1, ; ,  U H d c (3)

where 1c  is constant,  

11 1; , ln 2 ln det ; ,
2 2

H N Q (4)

is the posterior information entropy, 

1; , ; , ; , ; ,
T

eQ g g (5) 

is the posterior covariance matrix approximated by the Fisher information matrix, and ( )
is the covariance of the prior PDF of the model parameters , with 1/ ,..., / N .
The prior PDF provides the necessary information to optimize the sensor configuration in the 
case where the Fisher information matrix is ill-conditioned due to insufficient information con-
tained in the data.
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2.3 Bayesian OSP for Response Prediction 
The sensor configuration can be optimally designed to provide the highest information gain 

for predicting a set of output QoI. Using asymptotic approximation, assuming large number of 
data and small prediction error, the expected utility function for predicting output QoI is given 
in terms of the covariance matrix ,zP of the posterior uncertainty in the output QoI, in 
the form [3]: 

2
1, ln det , ,
2

zU P d c (6) 

where 2c is constant, ( , , )zP depends on the sensor location , the model parameters  to 
be inferred from the data, and the values of the nuisance parameters . The integral is over the 
uncertain parameter space associated with the model parameters . Using (2), the covariance 
matrix ( , , )zP  of the posterior PDF is expressed as

11, ,z TP Q   (7) 

where relate to the sensitivity of the output QoI with respect to the model parameters 
.

3 ROBUST OPTIMAL SENSOR PLACEMENT (ROSP)
The OSP should be designed to be robust to uncertainties arising from manufacturing var-

iability, structural conditions not accounted into the modelling, environmental variabilities and 
modelling errors. To account for the uncertainties in the nuisance parameters, a robust design 
optimization technique is used to find the optimal values of the design variables. This optimal 
design is selected to maximize the expected amount of information in the data over all possible 
values of the nuisance parameters and also minimize the variability in this information due to 
the uncertainty in the values of the nuisance parameters. 

The expected utility function ( , )U depends on the uncertain nuisance parameters .
The respective minimization problem is expressed as  

arg min ( ) arg min[ ( ) ( )]opt J (8) 

where ( ) is the expected utility 

( ) [ ( , )] ( , ) ( ) E U U d (9) 

and ( ) is the standard deviation of the utility 

2 2 2( ) [( ( , ) ( )) ] [ ( , ) ( )]  ( ) E U U d   (10) 

In this study the value of in Equation (8) is equal to 1. Equation (8) is equivalent to mini-
mizing the expected information entropy and its variability over all possible values considered 
for the nuisance parameters. 
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The multi-dimensional integrals in Equations (3) and (6) over the parameter space and 
in Equations (9) and (10) over the uncertain parameter space can be estimated using Monte 
Carlo or Sparse Grid [4] techniques. The optimization of (8) is performed using heuristic se-
quential sensor placement algorithms to overcome the large computational expense without 
sacrificing accuracy [5].

4 NUMERICAL EXAMPLES 
We first demonstrate the effectiveness of the proposed ROSP methodology, on a 20 DOFs 

spring-mass chain system. The nominal mass and stiffness of each link in the chain are identical 
with 0.085m  and 600k respectively. ROSP results are compared with the deterministic 
case. 

In the first example, ROSP is performed to estimate the first three stiffness parameters of the 
system. Uniform prior PDF for the three stiffness parameters is assumed with lower and upper 
bounds taken to be 0.8 and 1.2 times the nominal stiffness values. The analysis is performed 
considering the uncertainty in the mass of the system. An uncertain nuisance parameter is as-
sumed for the first mass of the system. The nuisance parameter follows a Gaussian distribution 
with mean equal the nominal mass value and standard deviation equal to 10% of the nominal 
mass value. Rayleigh damping is assumed with the mass and stiffness coefficients selected so 
that they correspond to 2% damping ratio for the first and the fifth mode of the system. The 
equations of motion are solved using the state space method for the system subjected to white 
noise input at the 20th DOF with 0.05 sec time step. It is assumed that the sensors measure 
acceleration time histories.  

Figure 1: Comparison between the robust and deterministic OSP results (left) and the best and worst expected
information entropy values (right) for parameter estimation.

In Figure 1, the optimal sensor locations and the corresponding best and worst (minimum 
and maximum) expected information entropy values for the robust and the deterministic cases 
are compared. Results are given as a function of the number of sensors. It can be seen that the
expected utilities decrease as the number of sensors increases. The distance between maximum 
and minimum expected utility values quantify the information gain that can be achieved using 
the ROSP methodology. According to the comparison of deterministic and robust cases, the 
optimal sensor configurations and utility values are affected significantly when considering the 
uncertainty in the nuisance parameters. The difference in the optimal sensor configuration ap-
pears for configurations involving more than two sensors.  
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In the second example, OSP is performed for response prediction using a modal expansion 
technique [5]. Acceleration sensors at optimal locations are used to reconstruct the acceleration 
responses at all DOF of the system. Modal damping is used assuming that only four modes are 
contributing to the system dynamic. Robust analysis takes into consideration uncertain bound-
ary conditions. Specifically, the fixity condition of the first link in the chain is assumed to be 
uncertain. The degree of fixity is simulated by replacing the base support by a spring. The stiff-
ness of the added spring is assumed 0k k , where  represents the uncertainty nuisance pa-
rameter taken as uniform distribution with lower bound 1 (simulating a flexible support) and 
upper bound 10 (simulating a fixed support).  

Figure 2: Comparison of the deterministic and robust OSP results throughout the best sensor locations (left) and 
the –utility values (right) for response prediction.  

Figure 2 compares the deterministic and ROSP results for response prediction. Similar to the 
previous example, the information gain is a decreasing function of the number of sensors placed 
at their optimal position. The information gain for up to four sensors is significant for both 
deterministic and robust cases as the problem is ill-conditioned for less than four sensors. As 
observed by the small reduction in the information entropy values as a function of the number 
of sensors for more than four sensors, there is no significant information gained for accurate 
response prediction purposes from these additional sensors. This result holds for both robust 
and deterministic cases. It is also clear from the optimal sensor placement results that the opti-
mal sensor configurations are affected significantly as a result of the uncertainty in the boundary 
condition. 

5 CONCLUSIONS 
We present a novel formulation for robust optimal sensor placement (ROSP) in structural

dynamics by combining utility theory and information-based measures. The optimal sensor 
configuration maximizes the expected information gain computed by the KL divergence be-
tween prior and posterior distribution of the model parameters or the model predictions of an 
output QoI. Robust optimal configuration designs are proposed that take into account uncer-
tainties in nuisance parameters that are not inferred from the data. Such parameters are associ-
ated with uncertain model conditions (e.g. boundary conditions), environmental variabilities,
manufacturing variabilities as well as parameters of the prediction error models. The framework 
employs asymptotic approximations to simplify the computation of the integrals involved in 
the utility function. However, it is readily applicable to estimates of the expected utility func-
tions that are based on full sampling techniques [7-9]. The multi-dimensional integrals involved 

0 5 10 15 20

Number of sensors

0

2

4

6

8

10

12

14

16

18

20

22

Be
st

 s
en

so
r l

oc
at

io
n

deterministic

robust

0 5 10 15 20

Number of sensors

-140

-135

-130

-125

-120

-115

-110

-105

Minimum expected utility 1

Maximum expected utility 1

Minimum expected utility 2

Maximum expected utility 2

3909



Tulay Ercan, Petros Koumoutsakos and Costas Papadimitriou

in the robust design optimization technique were estimated using Monte Carlo or sparse grid 
methods. The optimization is performed using heuristic sequential sensor placement algorithms 
to provide computationally efficient solutions. The effectiveness of the method was demon-
strated for a multi-DOF linear spring-mass chain system. The proposed ROSP framework is 
general and can be extended to handle nonlinear structural dynamics models. It is also applica-
ble to optimize the experimental design for a wide variety of systems encountered in engineer-
ing and applied sciences.  
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Abstract. Wind energy is in the forefront of the renewable energy sources and it is expected to
show continuous expansion demanding more efficient design, simulation and production pro-
cedures. Nevertheless, with the rise of power ratings and the steep increase in size of the
blades, there is a considerable need for the development of more reliable simulation predictions
with quantified uncertainties and deeper understanding of the randomness that affects the sys-
tem. The effect of structural uncertainties and imperfections on the properties of the composite
material used for blades has long been confirmed. Many uncertainties in a wind turbine blade
design relate directly to the uncertainties of material properties. Wind turbine blade models can
rely on tens of thousands of parameters, including geometric, material and layup information.
Some of these parameters can show diverse stochastic behaviours, which may impact predic-
tion capacity, but are not easily included in an uncertainty study. Requirements for simulation
accuracy and precision continue to intensify, together with the performance requirements. Un-
certainty quantification is an important step towards an optimised structural design, i.e. it is
important to analyse both data and model results to understand limitations of current modelling
and data variability making informed decisions. This article shows the application of a non-
intrusive uncertainty quantification framework to the structural model of a wind turbine blade,
considering the main material property parameters as randomly-distributed inputs. The effects
of these uncertainties and sensitivities of these parameters are investigated for stiffness distri-
bution, mass and center of gravity (CG) of the blade and for their effect on the static deflection
test. The numerical results are compared with experimental test data for validation.
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1 INTRODUCTION

The blades of a wind turbine are constructed by combining different composite materials -

including glass and carbon fibre reinforced polymers with different fibre orientation - and a core

material (typically wood or foam). The blades are required to withstand a diverse range of loads,

while maintaining their aerodynamic profile and have a useful life of 20 years or more. These

requirements mean that every aspect of their design, installation, operation and maintenance

must be optimised.

Structural performance can be directly affected by uncertainties associated with models,

making it harder to specify resistance and loadings. The conventional design approach has

been to adopt characteristic values and safety factors to compensate for structural variations

resulting from the production process. However, probabilistic analysis permits a more rigor-

ous quantification of the various uncertainties, and ultimately will facilitate a more efficient

design. Quantifying the confidence and predictive accuracy of model calculations is a neces-

sary step toward model verification and validation (V&V); this is an enabling methodology for

the development of computational models that can be used to make predictions with quantified

confidence [1].

Uncertainty quantification (UQ) in wind applications (turbine models, wind forecasting, en-

ergy production) is still a young research theme, but the presence of uncertainties in wind tur-

bine outputs, lifetimes, and failure probabilities leads to a conservative philosophy with high

safety factors. Blades can be improved by using a probabilistic approach to design in which the

effects of uncertainties are understood and quantified [2].

This paper describes the application of a UQ framework based on Monte Carlo simulation

of a structural model of a wind turbine blade. The quantities of interest are the blade stiffness

distribution, mass and centre of gravity (CG) location and static deflection under a specific

loading. The material properties of the three main types of laminates used in the blade have

been characterised as random inputs whose uncertainties are propagated to the QoIs (quantity of

interest). A Gaussian process emulator is used to conduct sensitivity analysis on the parameters.

Monte Carlo simulation with Latin Hypercube (MC-LHS) sampling is used for UQ. Results are

validated against experimental data.

2 MODEL

2.1 Blade structural model

The cross-sectional model used in this study is based on the formulations of Krenk and

Jeppesen [3]; utilising a line mesh in the calculation of the structural features, the torsion and

shear properties of the cross-sections are formulated within a finite element method (FEM)

with the warping function as unknown. The cross section is divided into straight elements with

uniform trapezoidal thickness. Every component is simplified and lumped into a thin-walled

shell structure with the help of so-called superelements. The Crs (cross-sectional) model also

calculates the sectional mass by summing the contribution of each layer of the laminate. The

calculation is repeated for each cross section throughout the blade (Fig.1) along the blade span.

The blade’s stiffness can be seen in Fig.2, normalised by the maximum value.

The QoIs for this study are the distributions of stiffness in flapwise (EIY ), edgewise (EIX)

and torsional (GIZ) directions, based on the blade reference frame shown in Fig. 1A. The

model combines information from geometry, ply definition, layup and materials properties to

calculate geometric and structural properties, mass and stiffness distributions. Elastic moduli

are termed in accordance with a material coordinate system seen in Fig. 1B, where the 1-
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direction corresponds to the 0◦ fibre direction.

Figure 1: Reference system for wind turbine blade and material properties.

Figure 2: Wind Turbine Blade stiffness distribution - Deterministic results.

The blade layup is important information because, as can be seen in Fig.3 where it is plotted

for normalised blade length X [%], there are substantial differences of composition along the

blade. The blade studied in this paper has two main laminate types:

• UD: Unidirectional laminate

• BIAX: Bi-directional laminate

Results will show that the type and quantity of laminate used for specific regions of the blade

have different impacts on the responses, meaning also that a few material properties have a

much bigger influence in some model outputs than others.

2.2 Blade static deflection test

The blades are often considered the most critical structural component of the turbine. There-

fore, safety standards require full-scale testing for every prototype and after major design

changes. Overall, full-scale tests are seen as a final design verification with the following ob-

jectives:
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Figure 3: Wind turbine blade layup.

• validate assumptions;

• identify relevant failure modes;

• identify manufacturing details prone to damage initiation.

Requirements for blade testing are part of international standards (e.g. IEC-61400-23 and DNV

GL-ST-0376) which manufacturers are required to comply with. The scope for certification

static bending test (section 4.9 on [4]) involves (but is not limited to) testing in:

• positive flapwise direction (from pressure side to suction side);

• negative flapwise direction (from suction side to pressure side);

• positive edgewise direction (from trailing edge to leading edge);

• negative edgewise direction (from leading edge to trailing edge).

The blade static deflection test described in this section is not part of a certification campaign;

it is a quality control test whose goal is to check whether the blade can withstand extreme load

cases and gives evidence that the blade is neither too stiff nor too flexible. It is a way to evaluate

blades per tolerance thresholds. The test setup consists of the blade supported at the root section

and at midspan subjected to a negative flapwise load close to the tip. The blade is essentially

kept in rigid-body statics due to its own weight pushing it on the supports.

The setup is illustrated by a 3D model in Fig. 4 together with the finite element model used

to simulate the test. This model is based on the lengthwise stiffness distribution of the blade

(which is characterised by the Crs model). Data from static deflection tests of 34 blades of the

same type subjected to the same load will be compared in the UQ results.

3 RANDOM INPUT CHARACTERISATION

The characterisation of the uncertain inputs of an UQ problem is of utmost importance be-

cause poor input models will have a large effect on the interpretation of the uncertainty be-

haviour of the system. Bigoni [5] defines three main approaches to the probability distribution
estimation of inputs:
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Figure 4: Wind Turbine Blade static test: Setup and finite element model.

• Assumption: probability distributions for the parameters are defined relying on experi-

ence and wisdom.

• Inference: the probability distributions are reconstructed using measurements of the quan-

tity of interest.

• Measurement: measurements of the parameters are carried out, and probability distribu-

tions are fitted to these experiments.

The last approach is always preferred, but it is seldom available. The costs, effort and time

necessary to characterise random parameters by experiments (that have to be repeated, generat-

ing enough samples to have a good fit) are usually too high.

The access to Siemens Gamesa Renewable Energy’s material test database allowed this study

to be conducted with experimental data for the estimation of material property probability dis-

tributions.

In this study the random variables are the material properties (Table 1) of the two main types

of glass-fibre reinforcements (BIAX and UD) used in the blades. Fig. 3 shows the evolution of

composition of the blade along its length.

Property Description

E11 Modulus of elasticity in direction 1 [Pa]

E22 Modulus of elasticity in direction 2 [Pa]

E33 Modulus of elasticity in direction 3 [Pa]

G12 In-plane shear modulus of elasticity [Pa]

G13 Out-of-plane shear modulus of elasticity [Pa]

G23 Out-of-plane shear modulus of elasticity [Pa]

ρ Laminate density [Kgm3]

t Laminate thickness [m]

Table 1: Laminate main material properties.

The material stiffness and strength for the glass-fibre laminates are determined from ma-

terial testing of actual fibre-resin and core materials that are representative of the production

blade laminates and sandwich configurations. Testing for each material property is carried out

according to the relevant standard [6]. For each type of laminate, the main material properties

were considered as random input parameters (Table 1). The nominal values and coefficient of

variation were used to fit pdf to these inputs. The number of samples and coefficient of variation

for each property, are presented at Table 2. The Gaussian distribution was used for all variables
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so that the differential entropy is maximized for a given variance [7], which means this is the

distribution with least assumptions and can be fitted only with information of variance and mean

values.

BIAX

Property CoV % # test Property CoV % # test

E11 4 15 G12 3 30

E22 4 15 G13 3 5

E33 4 15 G23 3 5

ρ 0.6 27 t 2 27

UD

Property CoV % # test Property CoV % # test

E11 3 15 G12 3 15

E22 5 15 G13 3 15

E33 5 15 G23 3 15

ρ 0.6 9 t 3 9

Table 2: Materials properties experimental CoV.

Latin Hypercube Sampling (LHS) is widely used in Monte Carlo simulations as a way to

improve accuracy and computational cost. LHS is a method to generate controlled random

samples, the idea is to take the sampling point distribution close to the probability density

function (pdf). It involves dividing the cumulative density function (cdf) into n equal partitions

and then sampling a specified number of random data points in each partition. A MC-LHS

(Monte Carlo with Latin Hypercube Sampling) was implemented for the materials properties

previously defined by fitting pdfs to the coupon testing data and LHS from these pdfs. The fitted

pdfs and the histogram of the LHS UD properties realisations can be seen in Fig. 5.

Figure 5: pdfs and histogram of UD random properties realisations from MC-LHS.

4 SENSITIVITY ANALYSIS

The software GEM-SA (Gaussian Emulator Machine - Sensitivity Analysis [8]), was used

to calculate the main effects and total effects for each parameter. The emulator can be seen as

a model of the model. The physics based model is treated as an unknown function, with the
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possible ranges of the input parameters specified by probability distributions. Assuming this

model is a smooth function of its inputs, then a response surface can be fitted to the training

data using a least squares regression and the output can be estimated for any set of inputs, faster

than using the physics based simulation. Details for this procedure are found in [9].

The emulator was trained using an LHS with 100 realisations of the deterministic code. This

study relies on the following assumptions:

• No correlation between random variables (i.e. all properties were considered to be inde-

pendent).

• No uncertainties in the geometry of the blade were considered.

• The CG and mass were assumed to be dependent exclusively on the density and thickness

of the laminate.

• The static deflection was assumed to be dependent exclusively on the laminate’s moduli.

Figs.6A and B show the contribution of the input parameters on the blade mass and CoG,

respectively. As shown, the thickness of the UD is the most influential parameter both in the

blade mass and in the blade CG.

Figure 6: Blade mass, CG and static deflection sensitivity analysis - main effect.

Fig.6C shows the contribution of the material stiffness in the blade static deflection. The

E11 of the UD dominates the variance of the static deflection test. This is coherent since the

UD is the major laminate type in the spar cap, which is the substructure responsible for the

flapwise blade stiffness. It is worth highlighting that the variation of the input parameters is

limited (around 3 to 5%, shown in Table 2). In Table 3, the contributions can be seen for the

main properties in each case: CG, mass and static deflection. The other parameters would need

bigger variations to have a significant effect in the blade deflection.

5 UNCERTAINTY QUANTIFICATION

Monte Carlo (MC) simulation is the most applied methodology for uncertainty propagation,

due to its straight forward implementation and non-intrusiveness to the deterministic model. It

can be summarised in three steps:

1. construct probability density function (pdfs) for all random inputs independently

2. randomly sample from all the pdfs
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Variance contribution (%)

Property CG Mass Property Static Def

ρ UD 5.04 8.93 E11 UD 98.8

ρ BIAX 0.3 0.8 E11 BIAX 1.2

t UD 92.6 88.3 E22 UD 0.0

t BIAX 2.1 2.0 E22 BIAX 0.0

Table 3: Variance contribution - Sensitivity analysis.

3. evaluate the deterministic model

4. use the collection of realisations to compute relevant statistics of the quantity of interest

Even though the sensitivity analysis was dominated by few parameters, the MC simulation for

CG, mass and static deflection were performed with the whole set of material properties of the

laminates. The reason is because there could be cross-over effects between different parameters

that could bring them to more relevance that might not be captured by the emulator.

MC results and fitted pdfs for experimental data can be seen in Figs. 7A, 7B and 8 for mass,

CG, stiffness distribution and static deflection, respectively.

A total of 3000 realisations of the deterministic model were used on the MC simulation. The

results are normalised by the experimental mean value. Table 4 shows the statistical moments

for MC and experimental data.

Figure 7: Blade mass and CG: Experimental and MC-LHS.

Experimental MC-LHS

μ (%) σ (%) μ (%) σ (%)

Deflec. 100.0 2.2 99.9 3.0

Mass 100.0 0.9 101.7 0.9

CG 100.0 0.5 100.3 0.5

Table 4: Results summary: Mean values and standard deviation for experimental data and MC-LHS.
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Figure 8: Blade stiffness distribution C.I. for normalised blade length and static deflection pdf .

6 DISCUSSION

The results for the UQ in the static deflection test can be given a high confidence as the

deterministic model is accurate and the pdfs for both UQ and experimental data are in good

agreement. Probabilistic simulations are heavily reliant of random input characterisation. Even

though material properties are not highly uncertain (CoV of 3 - 5%) there is still a considerable

effect on the blade, which can be mostly seen in the flapwise stiffness (whilst the torsional

stiffness is the least affected).

Comparison of the UQ results with experimental data test, showed the resulting variation

of mass, CG location and static deflection can be reasonably explained by the uncertainties

in the material properties of the 2 most used laminate types in the blade. The same order of

variation is seen both in simulation and test data. The fact that the uncertainty in the E11 of the

UD laminate (CoV 3 %) is of the same order of the CoV in the static deflection test supports

the Gaussian process sensitivity analysis results that it dominates the uncertainty (98.8% of

variance contribution) and that the static deflection test can be accurately simulated by a beam

model based on the blade stiffness distribution.

Mass and CG location present the same CoV for test data and MC simulations, although

there is a small bias on the mean values. Under the current assumptions (section 4), this is a

strong evidence that the uncertainty characterisation of the inputs (section 3) is representative

of the blade production. Furthermore, this information is useful to update the model and have

an even better numerical representation of the structure.

7 CONCLUSIONS

The present paper has investigated the effect of material properties uncertainties on the stiff-

ness, mass and CG location as well as on static deflection of a wind turbine blade. The material

properties were characterised by coupon testing statistical data. It is assumed that the uncer-

tainty of these parameters can be modelled with a fitted normal distribution. In order to investi-

gate combined effects on the stiffness and mass distribution, the parameters are simultaneously

varied by means of LHS and the sensitivity described by means of a Gaussian emulator.

The material properties are not the only source of uncertainty in the characterisation of a

wind turbine blade model. Still, the present study of propagating uncertainties in the materials

properties of the blade is important because it shows that small uncertainties in these parameters

have actually measurable effect on the characteristics of the blade.
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It is also important to extend the uncertainties sources considered because blade stiffness,

mass and CG can directly influence turbine loads and operation. Therefore, it is a natural step

to extend the UQ framework to the turbine simulation, in order to have a best estimate of the

impact uncertainties can have in the turbine in addition to other types of uncertainties (e.g.

uncertainty in environmental parameters).
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Abstract. In order to analyze the influence of surface soil loading on the safety performance 
of buried pipelines, based on the non-linear contact model, the pipe-soil interaction model 
under the action of surface soil loading is established by using the finite element software 
ANSYS. Then, based on the PDS module of ANSYS probability design, the sensitivity values of 
the four parameters of surcharge height H, soil density ρ, elastic modulus E and Poisson's 
ratio μ to the maximum Von Mises stress σmax and horizontal maximum displacement xmax of 
the pipeline are analyzed. The results show that for σmax, with the increase of ρ, σmax increases 
significantly; with the increase of H, σmax increases; with the increase of μ and E, σmax de-
creases. For xmax, increasing ρ, xmax decreases significantly; increasing μ, xmax increases; in-
creasing E and H, xmax decreases. It shows that the soil density has a great influence on the 
stress and displacement of the buried pipeline. The research results have certain engineering 
significance for the safety protection during the construction of buried pipelines. 
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1 INTRODUCTION 

Pipeline transportation is a safe and convenient way to transport resources. After the pipe-
line has been completed and put into operation, due to the influence of natural and human fac-
tors in the pipeline area, the external conditions will inevitably change, such as the surcharge 
phenomenon near the pipeline is very common. Surface surcharge causes pipeline defor-
mation and stress change. When the stress and deformation exceed the pipeline's bearing 
range, the pipeline will fail and cause disastrous damage and accidents. Therefore, the study 
of the effect of surcharge on buried pipelines has an important guiding role and engineering 
value for ensuring the safe operation of pipeline engineering.  

Because the model test is limited by the field conditions, more and more experts and schol-
ars around the world use analytical method and finite element method to study the influence 
of surface surcharge on the mechanical properties of buried pipelines. Trichey [1] used finite 
element method to study the dynamic response of buried pipelines under the circular uniform 
load. Han et al [2] studied the effect of surface load on the mechanical properties of buried 
pipelines in hard rock area by establishing a three-dimensional numerical model of pipe-soil 
coupling. Li and Ding [3] established the calculation theory of pipe shear, bending moment 
and deformation, and obtained the quantitative evaluation method for the influence degree of 
the adjacent building load on underground pipelines. Li et al [4] established a three-
dimensional pipe-soil interaction model to study the influence of the location and size of sur-
face surcharge on the displacement, stress and ellipticity of pipelines. Shuai et al [5] analyzed 
the effect of loads on stress and strain of buried pipelines by establishing three-dimensional 
finite element model. Wang et al [6] comprehensively analyzed the mechanical parameters of 
buried pipelines through theoretical calculation and test, and studied the safety performance of 
buried natural gas pipelines under the heavy vehicle load. 

For the analysis of the safety performance of buried pipelines under surcharge loading, 
previous studies have adopted deterministic analysis method, and a large number of trial cal-
culations have been carried out to analyze the variation of displacement and stress of buried 
pipelines by changing the influencing factors several times. It is difficult for this method to 
consider the influence degree on the pipeline safety performance when a factor changes con-
tinuously, and when the influence factors increase, it cannot distinguish the contribution of 
each factor to the influence degree on the pipeline safety performance, so there is blindness in 
the analysis. In view of this, this paper chooses the surcharge height and characteristics (in-
cluding the soil density, elasticity modulus and Poisson's ratio) as random variables, calcu-
lates the sensitivity of random parameters to pipeline safety performance by using ANSYS-
PDS random analysis module, and obtains the correlation between parameters and the pipe-
line safety performance. 

2 MECHANICAL MODEL AND CALCULATION PARAMETERS 

The normal buried depth of the raw water steel pipe is about 2 meters, and the surface slag 
heaped load is about 2 meters high. The pipe is covered along the axis of the pipe, and its 
transverse width is about 12 meters, which is symmetrical to the center of the pipe. Steel tube 
diameter D=2.4m, wall thickness d=18mm, material elastic modulus E=2.1×1011Pa, Poisson's 
ratio u=0.3, mass density ρ=7800kg/m3. 
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3 FAILURE CRITERION OF BURIED PIPELINE  

3.1 Strength checking standard  

Because of the complex stress state of pipelines, Von Mises yield condition is often used to 
check the strength of pipelines. That is, when the maximum deformation ratio of pipelines 
reaches a certain value, the yield occurs [7]. The expression is as follows: 

2 2 2
1 2 2 3 3 1

1
2VonMises s

(1) 

where σ1, σ2, σ3 are the first, second and third principal stresses,  is the design factor and σs 
is the yield stress of the pipe. 

3.2 Stability check standard 

The ratio of the maximum horizontal deformation x  to the diameter D  of the pipeline is 
defined as ellipticity . When the  is greater than 3%, the section of the pipeline will lose
stability [8]. 

x
D

(2) 

In this paper, the maximum Von Mises stress and horizontal maximum displacement of the 
pipeline are taken as the output variables to measure the safety performance of the buried 
pipeline. 

4 ESTABLISHMENT AND SOLUTION OF FINITE ELEMENT MODEL 

4.1 Constitutive model 

The material nonlinearity should be considered in the analysis of the pipeline limit state. In 
this paper, the stress-strain relationship curve of three-fold line is chosen as the constitutive 
model of the pipeline. For soil constitutive model, Drucker-Prager material is used to simulate 
soil medium in ANSYS geotechnical finite element analysis. 

4.2 Pipe-soil interaction model 

In the modeling process of pipe, the commonly used models of pipe-soil interaction are 
elastic foundation beam model, soil spring model and non-linear contact model [9]. Compared 
with the non-linear contact model, the elastic foundation beam model and the soil spring 
model are simpler in calculation, but there are a lot of simplifications, which cannot better 
simulate the contact non-linear and non-linear friction between pipe and soil. Therefore, based 
on the non-linear contact model and the finite element software ANSYS, the pipe is regarded 
as a rigid body and the soil is regarded as a flexible body. A two-dimensional rigid-flexible 
surface contact is established to simulate the interaction between pipe and soil. The finite el-
ement model is shown in Figure 1. 
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Figure 1: Schematic diagram of the finite element model. 

4.3 Solution of finite element model 
The displacement nephograms and equivalent stress nephograms of soil and pipeline can 

be obtained by solving the above finite element model, as shown in Figure 2. 

(a) X direction displacement of soil (b) Y direction displacement of soil 

(c) X direction displacement of pipe    (d) Y direction displacement of pipe 
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(e) Equivalent stress of soil   (f) Equivalent stress of pipe 

Figure 2: Displacement and stress nephograms of soil and pipeline. 

Based on the finite element model of pipe-soil interaction, the sensitivity analysis of the 
pipeline safety performance is carried out below. 

5 SENSITIVITY ANALYSIS OF SAFETY PERFORMANCE 

ANSYS PDS module [10] is designed based on the probability of finite element method, 
which can be used to study the influence of uncertain factors on the pipeline safety perfor-
mance. In this module, Monte-Carlo method is used to simulate random parameters [11]. In 
the analysis, the random variables are parameterized, so that the random parameters can be 
randomly selected according to their probability distribution in a limited range. Finally, the 
response values of stress and displacement of pipelines can be obtained by calculation. 

In this paper, four parameters of surcharge height H and characteristics of surcharge soil 
(including soil density ρ, elastic modulus E and Poisson's ratio μ) are taken as random input 
variables, without considering the correlation among variables, and all variables obey truncat-
ed normal distribution. The random distribution and eigenvalues are shown in Table 1. 

Variable Mean Standard deviation Minimum limit Maximum limit 
H/m 2 0.01 1.97 2.03 

ρ/103 kg/m3 1.80 0.09 1.53 2.07 
E/ MPa 12.24 0.612 10.404 14.076 

μ 0.3 0.015 0.255 0.345 

Table 1: Statistical characteristics of random input variables. 

5.1 Sensitivity analysis based on Spearman rank correlation coefficient 

Sensitivity analysis is a method to evaluate the variation rate of structural response charac-
teristics due to random parameter changing. It can be used to analyse the influence degree of 
random factors on structural response values [12-15]. Refer to literatures [16-18] for more 
cases related to this method. 

The Spearman rank correlation coefficient is an important method for studying the correla-
tion between test variables in nonparametric statistics and its sensitivity is expressed by the 
rank correlation coefficient. If the coefficient is close to -1 or 1, the input variable is consid-
ered to have a large influence on the output variable. If the calculated coefficient approaches 0, 
the effect is considered to be small. At the same time, if the coefficient is positive, it means 
that the output variable value increases with the increase of the input variable value; if the co-
efficient is negative, it means that the output variable value decreases with the increase of the 
input variable value. 
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5.2 Sensitivity calculation results 

ANSYS-PDS module is used for sensitivity analysis. Monte-Carlo method and Latin hy-
percube method are adopted as probability analysis methods. The number n of cycles is set as 
800, and the mean trend charts of σmax and xmax are obtained as shown in Figure 3. With the 
increase of sampling times, the width of the confidence interval decreases, and the sampling 
mean approaches to the level, which indicate that 800 sampling times are enough. 

(a) The maximum Von Mises stress σmax    (b) The horizontal maximum displacement xmax 

Figure 3: Average trend charts of σmax and xmax. 

The sensitivity values of σmax and xmax to each random variable are shown in Table 2. Ac-
cording to the analysis data, the most significant influence on the maximum Von Mises stress 
σmax of the pipeline is the density ρ of surcharge soil, which is 0.993, followed by the height H 
of surcharge soil, Poisson's ratio μ, and elastic modulus E of soil, which are 0.063, -0.021 and 
-0.017. The most significant influence on the maximum horizontal displacement xmax of the 
pipeline is the soil density ρ as well, which is -0.976, followed by elastic modulus E, height H 
and Poisson's ratio μ, which are -0.140, -0.073 and 0.025. Further analysis of the scatter plots 
shown in Figures 4 and 5 shows that with the increase of ρ, σmax increases significantly; with 
the increase of H, σmax increases; with the increase of μ and E, σmax decreases; for the maxi-
mum horizontal displacement xmax of the pipeline, with the increase of ρ, xmax decreases sig-
nificantly, with the increase of μ , xmax increases, with the increase of E and H, xmax decreases. 
It shows that the soil density has a great influence on the stress and displacement of the buried 
pipeline. 

           H             ρ             E              μ 
σmax 0.063 0.993 -0.017 -0.021 
xmax -0.073 -0.976 -0.140 0.025 

Table 2: Sensitivity values of σmax and xmax. 
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(a) Soil density ρ       (b) Surcharge height H 

(c) Poisson's ratio μ    (d) Elastic modulus E 

Figure 4: Scatter diagrams of input variables and σmax. 

(a) Soil density ρ   (b) Elastic modulus E 
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(c) Surcharge height H  (d) Poisson's ratio μ 
Figure 5: Scatter diagrams of input variables and xmax. 

6 CONCLUSIONS 

Based on the non-linear contact model, the pipe-soil interaction model of the buried pipe-
line under soil surcharge is established by using the finite element software ANSYS. Then, 
based on the ANSYS PDS module, the sensitivity values of the four parameters of surcharge 
height H and the characteristics of surcharge soil (including soil density ρ, elastic modulus E 
and Poisson's ratio μ) to the maximum Von Mises stress σmax and the maximum horizontal 
displacement xmax of the pipeline are analyzed. The results show that the effect of soil sur-
charge on buried pipelines cannot be ignored.  

(1) According to the sensitivity calculation results, for the maximum Von Mises stress σmax 
of the pipeline, with the increase of ρ, σmax increases significantly; with the increase of H, σmax 
increases; with the increase of E and μ, σmax decreases. The results show that the density of 
surcharge soil has the greatest influence on the stress of pipelines, while the elastic modulus 
of soil has the least influence on that.  

(2) For the maximum horizontal displacement xmax of the pipeline, with the increase of ρ, 
xmax decreases significantly, with the increase of μ, xmax increases, with the increase of E and 
H, xmax decreases. It shows that the density of soil has the greatest influence on the horizontal 
displacement of the pipeline, while the Poisson's ratio of soil has less influence than other pa-
rameters.  

(3) By the stochastic finite element analysis of the corresponding parameters of surcharge 
soil, it is easy to know which parameters are most sensitive to the pipeline stress and dis-
placement, so that these parameters can be applied or prevented purposefully in engineering 
practice. The research results can provide some references for the construction and safety pro-
tection of buried pipelines. 
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Abstract. A clear definition of increments and differentials in the case of fractional differen-
tial equations enforced by white noise processes is of fundamental importance for the proba-
bilistic characterization of the response process. In this paper it is shown that the increments 

for equations of the kind ( )( ) ( )D X t W tα =  where α  is the order of fractional derivative and

( )W t  is a white noise process, strictly depend on the order of the fractional derivative at 

hand. It is shown that increments may be of order ( )1 2α −dt and thus range from ∞  up to 1.5dt
as 2α =  and so  on.
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1 INTRODUCTION 

In the stochastic dynamics of classical nonlinear systems, the Ito calculus is usually adopt-
ed [1-6]. In particular, dealing with the differential equation of systems enforced by normal 
white noise processes, the differential of the response in Ito form is 

( ) ( , ) ( )dX t f X t dt dB t= + , where ( )B t  is the Brownian motion process whose formal deriva-
tive is the white noise. The r.h.s. of the previous equation is composed by two terms: the first 
one ( ( , )f X t dt ) is an infinitesimal of order dt , while the second ( ( )dB t ) is an infinitesimal 

of order 1 2dt [7-16]. This vision opens the way to the Ito calculus and gives a whole scenario 
for the complete characterization of the response process ( )X t  in probabilistic setting. Such a 
clear vision disappears for nonlinear fractional differential equations of the kind 

( )( ) ( , ) ( )D X t f X t W tα = + , where the symbol ( )( )D X tα  is the fractional derivative of order 

α  of the response process ( )X t  and ( )W t  is the white noise. For such an equation, the pre-
sent state in the generic time t depends on the entire past history and thus the Ito form of the 
latter equation has not been defined in the past. This paper aims to give an insight on this fun-
damental matter. The question will be posed by making a distinction between increments and 
differentials in evaluating the response in presence of very irregular processes like white noise 
or, equivalently, Brownian motion processes. 

2 PRELIMINARIES 

In this section some concepts of Itô stochastic differential calculus [17] and of fractional 
differential equations [18] are reported for clarity’s sake as well as for introducing the funda-
mental concepts to explain the difficulty involved in extending Itô calculus for fractional dif-
ferential equations.  

2.1 Itô calculus  

Let the differential equation of a nonlinear system under normal white noise ( )W t  be given 
as: 

( ) ( , ) ( )X t f X t W t+ = (1) 

where ( )X t  is the response process and ( , )f X t   is a nonlinear function of ( )X t . As ( )W t   is 
a normal white noise, eq.(1) may be rewritten in Itô form as follows: 

( ) ( , ) ( )dX t f X t dB t+ = (2) 

where ( )B t  is the so called Brownian motion process having independent increments and 
characterized in probabilistic settings by: 

1 2 1 2

[ ( )] 0;

[ ( ) ( )] 0;   

E dB t

E dB t dB t t t

=
= ∀ ≠

(3) 

2

2

[ ( ) ]

[ ( ) ]

k
kE dB t qdt

E dB t qdt

=
=

(4) 

where [ ]E  means ensemble average. 
The process ( )B t   is nowhere differentiable, q is the strength of the white noise process. From 
eq. (4) it may be stated that ( )dB t  is an infinitesimal of order dt1/2. This produces in the clas-
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sical rule of differentiation of a composite function ( , )X tΨ  twice differentiable on X  and
continuously differentiable on t , the following rule 

( )
2

2

2

( , ) ( , ) 1 ( , )
( , )

2

X t X t X t
d X t dt dX dX

t x x

∂Ψ ∂Ψ ∂ ΨΨ = + +
∂ ∂ ∂

(5) 

where the extra term involving the second order derivative of ( , )X tΨ  is present since ( )2
dX

is of order dt and thus it may be not neglected. Eq. (5) is known as the Itô differential rule, 
and by properly selecting the trial function ( , )X tΨ  the various equations ruling the evolution
of ( )X t  in probabilistic setting may be readily found. An example of this is given by selecting 

that ( , ) kX t XΨ = , the equations in terms of statistical moments can be obtained; by selecting

that ( )( , ) expX t i XθΨ =  where θ  is a real parameter, the equation of the characteristic func-

tion is readily found, the inverse Fourier transform of this equation returns the renowned Fok-
ker-Plank (FPK) equation. Now the question is; if in eq. (1) the first order derivative is 
substituted by a fractional derivative of order α +∈  how can the stochastic analysis be per-
formed? In the authors’ opinion the main key to correctly answering this question is found by 
coming back to eq. (1), and by considering the various sample functions of ( )W t  as an ap-
proximation by subdividing the time axis into small intervals of equal length tΔ  as shown in
fig. (1a). The sample functions of ( )W t  are considered as a step wise function, and in the k-th 

interval the amplitude is kN q tΔ  where kN  is a normal random variable with zero mean 

and unitary variance. The random variables kN  are independent of  each another and thus 

[ ]r s rsE N N q tδ= Δ  where rsδ  is the Kronecker delta. In fig. (1.a) the j-th sample function is

labeled as ( ) ( )jW t . 

Figure 1 : j-th sample function of white noise (Fig.1a) and the correspondent Brownian motion (Fig.1b) 

The correspondent sample function of the Brownian motion labeled as ( ) ( )jB t , is depicted in 

fig. (1b). As 1 0k kt t t−− = Δ →  the approximations of ( ) ( )jW t  and ( ) ( )jB t  revert to the true j-

th sample function of the white noise process and the correspondent j-th sample function of 
the Brownian motion process respectively.  

3 FRACTIONAL DIFFERENTIAL EQUATION 

Let us now suppose that the first order derivative is substituted by ( )( )D X tα , that is: 

( )( ) ( , ) ( )D X t f X t W tα = − + (6) 
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where the symbol ( )( )D X tα  stands for Riemann-Liouville fractional derivative defined as: 

( ) 1

0

1
( ) ( ) ( )

( )

n t
nd

D X t t X d
n dt

α ατ τ τ
α

− −= −
Γ −

(7) 

where 1n −  is the integer part of α . The inverse operator of the fractional derivative is the so
called Riemann-Liouville fractional integral defined as: 

( ) 1

0

1
( ) ( ) ( ) ;    

( )

t

I X t t X dα ατ τ τ α
α

− += − ∈
Γ

(8) 

where ( )Γ  is the Euler Gamma function ( 1

0

( ) te t dtαα
∞

− −Γ = ) that is the interpolating of the 

factorial. 
In order to understand the problem at hand, namely, finding the characterization of ( )X t  in a 
probabilistic setting we suppose that ( , ) 0f X t = .
Eq. (6) is rewritten as: 

( )( ) ( )

(0) 0

D X t W t

X

α =

=
(9) 

In particular, the above equation for 0 1α≤ ≤  rules the evolution of a quiescent viscoelastic
bar under a white noise process. We start by assuming that the sample functions of ( )W t  are 
approximated as in fig. (1a). In this figure an approximation of the white noise is depicted. 
The j-th sample function is represented as a stepwise function. As aforementioned, the ampli-
tude of each step is ( ) Δj

kN q t  where ( )j
kN  is the j-th realization of a normal standard varia-

ble (zero mean and unit variance). As 0tΔ →  the band limited white noise reverts into a true
white noise. Then by assuming that the system is quiescent at 0t = , the j-th sample function
of ( )X t  labelled as ( ) ( )jX t , correspondent to the j-th sample function of ( ) ( )jW t , is the Rie-
mann-Liouville integral of the white noise is given as [19] 

( ) ( )( ) ;    
(1 )

j j
m m m

t
X V W

α

α α
α

+Δ= ∈
Γ +

(10) 

where ( )j
mX  is the vector collecting ( ) ( )( ) ;  1,2,...,j j

k kX t X k m= =

( ) ( ) ( ) ( )
1 2[ ].j T j j j

m mX X X X= (11) 

( )j
mW  is the m - vector of the amplitudes of the white noise represented in fig. (1a), namely: 

1

2
( ) ( ) ( ) ( )

1 2=
Δ

j T j j j
m m

q
W N N N

t
 (12) 

and ( )mV α  is a lower band triangular strip matrix defined [19]
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1

2

2 1

( ) 0 0

( )
( )

0

( ) ( ) ( )

m

m

V

ω α
ω α

α

ω α ω α ω α

= (13) 

where ( )( ) 1
ααω α = − −k k k . Eq. (10) gives the exact solution for the step wise representation 

of the white noise process. 
It is worth noting at this point that a very similar representation of the Riemann-Liouville 
fractional integral is proposed by Grünwald-Letnikov [18], this representation implicitly as-
sumes that the function at hand is continuous and differentiable up to the order ( )1−n . Since

this condition for ( )W t  is violated owing to it’s totally discontinuous the use of eq. (10) with 

( )mV α  defined in eq. (13) and of ( )W t  depicted in fig. (1a) is mandatory. Eq. (10) remains

valid for α +∈ , however the response ( )j
kX  to the step wise representation of the white 

noise depends upon the order of the fractional derivative. In fig. (2)  a representative number 
of instants of the trajectories of the j-th sample function of ( )W t  are plotted for different val-
ues of α .

Figure 2: Few time instants of the response X(j)(t) for different values of  

As shown in fig.(2) we have very different scenarios for different values of α . In particular
for 0.5α =  we have a continuous function with a vertical slope at the time kt

+  (the apex +

means immediately after kt ), and this behaviour does not change for 0 1α< < ; for 1α =
(Brownian motion) the response is a piece-wise function; for 1.5α = , ( ) ( )jX t  remains con-

tinuous with a discontinuity of first kind in kt  and this situation does not change for 1 2α< < .

For 2α >  the response is continuous with all the derivatives up to the integer part of α .
On the basis of these results we observe that an increment of ( ) ( )jX t  in passing from 

( )
1( )j

kX t −  in ( ) ( )j
kX t , according to eq.(10) is given as: 
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1

2
( ) ( ) ( ) ( )

1( ) ( ) ( ) ( )
(1 )

j j j j
k k k k

q t
X t X t X t P

α

α
α

−

−
Δ− = Δ =

Γ +
 (14) 

where ( ) ( )j
kP α  is the j-th realization of a normal random variable (RV) ( )kP α  defined as:

( ) ( )( ) ( ) ( )
1 1 1 2 2 1( ) ( ) ( ) ( ) ( )j j j

k k k k k kP N N Nα ω α ω α ω α ω α ω− − −= − + − + + (15) 

and since it is a linear combination of independent normal random variables, the variance of 

( )kP α  is ( )2 2
1

1

( ) ( )ω α ω α σ−
=

− =
k

k

s s P
s

, and thus the variance is a finite quantity and the order 

of variance of ( )kX tΔ  depends upon the order 1 2tα −Δ .

Now we turn out interest to the order of magnitude of the increments of the RV ( )kX tΔ . As

we have seen, the sample functions of ( ) ( )jX t  drastically depend upon the value of ( ) ( )j
kX tΔ

therefore, we will consider the following different situations: 
• 0 1 2α< < . In this case ( ) ( )j

kX tΔ  experiences a jump whose order of magnitude is
1 21 t α−Δ  and thus as 0tΔ →  the RV ( )kX tΔ  experiences an ∞  jump (like an instantaneous

instability). 

• 1 2α =  . In this case the RV  experiences a jump of a finite quantity ( ) ( )(1 ) ( )j
kq Pα αΓ +

that is independent on the tΔ  selected.
• 1 2 1α< < . In this case the RV ( )kX tΔ  experiences an infinitesimal increment

( ) 1 2 ( )(1 ) ( )j
kq t Pαα α−Γ + Δ  and thus the order of the RV is 1 2t tα −Δ > Δ ; to give an example,

for 0.6α =  the increment of ( )kX tΔ  is
0.1

( ) ( )
0.894

j
k

q t
P αΔ

. 

• 1α =  . In this case ( ) ( )1 2 1 2

1( ) ( ) ( ) (1)k k k k kX t B t B t q t P q t N−Δ = − = Δ = Δ  and thus the incre-

ment is of order 1 2t tΔ > Δ  and 2( )kX tΔ  is of order tΔ  (increment of Brownian motion). It

should be remarked that the increment only depends on the random variable kN  and not on 

the past history (the order of Markovianity is zero).  

•1 1.5α< <  . In this case the increment is ( ) 1 2 ( )(1 ) ( )j
kq t Pαα α−Γ + Δ  with 0.5 1/ 2 1α< − <

and thus ( )kX tΔ  is an infinitesimal quantity of order 1 2t tα −Δ > Δ .

• 1.5α = . In this case the increment coalesces with the differential order tΔ  and thus as
0tΔ →  the increment ( ) ( )j

kX tΔ  is of order dt, and thus the increment and the differentials

coalesce with each another. 
•1.5 2α< < . In this case the increment is of order 1 0.5 1.5α< − <  and thus is a higher order
infinitesimal than dt. 
• 2α = . This is a case of particular interest since 1(2) (2) 2  1ω ω −− = ∀ ≠k k k  and 

1 0(2) (2) 1ω ω− =  and the increment of RV ( )kX t  according to eq. (14) is given as: 

1.5 1

1

( ) 2
2

−

=

Δ
Δ = +

k

k s k
s

q t
X t N N (16) 
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and then 
1

1

2
−

=

+
k

s k
s

N N is a normal zero mean RV, having variance ( )4 1 1k − +  and thus

( )kX tΔ  is a normal zero mean RV having a variance:

( )
3

2 ( ) 4 3
4X k

q t
t kσ Δ

Δ= + (17) 

From all of these observations, it is clear that in any case the order of the increments strictly 
depend on the value of α .
It must be stressed that the classical Brownian motion ( 1α =  in eq.9) is self-similar [20] that

is the finite dimensional distribution for 0a >  ( ){ } ( ){ }; ;HX at t T a X t t T∈ = ∈ , where H is

the Hurst exponent. For ( )B t  the Hurst exponent is 1/2, for the Lévy process, where the de-
rivative is the stable white noise the Hurst exponent is  the inverse of the instability index. 
These processes are called "fractional" but in the authors’ opinion this is a misnomer  intro-
duced by Mandelbrot [21] but it may create confusion since one imagines that some fractional 
operator will appear, but this is not the case. In any case the fractional integral of the white 
noise is not in general self similar and hence, a deeper insight on this matter is necessary.  

4 CONCLUSIONS 

The extension of Itô calculus to the case in which some fractional operators appear is not cur-
rently available. In the authors opinion this is mainly due to the fact that the order of magni-
tude of the increments of the response process has to be defined in a correct way. 

In this paper it is shown that for fractional differential equations of the kind ( )( ) ( )D X t W tα =  

the order of increments are 1 2tα −Δ  and thus, depending on the value of α  it may experience
jumps of order ∞ up to order dt∞  for α = ∞ . This explains the difficulty for the extension of
Itô calculus to fractional differential equations. 
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Abstract. Multi-layer elastomeric bearings (EB) are used in civil engineering in many appli-
cations such as vibration control and base isolation in bridges and infrastructures. During 
strong seismic actions, EB can be subjected to both axial and shear loads. The recent theoret-
ical model [1] considers the effects of both loads to study large deformation stability of EB. 
The present paper investigates the accuracy of this theory by comparing the proposed results 
with numerical findings, aiming to extend the current linear elastic model with a more accu-
rate non-linear advanced formulation that can consider the behaviour of elastomeric bear-
ings captured by numerical findings. In particular, such improvement is necessary in 
designing strategic structures, such as bridges or nuclear power plants. The developed model 
may be implemented in existing Finite Element Model (FEM) platforms and be widely used by 
the practitioners. 
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1 INTRODUCTION
Base isolation and vibration control systems are the most common applications of EB to-

wards the protection of structures and infrastructure assets from the effects of dynamic loads, 
such as earthquakes and vibrations. Isolation allows the decoupling of the structure from the 
ground by intentionally concentrating dynamic/seismic energy dissipation in a unique element 
with low horizontal stiffness between the substructure and the superstructure. In the past 20 
years, extensive contributions developed models that can consider the complex mechanism of 
such systems. In particular, experimental tests that have been conducted [2-13] showed how 
the vertical and horizontal stiffness are related with the increase of the lateral displacement. 
Furthermore, numerical simulations were performed during the last decades [14-18], in order 
to model the non-linearity of EB and to predict the critical and post-critical mechanisms. 
More recently, Kumar et al. [19] investigated the effect of lateral displacement on vertical 
stiffness and the critical buckling load capacity of EB. In this background, Forcellini [20], 
Kalfas et al. [21-23], Kalfas and Mitoulis [24], and Rahnavard and Thomas [25] conducted 
numerical studies on EB with several platforms, such as Abaqus/ CAE and Opensees. In par-
ticular, Forcellini et al. [26] compared the numerical findings with the theoretical ones [1]. In 
this regard, numerical simulations apply isolators as finite elements inside structural models.  

Other researchers studied simplified models that describe the behaviour of EB with the aim 
to be directly implemented in structural models. In particular, Forcellini and Kelly [1] de-
scribed the stability of EB extending the original two-spring model of the bearing, developed 
by Kelly [27] and Kelly and Takhirov [28] to large deformations. The model is used to illus-
trate the in uence of large deformations on the interaction between horizontal and vertical 
loads and assessing the post-buckling behaviour of EB. 

The present paper investigates the accuracy of the theoretical model, particularly regarding 
the non-linear modelling of shear force – shear deflection and study its effects shown both by 
laboratory tests [29] and numerical studies [21-24]. The paper aims to extend the current line-
ar elastic model with a more accurate non-linear advanced formulation. In this regard, the de-
veloped relationship can be implemented inside a finite element that reproduces the combined 
axial-shear behaviour. As shown by Forcellini et al. [26], Forcellini[30,31], and Canini and 
Forcellini [32,33] the role of non-linearity is fundamental in order to understand the cases 
where potentially EB becomes crucial for important structures such as bridges and nuclear 
power plants. In this regard, the paper first compares the numerical findings with the linear 
elastic theory. Subsequently,  the procedure that was carried out in order to calibrate the most 
significant parameters is presented.

2 NUMERICAL SIMULATIONS IN SUPPORT OF THE ANALYTICAL MODEL 
Abaqus/ CAE and Straus7 have been used here to perform numerical simulations (Fig. 1). 

The finite element (FE) models have been reproduced with layered systems that represent the 
alternating steel and rubber layers and the bolted connections. In particular, the models were 
performed in order to reproduce the experimental results by Ohsaki et al. [29]. 

The  numerical  models  consist  of  two  anchor  plates  at  the  upper  and  lower  levels  of  the  
model (diameter: 1000 mm and thickness: 28 mm) and 30 rubber layers and 29 steel plates 
alternating each other. Each rubber layer had a thickness of 4 mm and the individual steel 
plate thickness was 3.1 mm, with a total thickness of 2x28 mm+30x4 mm+29x3.1 mm= 265.9 
mm. The diameter of the intermediate layers was 700 mm and there was a hollow core, which 
run along the whole thickness of the bearing (internal diameter: 15 mm). The mesh consisted 
of 62,672 3D solid elements: 1,008 for each rubber layer and steel plate and 1,600 elements 
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for the anchor plates. Full integration elements were chosen in order to obtain more accurate 
results, especially in correspondence with the hourglass effect [34]. Boundary conditions are 
depicted in Fig. 1b (where X-, Y- and Z-axes can be seen). The bottom anchor plate was fixed 
(i.e. UX=UY=UZ=URX=URY=URZ=0). The axial load (along the Z-axis) and the horizontal 
displacement (along the Y-axis) were applied at the top anchor plate (where UZ 0 and UY
0). The remaining boundary conditions at the top anchor plate were: UX=URY=URZ=0, with 
URX 0. The elastic properties of the rubber layer and steel plates are shown in Table 1. 

Two platforms were used to perform non-linear analyses with hyperelastic behaviour for 
the rubber layers. In Abaqus/ CAE, the Ogden material was used [35] and the hyperelastic 
properties were: 1= 0.41 MPa, 1= 1.6, 2= 0.0012 MPa and 2= 6.2 (as in [21]). These pa-
rameters  led  to  a  shear  modulus  of  G= 0.66344 MPa and a Poisson’s Ratio of = 0.49989. 
Other parameters were: the stress scaling factor SSF= 1.6, the creep parameter A= 0.56, the 
effective stress exponent m= 4 and the creep strain exponent C= -1. In Straus7, the rubber ma-
terial was modelled with the Mooney and Rivlin model [36, 37] and the main parameters C1
and C2 (both equal to 0.16586 MPa) were calibrated with a parametric study. The compressi-
bility modulus was set equal to 2,000 MPa.  

E [MPa]  
Rubber 1.99017  0.49989  
Steel 205,000 0.3 

Table 1: Elastic properties of the numerical models of rubber layers and steel plates.  

Figure 1. 3D numerical models: (a) Struss7, (b) Abaqus/ CAE  

3 ANALYTICAL, LINEAR ELASTIC MODEL 
The theory of stability of EB was firstly developed by Haringx [38] and later applied by 

Gent [39] that can be considered the basis for the theory of stability. In particular, EBs can be 
susceptible to a type of instability similar to that of an ordinary column but dominated by the 
low shear stiffness of a bearing, as described by the simpli ed two-spring linear elastic model 
that can be seen in Fig. 2 [27] and the developed theory [1].  
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Figure 2. Linear elastic model 

The formulation of the original model of the EB is based on three kinematic variables: the 
rotation , the vertical displacement v and the horizontal displacement v. The equations can 
be condensed in the following: 

cossin]cos[ fpp (1) 

where  

SE PP
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EIs is the bending stiffness, GAs is the effective shear stiffness and 2 is the ratio between 
the Euler load (PE) and the shear load (PS), which generally tends to be a very small constant, 
usually of the order of 0.001 – 0.05 [1]. Since this model applies a linear isotropic material, 
the value of 2 does not depend on the shear modulus (G) and can be calculated as (by consid-
ering the Poisson’s coefficient almost 0.5, for the rubber): 
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The above mathematical model is here compared with the results obtained from the numer-
ical simulations where materials are set as linear elastic. Figure 3 compares the results for in-
creasing vertical pressure p (i.e. 2 MPa, 5 MPa, 10 MPa and 14 MPa). It is possible to see that 
the linear elastic theoretical model is in close proximity to the results from the numerical sim-
ulations performed in Abaqus/ CAE and Straus7.  

Figure 3. Comparison between linear assumptions (Abaqus/ CAE, Straus7 and Theory) 

4 DEVELOPMENT OF THE NON-LINEAR ELASTOMERIC BEARING MODEL 
In this section, the assumptions of the linear elastic material are neglected. Therefore, it is 

not possible to assume a linear relationship between G and E, as in Equation (7). In particular, 
2 depends on the ratio between G and E and the assumption that it remains constant during 

the deformation needs to be removed. There are studies that describe the source of non-
linearities of EB, such as the Mullin’s effect [40, 41], which causes the reduction of the bulk 
modulus (volumetric elasticity). This paper aims to extend the linear theory by concentrating 
all the sources of non-linearity inside 2 and a new formulation of such parameter is proposed 
here. The formulation describes the behaviour of the EB by taking the horizontal displace-
ment as the main kinematic variable. A non-linear relationship between such variable and 2

was built up with this form:  

vv22
(8) 

The power relationship was shown to be the best correlation between v and 2 and it  was 
obtained adopting the least square regression technique. The correlation parameters  and 
were calibrated considering R2 value to be the measure of the correlation. Table 2 shows the 
parameters for the considered loading conditions. 
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 R2

2 MPa 0.0014278 -0.0001  0.9991  
5 MPa 0.00142  -0.026  0.9987
10 MPa 0.0106  -0.395  0.9976
14 MPa 0.0233  -0.576  0.9856

Table 2: Correlation parameters.  

In order to implement formula (8) inside (1), an incremental solution was needed due to 
non-linearity. The Newton-Rapson algorithm was chosen as one of the most credited methods 
for solving non-linear problems. The new formulation was finally solved for the increasing 
vertical pressure p (2 MPa, 5 MPa, 10 MPa and 14 MPa) and compared with numerical simu-
lations performed by Abaqus/ CAE and Strauss 7 (Fig. 4). It is worth noticing that for 2 MPa 
and 5 MPa the proposed formulation leads to a fairly linear relationship between the horizon-
tal displacement and the horizontal force ( 2 is fairly constant). For bigger values of p (10 
MPa and 14 MPa), non-linearity behaviour becomes significant.  

Figure 5 shows the proposed formulation (8) for the considered EB and it is possible to as-
sess the relationship of 2 and the displacement. It is worth noticing that the variation is more 
significant for bigger values of vertical loads (10 MPa and 14 MPa), where non-linear behav-
iour needs to be considered. 

Figure 4. Comparison between non-linear results (Abaqus/ CAE, Straus 7 and the modified NL model) 
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Figure 5. The proposed formulation (8)  

5 CONCLUSIONS  
The study conducted in this paper may be viewed as an original contribution to study the 

modelling of stability of EB with analytical models. In particular, the paper shows the credi-
bility of the two-spring model by Forcellini and Kelly [1] in representing the linear behaviour 
of EB. The comparison between the theory and the numerical simulations performed with 
Abaqus/CAE and Straus7 showed good agreement under linear assumptions. The paper pro-
poses the development of the original two-spring model by introducing a non-linear relation-
ship between the 2 and the horizontal displacement. The proposed formulation can consider a 
more realistic non-linear behaviour of the EB and can be implemented in numerical codes. 
Overall, this study can be considered as a first step towards proposing a new easy-to-use ap-
proach that will assess the non-linear response of EB. 
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Abstract. Elastomeric bearings may be applied as passive energy devices for seismic protec-
tion of structures and vibration control of systems and machinery. Their main loading state is
compression combined with horizontal displacements and thus compressive behavior requires 
particular attention. In this study, three approaches (theoretical, experimental and numerical) 
are taken into account to study several scaled bearings with relative low shape factors. Com-
pressive tests to scaled elastomeric bearings were performed and used to validate the large-
displacement theory proposed by Forcellini and Kelly (2012). Relative large values of mate-
rial variations, geometrical dimensions, and fabrication imperfections were taken into ac-
count in the validation of the theoretical model. Finite element modeling was performed using 
OpenSees, which is able to reproduce alternating rubber and steel layers subjected to vertical 
load conditions.  
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1 INTRODUCTION 
Elastomeric bearings have being used in applications such as bridges, buildings, and power 

generation plants due to their damping capacity, long life span, moderate cost since the 70s 
[1]. In addition, elastomeric bearings have been applied to control deformations in bridges and 
buildings due to vehicular traffic, wind, seismic activity, and thermal expansion, which gener-
ate cyclic loads in compression, shear, and torsion. Besides fulfilling the role of connectors 
between structural parts, they support relative large static loads in compression due to the 
weight of the structure [2, 3]. 

Bearings vertical behavior has been studied by experimental tests [4–8] using the results 
for design purposes. In [5], the authors studied the behavior of bearings used as seismic isola-
tion systems under compression. Mechanical properties such as stiffness and damping ratio 
under axial loading were investigated [9–11]. Different rubber compounds were experimental-
ly studied by [12] that evaluated physical and mechanical properties. Uniaxial compressive 
tests were performed by [13] on anisotropic laminated rubber bearings using v-shaped steel 
reinforcement shims with a predefined angle during the manufacturing process. Other authors 
[14] developed a failure model for rubber used in bearings by measuring local strains at fail-
ure using an image analysis approach. Recent studies [15, 16] obtained experimental results 
on high-damping rubber to validate constitutive models of elastomeric bearings. 

Theoretical models have been proposed to consider the stability of bearings, which is con-
trolled by the reduction of shear stiffness due to increasing axial load or increasing lateral dis-
placements [8, 17–22]. There are contributions that propose mechanical models such as 
[23, 24]. Recently, [25] studied the stability of bearings subjected to large deformations, [26] 
presented a nonlinear analytical model based on [24] and capable of predicting the dynamic 
behavior at all displacement ranges. In addition, [27] developed an analytical model for the 
coupled horizontal-vertical behavior of bearings subjected to dynamic loads. Other theoretical 
models include [28–32]. 

Several finite element models (FEM) where proposed [33-37] and studies to predict critical 
loads, vertical and horizontal stiffness have been carried out [21, 38–40]. Recently, [41] stud-
ied and proposed several models by applying OpenSees, while [42] performed numerical sim-
ulations in LS-DYNA. Recently, [43] compared the large deformation response theory 
proposed in [25] with test results of [24] performing FEM using OpenSees. Other researchers 
[44] used different axial displacements to study the stress distribution within the rubber and 
steel reinforcing shims using ABAQUS, that was applied also by [45] that compared the three 
models proposed by [24, 28, 29]. Other studies focused on modeling civil structures to assess 
their dynamic response in order to design effective isolation systems [46–54].

Therefore, this paper aims at applying the experimental, theoretical, and FEM approaches 
to assess the behavior of elastomeric bearings under compressive loading states.

2 EXPERIMENTAL 
Scaled bearings were manufactured using two natural rubber-based compounds typically 

used in elastomeric bearings with 15 and 45 phr (parts per hundred of rubber by mass) of car-
bon black as reinforcing filler, and nominal Shore A hardness of 55 and 70, respectively.
Rubber compounds evaluated in this study have been analyzed previously in [55]. Shear 
properties of both rubber compounds we characterized for the FEM analysis using pure shear 
specimens following the recommendations of [56]. A displacement-controlled method was 
used at a deformation rate of 12 mm/min to approximately 40 % of shear strain. Three loading 
cycles were recorded, and from the stress-strain curves, shear modules were calculated from 
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the third loading cycle as the initial slope of the curves. Mean values of the shear modules of 
the 55 and 70 Shore A hardness compounds were 0.63 MPa and 1.13 MPa, respectively. 

For the scaled bearings, different individual rubber thickness were chosen as shown in Ta-
ble 1. The study analyzed two different shape factors, the geometrical parameter that charac-
terizes a single rubber layer and defined as the ratio of the load area to the bulge area [57]
(calculated using equation 1). Plan dimensions of all scaled bearings were fixed to
140x140 mm with a 5 mm edge cover, and 1 mm-thick steel reinforcement shims. Compres-
sion tests were performed using a SHIMADZU unidirectional testing machine with a load cell 
of 300 kN and a deformation rate of 5 mm/min. 

)(2
))((

widthlengtht
widthlengthS (1) 

Name
Number of 
rubber layers
(n)

Thickness of in-
dividual rubber 
layer
(t, mm)

Shape 
factor
(S)

B55-4 3 4 8.75
B55-6 3 6 5.83
B70-4 3 4 8.75
B70-6 3 6 5.83

Table 1: Characteristics of the bearings. 

3 THEORETICAL MODEL 
The large-displacement theory proposed by [25] uses the mechanical model shown in Fig-

ure 1 to assess the stability of elastomeric bearings due to vertical and horizontal loads (P and 
FH respectively). 

h

δν

v P

FH

θ

s

Hinge

Hinge

1/2K1

1/2K1

Figure 1: Two-spring model used by Forcellini and Kelly [25]. 

Where h is the total height of the bearing, δv and v the vertical and horizontal displace-
ments respectively, s the shear displacement, and θ the relative rotation. 

For compressive loads, FH = 0 and P can be calculated as: 

cossin
)(

cos4cos2
0

2

2
SESS PPPP

P (2) 
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Material variations, geometric, and fabrication imperfections are considered into the θ0 an-
gle expressed in radians [25]. PE is the Euler load for a standard column defined as 

2

2

h
EI

P S
E (3) 

where EIS the bending stiffness of the square section of the bearing calculated as 

4

12
1 lEEI cS (4) 

where l is the length of a square section, and Ec the compressive modulus was calculated 
according to equation 5 taking into account the compression spring rate [56] and calculated as 
a function of the compressive force and compressive displacement from the force-
displacement curve of the compressive test. 

c

c
c Ad

tnF
E (5) 

The compressive force Fc is obtained from the experimental test, A the loading area of the 
bearing, dc the experimental vertical displacement, and h the total height of the bearing in-
cluding steel shims. PS from equation 2 is the shear stiffness of a unit element defined as 

r
SS t

hGAGAP (6) 

where A is the plan area, and tr the total rubber thickness. Finally, the vertical displacement 
δv can be calculated as 

hh
P
P

S
v )cos1(sin 2 (7) 

4 NUMERICAL SIMULATIONS 
Opensees (Open System for Earthquake Engineering Simulations), developed by the Pacif-

ic Earthquake Engineering Center (PEER), was applied to perform 3D FEM [58]. Open-
SeesPL interface originally designed for soil analyzes was here applied by selecting shear-
beam boundary conditions with side boundary nodes fixed vertically at gravity runs [59]. Fig-
ure 2 shows the mesh used for the 3D models, which contains 22464 elements and 24769 
nodes. Furthermore, 10 mm-thick top and bottom steel plates are considered rigid ensuring 
that deformation concentrates only within the elastomer layers. Furthermore, a linear behavior 
in shear of the rubber compounds was assumed (shear modules of 0.63 MPa and 1.13 MPa for 
the 55 and 70 Shore A hardness compounds respectively). For the steel reinforcing shims, and 
both top and bottom steel plates, a shear modulus of 74.93 MPa and a density of 7850 kg/m3

were considered. 
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Isometric view Top view Front view
Figure 2: 3D model for the scaled elastomeric bearings. 

A monotonic pushover analysis was carried out using the displacement-based method to 
simulate the conditions of a compressive load. Using this method, numerous displacements 
were applied to the 3D models with a total number of 10 steps. Several numerical simulations 
were performed for each bearing with increasing the vertical displacement. For each numeri-
cal simulation, the compressive force values were calculated from the maximum normal stress 
as the mean stress value at the center of each model.

5 DISCUSSION 
Figure 3 shows the comparison of the experimental, theoretical, and numerical simulation 

approaches results for the different bearings. Regarding the comparison between the experi-
mental and theoretical approaches, the large-displacement theory accounts for typical bearings 
with shape factors between 10 and 30 [25]. Since the shape factors considered in this study 
are smaller than those applied in the theory, relative large values of θ0 (material variations and 
fabrication imperfections) were used, which are larger than those obtained in [25]. Among the 
bearings tested, higher values of θ0 are observed for bearings with the lower shape factor, that 
is, bearings with 6 mm-thick individual rubber layers indicating that the number of rubber 
layers plays an important role besides the shape factor. 

It is observed that the results of the numerical simulations showed an increased force-
displacement response (Figure 3) because the model assumes an ideal bonding between rub-
ber layers and steel reinforcing shims. In addition, the shape factor S seems not to affect sig-
nificantly the comparison between the different approaches. And since the compressive 
stiffness of a rubber layer depends on the steel-rubber bond, a perfectly bonded surface yields 
in additional stiffness due to the kinematic constraint [60]. Furthermore, the numerical simu-
lations assumed perfect bonding between the top and bottom outer rubber layers with the steel 
plates, while in the experimental tests surfaces in contact rely only on the friction between 
rubber and steel. 
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Figure 3: (a) B55-4, (b) B55-6, (c) B70-4, and (d) B70-6.

6 CONCLUSIONS 
This study considered experimental, theoretical and numerical simulation approaches to 

assess the uniaxial compressive behavior of elastomeric bearings. The theoretical approach 
proposed by [25] was compared with experimental tests and numerical simulations using 
OpenSeesPL. Scaled bearings tested in this study had shape factors of 5.83 and 8.75, which 
are typical shape factors applied for viaducts but that are lower than the typical values used in 
the large-displacement theory. Calibration of θ0 values was used to set the agreement between 
theoretical and experimental results. Although relative large values of θ0 were taken into ac-
count due to material variations and manufacture imperfections, a good agreement between 
theoretical and experimental approaches was found for all the specimens. Relative errors (less 
than 6 %) were observed between experimental and theoretical results except for the bearings 
with the least total height (i.e., bearings with t = 4 mm).Validation of the model using experi-
mental data obtained in this study is considered of great importance and the model can be 
used in the design process of laminated elastomeric bearings. Linear properties of the materi-
als were assumed for the numerical simulations in accordance with the characteristic shear 
curves of both compounds. Discrepancies can be addressed to linear assumptions and ideal 
bonding between internal steel shims and rubber layers and between the outer top and bottom 
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rubber covers and steel plates. Future studies will consider bearings with lower shape factors 
and an increased number of rubber layers. 
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Abstract. Advanced 3D numerical simulations of a soil-structure systems aim to assess non-
linear behaviors of soil and structure and ultimately to describe realistic scenarios.    The pa-
per purpose is to simulate the effects of Soil Structure Interaction (SSI) on an ordinary base-
isolated shear type building (BI), driving the assessment of the isolators by evaluating both 
their linear and non-linear behaviour. Non-linearity is also considered in the description of 
the soil which is modelled with hysteretic materials and advanced plasticity models that ena-
ble to reproduce soil hysteretic elasto-plastic shear response (including permanent defor-
mations) and damping foundation impedances. Credited non-linear theories are applied in 
order to take into account appropriate flow rules as to reproduce the observed strong dilation 
tendency and resulting increase in cyclic shear stiffness and strength. The paper applies the 
open-source computational interface OpenSeesPL, implemented within the FE code OpenSees. 
The interface performs the 3D spatial soil domain, boundary conditions and input seismic ex-
citation definition with convenient post-processing and graphical visualization of analysis 
results including deformed ground response time histories. Reproduce wave propagation 
adopting realistic boundaries is of crucial importance and significance in order to realistical-
ly reproduce SSI effects. The ultimate goal of the paper is the assessment of cases where BI 
becomes detrimental with particular attention to the structural performance by considering 
accelerations and displacements at various heights. 
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1 INTRODUCTION

Base isolation (BI) is one of the most convincing solutions in order to protect structures 
from the destroying effects of earthquakes. This technique allows to decouple the structure 
from the ground by intentionally concentrating seismic energy dissipation in a unique element 
with low horizontal stiffness placed between the foundation and the structure. Many research-
ers have been carried on this issue, but few contributions have been focused on the effects of 
the soil structure interaction (SSI) on isolated buildings. Thanks to its benefits, BI has been 
spread all over the world in the last decades. For example, [1] showed that in Japan after the 
1995 Kobe earthquake, the number of base-isolated buildings significantly increased from ten 
buildings to more than 150 buildings. In particular, [2] remarked that there was a significant 
increase in the application of base isolation to residential buildings after 1995. In Italy, the 
number of isolated buildings increased after L’Aquila earthquake to more than 400 [3], with 
many applications to residential buildings. 

Extensive research has been conducted in the past 30 years regarding the effects of soil–
structure interaction (SSI) on the seismic response of civil engineering structures. Even if 
many codes suggest to neglect SSI [4], [5], there are some researches where SSI is shown to 
be non-conservative for safety and cost reduction. In such cases, it is fundamental to take into 
account SSI in design procedures in order to predict its effects as detailed as possible [6], and
[7]. 

The majority of publications study SSI simply by introducing springs, dashpots and artifi-
cial masses in the interface between the structure and the soil. This approach is generally ac-
cepted since modelling SSI is a challenging problem for numerical simulations. However, it 
could be insufficiently detailed in order to model the complexity of the problem. In particular, 
system response is directly connected with the mutual dynamic characteristics (natural fre-
quencies) and thus with structural mass and stiffness, soil shear velocity and layer depth [8].
For this reason, the beneficial effects of BI can be strongly modified by soil deformability and 
energy dissipation in the ground [9], [10], [11] and [12]. 

This study aims at overcoming all previous simplifications considering a 3D numerical 
simulation of a soil-structure system applied to a shear type building isolated at the base. In 
particular, the soil has been performed with nonlinear hysteretic materials and advanced plas-
ticity models. The proposed approach enables to drive the assessment of BI technique with 
evaluation of soil non-linear response into a unique twist. In this regard, the paper aims at as-
sessing the cases where BI becomes detrimental. In particular, the study shows how consider-
ing the structure fixed at the base is non conservative and underestimates dynamic effects.  

The study aims at considering the effects of SSI on a residential building, by taking into 
account the previous contributions such as [13], [14] and [15]. In particular, numerical simu-
lations have been widely performed ([6],[16], [17], [18], [19], [20], [21], [22], [23], [24], [25],
[26]), in order to study the dynamic interaction of a structure placed on a deformable soil. 
Taking into account these relevant contributions, the present study wants to consider a 3D 
soil-structure system that applies nonlinear hysteretic materials with plasticity models for the 
soil and a detail description of the structural system (building and foundation). The proposed 
model is able to reproduce soil hysteretic elasto-plastic shear response (including permanent 
deformations), damping foundation impedances and realistic boundary conditions at the base
of soils and in correspondence with the interface between the soil and the structure.  

The study allows to perform the behavior of a realistic base isolated building consisting of 
four stories shear type concrete structure. Its response at the base of the structure (foundation 
level) and along its height has been assessed. In this regard, with the development of the per-
formance-based earthquake engineering methodology ([26], [27], [29] and [30]), there has 
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been an increasing attention to the floor acceleration, as one of the most useful engineering 
demand parameters to assess structural performance of buildings. In particular, many codes 
([31] and [32]) are implementing new provisions based on floor performance [33]. In this re-
gard, the paper aims to move in the direction of this new approach by calculating top floor 
accelerations and displacements and not just the peak values of such engineering demand pa-
rameters (EDP). The final goal is to provide valuable element-specific seismic assessment or 
design evaluations with a particular focus on the cases where BI technique can become detri-
mental due to SSI effects.

2 CASE STUDY

The paper must be written in English within a printing box of 16 cm x 24 cm, centered in 
the page. The paper goal is to perform a case study of a benchmark concrete structure (Figure 
1) on different deformable soil conditions and adopting two typologies of isolators at the base.

The soil has been performed with nonlinear hysteretic materials and advanced plasticity
models. This approach enables to assess SSI effects by reproducing soil hysteretic elasto-
plastic shear response (including permanent deformations) and damping foundation imped-
ances by applying the open-source computational interface OpenSeesPL [34] implemented 
within the FE code OpenSees [35].  

It consists of a framework for saturated soil response as a two-phase material following the 
u-p (where u is displacement of the soil skeleton and p is pore pressure) formulation. This in-
terface, implemented within the FE code OpenSees [35], has been originally calibrated for 
pile analysis. Here it has been modified in order to consider the presence of the system struc-
ture – foundation. 

The study has been divided into several steps. The first step aims at calibrating the mesh 
and consist of eigenvalue analysis. In particular, the effects of the soil have been neglected by 
considering a hard soil (named soil A and with shear wave velocity equal to 1000 m/s) which 
reproduce rigid base conditions (see section 4.a). In the second step, soil is applied and the 
dynamic characteristics (in terms of natural periods) of the system (soil and structure) have 
been calculated. The third step consists of performing dynamic analysis. 

Seven input motions (shown in Figure 3 and Table 1) were applied along the longitudinal 
direction (x-axis). These records were selected by following EC8 provisions [32], at section 
4.3.3.4.3, Part 1 that allows to consider at least seven nonlinear time-history analyses, in ac-
cordance with 3.2.3.1, as described in [36]. Figure 3 shows the comparison between the mean 
response spectra of the selected ground motions (named MEAN in the figure) and the design 
spectra. They were chosen in order to significantly affect the dynamic behaviour of the struc-
tures in a wide range of periods: 0 - 2.5 s. The system performance has been assessed by con-
sidering accelerations and displacements as the main parameters. For all analysis, the 

=0.3.
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Figure 1: 3D Soil-structure OpenSees PL model [34]. 

Figure 2: OpenSees PL [34] 3D system mesh – Vertical view.

0

1

2

3

0 1 2 3 4

Sa
 (g

)

T (s)

I-1

I-2

I-3

I-4

I-5

I-6

I-7

MEAN

Figure 3: Input motions (response spectra).
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Input motions Station PGA 
[g]

PGV 
[cm/s]

PGD
[cm]

Duration
[s]

n.1 Landers (1992) Lucerne Valley 0.72 147.45 265.14 25.00
n.2 Northridge (1994) Rinaldi Receiving 0.89 185.08 60.07 12.50
n.3 Northridge (1994) Sylmar Converter 0.70 135.82 58.20 17.50
n.4 Northridge (1994) Sylmar Hospital 0.87 139.54 50.37 15.00
n.5 Hyogo-Ken (1995) Takatori 0.47 155.44 44.95 20.00
n.6 Erzincan (1992) Erzincan 0.44 125.80 53.30 12.50
n.7 El Centro (1940) 0.35 38.47 82.44 17.50

Table 1 – Input motions (characteristics)

3 COMPUTATIONAL MODEL

The finite element model (FEM) has been built with OpenSees [35] that allows high level 
of advanced capabilities for modelling and analyzing non-linear responses of systems using a 
wide range of material models, elements and solution algorithms. In particular, numerical 
simulations follow the previous contributions [9], [14], [15], [16], [17], [37], [38], [39] [40], 
[41] and applies OpenSees PL [34] which consists of a framework for saturated soil response 
as a two-phase material following the u-p (where u is displacement of the soil skeleton and p 
is pore pressure) formulation and has been here modified in order to consider the presence of 
the system structure – foundation. Due to the high-level of non-linearity, some assumptions 
were important, for example, numerical damping was introduced in order to avoid the genera-
tion of high frequency noises that can cause instability of the computation process. Rayleigh 
numerical damping has been applied and equal to 2% and proportional to stiffness and mass 
(at 1 and 6 Hz) and it corresponds to mass-proportional and stiffness proportional coefficients 
respectively equal to 0.12542 and 0.00090946, as described in [39] and [40]. In additions, dy-
namic analyses were divided into four subsequent sub-steps in order to separate the various 
sources of numerical instabilities. In steps 1 and 2, linear properties (weight, Shear and Bulk 
modulus) were considered for the soil (without the structure) in order to reach the conver-
gence. In step 3 the structure was added and all the properties have been changes from elastic 
to plastic by applying 25 load steps to reach convergence, then dynamic analysis were carried 
out in step 4 (for more details, see [39] and [40]. NewtonLineSearch algorithm [35] was used 
to speed of the solution. 

The structure has been modelled with an equivalent 4-story concrete building (Figure 1 and 
Figure 2) and some approximations were assumed as a compromise between representative-
ness and computational time. A shear type behavior was considered for the building and a 
schematic geometry, based on 2 columns (15 m spaced) in the longitudinal direction and 4 in 
the transversal direction (10 m spaced), has been chosen as to maintain a plan and vertical 
regularity. The structure is assumed to be capacity designed and the presence of the isolation 
allows to remain in the elastic range and thus to model the columns with sixteen elastic-
BeamColumn elements, with a total height of 13.6 m (3.4 m for each floor). Seismic masses 
were assigned to each floor by calculating the structural self-weights of various elements 
(beams, columns, slabs, balconies, stairs). A rigid foundation has been assumed and modelled 
with a 28.4 m x 34.4 m 0.5-m thick concrete slab designed to maintain the stresses (induced 
by the seismic and vertical loads) inside the foundations in a range of acceptable values. In
this regard, the foundation has been verified by calculating the eccentricity (the ratio between 
the overturning bending moment at the foundation level and the vertical forces) in the more 
detrimental condition of minimum vertical loads (gravity and seismic loads) and maximum 
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bending moments. For the fixed cases, the columns have been embedded inside the founda-
tion material for 0.50 m, corresponding to the foundation thickness. The nodes at the base of 
the columns were linked together with equalDOF [35] in order to model rigid foundations. 
The interface between the columns and the foundations has been modelled with rigid beam-
column links normal to the column longitudinal axis, as shown in [9], [13], [14], [15], [16],
[17], [37], [38], [39], [40] and [41]. In particular, the elements of the foundation and the col-
umn elements are linked by connecting the outer nodes of these rigid links using the equal-
DOF (constraint in OpenSees for translations only) that connects two separate points (one 
belonging to the structure and the second to the soil) and imposes the displacements to be the 
same between the structure and the soil nodes [34] and [35]. Therefore, the system is able to 
capture the interaction between the columns and the foundation, including the potential set-
tlement into the surrounding soil. Isolation devices at the base of the building have been mod-
elled by applying the so called elastomericBearing element, [35] in order to overcome the 
previous publications where the structure was modelled with a single degree of freedom [14], 
[42] and [43]. (see Section 5). The slab is surrounded by a weak soil (named in the following 
with soil W), representing the infill layer of soil surrounding the foundation. Both the founda-
tion and W soil have been modelled with the implemented material named Pressure Inde-
pendent Multiyield [35].

Table 2 shows the values used for these two materials. The soil has been modelled with a 
68.4m  x 74.4m x 20.5m 3D mesh (Figure 1 and Figure 2), composed of 8228 brickUP linear
isoparametric 8-nodes elements with 9660 nodes, [44] and with one-layer homogenous cohe-
sive material (see also [14] and [45]) that was discretized in ten layers (0.5 m thickness for the 
first and 20 m for the others). Mesh dimensions have been determined following the sugges-
tions indicated in [46] and [47] already applied in [9],[14], [15], [16], [17], [37], [38], [39], 
[40] and [41]. Discretization is built up with relatively small elements around the structure 
and gradually larger toward the outer mesh boundaries. The model applies hysteretic elasto-
plastic materials in order to take into account realistic behavior of the soil, modified by the 
degradation of soil stiffness and energy dissipation [43]. Soil damping is directly computed by 
the implemented materials ([48] and [49]) that enable to consider many non-linear dynamic 
effects, such as permanent deformations, damping foundation impedances, hysteretic response 
and radiation damping). In particular, a Von Mises multi-surface ([44], [50]) kinematic plas-
ticity model has been applied within the framework of multi-yield-surface plasticity [51] with 
an appropriate non-associative flow rule [52], [53], [54] and [55] that allows to control the 
magnitude of cycle-by-cycle permanent shear strain accumulation [48] and [56], with an asso-
ciative flow rule deviatoric component, while non-associativity is restricted to the volumetric 
component. The adopted non-linear shear stress strain back-bone curves, represented by hy-
perbolic relation [57] and defined by two material constants (low-strain shear modulus and 
ultimate shear strength) are shown in Fig. 4 in correspondence with the considered soils 
(named Soil A, Soil B, Soil C and Soil D) which were modelled with four clay materials 
called Pressure Independent Multiyield [44], as shown in Table 3. Characteristic site periods 
have been calculated by assuming a uniform and damped soil and the linear formulation: T = 
4 H / Vs, by [8]. H is the height of the soil layer and Vs the shear wave velocity of each layer. 
Base and lateral boundaries have been modelled to represent a small section of a presumably 
infinite (or at least very large) soil domain and allowing the seismic energy to be removed 
from the site itself ([9], [13], [14], [15], [16], [17], [37], [38], [39], [40] and [41]) and by 
modelling the real wave propagation with realistic boundaries at the base (at 20.5 m depth) 
and laterally located as far as possible from the structure as to decrease their effects on the 
response. In order to verify that they worked correctly, the response near the boundary where 
compared with the one resulted for free field conditions. In particular, at any special location, 
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symmetry conditions can be adopted and periodic boundaries [58] have been considered to-
gether with the penalty method to tie together the degrees of freedom of the left and right 
boundary nodes both longitudinally and vertically.

Paraments Concrete Soil W
Mass density (kN/ m3) 24 17
Reference Shear modul (kPa) 7 4

Reference Bulk modul (kPa) 7 5

Table 2 – Concrete and soil W parameters
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Figure 4 – Backbone curves

Parameters Soil A Soil B Soil C Soil D
Mass density (kN/m3) 22.0 21.0 20.5 18.0
Reference Shear modul (kPa) 7 6 5 4

Reference Bulk modul (kPa) 7 6 5 5

Poisson Coefficient 0.20 0.30 0.35 0.40
Cohesion (kPa) 10000 500 160 10000
Shear wave velocity (m/s) 1600 540 290 1600
Characteristic site period (s) 0.05 0.148 0.276 0.533

Table 3 – Soil parameters 

4 CALIBRATION

Calibration is the preliminary step in order to test OpenSees [35] potentialities in reproduc-
ing the non-linear problem. The soil non-linearity is tested, by considering the original con-
figuration (without isolation) in two steps. The first step aims at assessing periods of the 
structure and a hard soil (shear velocity equal to 1600 m/s) has been calibrated in order to be 
stiffer than the structure to neglect SSI effects (simulating fixed based conditions), Figure 5,
in the following named as FIX. In order to verify the consistency of the model accelerations 
time histories at the base of the mesh (the input motion) and at the top of the layer (and prop-
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agating to the foundation) were considered were compared and found to be identical. Then the 
first four shape modes were compared with those obtained by SAP2000 [59] 3D numerical 
simulation and a simplified 1D scheme (Table 4).

The second step aims to consider the soil deformability, by calculating the period elonga-
tion of the soil-structure system due to the presence of the soil (Table 5) and it is worth to see 
that for example, the fundamental period of the structure (0.67 s) and the first period of the 
system increases with soil deformability (the ratio varies from 3.20% for soil B, to 7.08% for 
soil C and 19.7% for soil D). Then, transfer functions have been calculated as the ratio be-
tween the time histories of longitudinal accelerations at the base of the mesh (denoted as I in 
the figure) and the ones at the top of the soil layer (denoted as O) for the most severe input 
motion (input n. 2) in correspondence with the considered soils. Then, the characteristic soil 
periods of the layer have been calculated by assuming a linear layer of soil and following the 
linear formulation T = 4 H / Vs [8], where H is the height of the soil layer (20 m) and Vs the 
shear wave velocity of each layer. The transfer function peak values are shown to be close to 
the characteristic site periods (named with “linear” and represented with vertical lines in the 
figure).  

Figure 5 – Shape modes (Modes 1-4, Hard soil)

MODEL T1 [s] T2[s] T3 [s] T4[s]
3D (SAP 2000) 0.679 0.201 0.103 0.065
1D (Theory) 0.660 0.213 0.133 0.106
OpenSees 0.672 0.229 0.148 0.121

Table 4 –Natural Periods (longitudinal direction)

Soil Type T1 [s] T2[s] T3 [s] T4[s]
Soil A 0.678 0.236 0.150 0.121
Soil B 0.700 0.240 0.153 0.121
Soil C 0.726 0.282 0.238 0.151
Soil D 0.812 0.508 0.360 0.248
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Table 5 – Period elongation due to soil deformability

Figure 6 – Local effects assessment – transfer functions: comparison between the performed soils with the 
characteristic site periods [8]

5 BASE ISOLATION IMPLEMENTATION

The study performs the behavior of base isolation technique and it considers the effect of 
non-linearity by comparing two typologies of isolator models: a linear base isolation (BI-L) 
and a bilinear isolation (BI-NL), Figure 7. Isolators are consider in the longitudinal direction, 
by modelling significant high stiffness in the other directions (vertical and transversal) and 
applying the elastomericBearing element, (as shown in [9], [14], [15], [16], [17], [37], [38],
[39], [40], [41] and [45]) which needs the calibration of 3 parameters: the initial elastic stiff-
ness (named K), the yield strength (named Fy) and the post-yield stiffness ratio (alpha). Ei-
genvalue analysis were carried out in order to assess the effect of soil deformability and it was 
shown that the fundamental period increases for all the soil conditions to 3.35 s (Table 6), 
demonstrating that isolators perform their function to decouple the soil and the structure. It is 
worth to notice that comparing with the non-isolated cases (Table 5), the increases are more 
significant for soil A than in case of soil D, confirming that the efficiency of base isolation 
technique increases with rigid soils, as shown in [9].

Figure 7 – Bi-linear model
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Figure 8 – Shape modes (BI model, Hard soil)

MODEL T1(iso) [s] T2(iso)[s] T3(iso) [s] T4(iso)[s]
Soil A 3.349 0.297 0.158 0.122
Soil B 3.352 0.297 0.158 0.122
Soil C 3.356 0.297 0.158 0.122
Soil D 3.370 0.297 0.167 0.158

Table 6 –Natural Periods of BI model in different soil conditions

6 DYNAMIC ANALYSES 

This paragraph discusses the results of dynamic analyses, by considering the parameters 
that represent the performance of structures, following the new provisions included in many 
codes ([31] and [32]), as indicated [33] for multi freedom structures. The floor accelerations 
and displacements at each floor were chosen as engineering demand parameters (EDP), since
in order to provide valuable element-specific seismic assessment or design evaluations. In
particular, Figure 9 and Figure 10 show a comparison between time histories obtained with 
FIX and BI models, in terms of accelerations and displacements on top of the structure (z = 
13.6 m) for input motion 2 (chosen because the most severe). In particular, the benefit of non-
linear isolator is shown to significantly reduce the displacements after the first peak (at around 
2.7 s) in correspondence with every considered soil. It is worth to notice that the largest dis-
placements occur in correspondence of soil C, where the site fundamental period is relatively 
close to the second structural period (T2) both in FIX and BI configurations. In particular, for 
the FIX structure, T2 plays a significant role (modal participations mass ratio around 10%). 
When the isolation system is implemented (BI), T2 does not contribute to the seismic re-
sponse of the structure (modal participations mass ratio almost 0%), since the mass of the 
structure is completely activated by T1 that has been shifted away from the period affected by 
the majority of ground motions. 
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Figure 11 shows that the most significant improvement of applying non-linear devices can 
be seen in by comparing the base shear time histories at the base of structure (z = 0.00 m) for 
the FIX case and at the top of the isolator for BI models. It is possible to assess how the isola-
tion system performs its function by decoupling the structure from the soil. In addition, the 
results show also that in correspondence with soil D, the shear forces are bigger for the BI 
configurations that those calculated by the FIX case, demonstrating that high soil deformabil-
ity can induce great damping in the system that reduces the forces more than what base isola-
tion is able to do. This behaviour (already described by [9]) depends on the dissipation of 
seismic energy in the soil, that is shown to act as a natural base isolation.  

As stated in [60] and [61], the first period of the isolated model become that of the isola-
tion system and the second that of the structure. Table 7 shows the best reductions of the ac-
celerations at the top of the structure occur with BI-L system. The average reductions are 
about 80%, 76% and 63% respectively for soil A, B and C. In correspondence of soil D have 
been observed reductions of about 53%, 15% and 60% for input n.2, n.4 and n.7, respectively. 
For input n.1, n.5 and n.6 small increments (of about 4%, 9% and 26%, respectively) and a 
significant increment for input n.3 (86%). For BI-NL case accelerations reductions are around 
79%, 71% and 61% for soil A, B and C, while for soil D have been observed increments with 
all ground motions except for input n.1 and n.2 (where reductions are about 22% and 34%). 
The highest increment has been observed for BI-NL with input n.3 (107%). 

Figure 9 shows the time histories of base shear forces in correspondence with input 3 that 
is shown to be the most severe. It is worth to see that soil deformability reduces base shear 
only for the case of FIX configurations. For BI models, it is confirmed that the response does 
not depend on soil deformability, since isolators decouple the structure from the soil. Non-
linear models are shown to be more efficient than BI-L in reducing the peak values and in 
some cases modelling the isolator with linear assumptions can become more conservative and 
not realistic of the real behaviour of the structure. Table 9 shows the ratio between the results 
obtained in correspondence with BI-L and BI-NL respect the case of FIX configuration, re-
spectively in column 4 and 5. The reduction operated between the BI-L and the FIX configu-
ration is significantly high for soil A (between 60.4% and 87.3%), but when high soil 
deformability is considered (soil D), the linear bearings are not working properly and an in-
crement of 151.1% occurs in correspondence with input 3. Similar trend can be seen for BI-
NL cases and the reduction in correspondence with soil A are bigger that those resulted for 
BI-L (maximum: 91.1%). Their behaviour is shown to be more efficient even when soil de-
formability is applied and they perform properly in correspondence with soil D for all the in-
put motions except for input 3, where there is an increment of 23.7% respect the FIX case. 
Last column of the table shows the ratio between BI-NL and BI-L results in terms of shear 
forces and it allows to assess the general benefit of NL over L models in correspondence with 
every soil condition. There is an exception for input motion, where linear isolations seem to 
perform better that what non-linear isolation does.  

Overall, the results show that considering both soil and isolation non-linearity is signifi-
cantly challenging because many parameters play important role and the assessment of the 
effects of non-linearity over linearity need to be related to the particular input motion consid-
ered.
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Figure 9 – Comparison accelerations Input-2 of FIX, BI-L and BI-NL (soil A, B, C and D)

3970



A. Canini

Figure 10 – Comparison displacements Input-2 of FIX, BI-L and BI-NL (soil A, B, C and D)
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BI-L-A BI-NL-A BI-NL-A
FIX-A BI-L-A BI-NL-A FIX-A FIX-A BI-L-A

Input n.1 1.15 0.31 0.24 -73.0% -79.1% -22.4%
Input n.2 1.70 0.24 0.30 -86.1% -82.6% 24.8%
Input n.3 1.99 0.46 0.26 -77.1% -86.7% -42.1%
Input n.4 1.52 0.27 0.31 -82.3% -79.7% 14.9%
Input n.5 1.09 0.27 0.29 -75.6% -73.7% 7.8%
Input n.6 1.09 0.27 0.29 -75.6% -73.7% 7.8%
Input n.7 0.93 0.09 0.24 -90.0% -74.7% 153.9%

SOIL A
Top Acceleration [g]

BI-L-B BI-NL-B BI-NL-B
FIX-B BI-L-B BI-NL-B FIX-B FIX-B BI-L-B

Input n.1 0.90 0.32 0.29 -63.9% -67.8% -10.7%
Input n.2 1.62 0.24 0.31 -84.8% -80.9% 25.9%
Input n.3 1.12 0.44 0.27 -60.5% -76.2% -39.8%
Input n.4 1.13 0.28 0.37 -75.3% -67.6% 31.0%
Input n.5 1.50 0.32 0.49 -78.9% -67.6% 53.9%
Input n.6 1.01 0.27 0.29 -73.6% -71.8% 6.9%
Input n.7 0.66 0.10 0.24 -85.1% -63.2% 147.0%

SOIL B
Top Acceleration [g]

BI-L-C BI-NL-C BI-NL-C
FIX-C BI-L-C BI-NL-C FIX-C FIX-C BI-L-C

Input n.1 0.59 0.33 0.26 -44.5% -55.5% -19.9%
Input n.2 1.05 0.24 0.33 -76.8% -68.7% 34.8%
Input n.3 0.94 0.40 0.31 -56.9% -66.7% -22.8%
Input n.4 0.81 0.27 0.29 -67.1% -64.8% 7.0%
Input n.5 1.06 0.29 0.49 -72.8% -53.5% 71.3%
Input n.6 0.90 0.28 0.27 -68.9% -70.4% -4.8%
Input n.7 0.53 0.29 0.29 -44.6% -44.6% 0.0%

SOIL C
Top Acceleration [g]

BI-L-D BI-NL-D BI-NL-D
FIX-D BI-L-D BI-NL-D FIX-D FIX-D BI-L-D

Input n.1 0.27 0.29 0.21 4.4% -22.4% -25.7%
Input n.2 0.28 0.11 0.20 -59.8% -27.5% 80.5%
Input n.3 0.22 0.51 0.46 135.5% 113.6% -9.3%
Input n.4 0.34 0.29 0.52 -15.2% 51.2% 78.2%
Input n.5 0.31 0.34 0.46 8.7% 49.2% 37.3%
Input n.6 0.28 0.35 0.35 25.7% 25.7% 0.0%
Input n.7 0.27 0.11 0.42 -60.2% 56.5% 293.3%

SOIL D
Top Acceleration [g]

Table 7 – Top accelerations for FIX, BI-L and BI-NL for all input motions (soil A, B, C and D)
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BI-L-A BI-NL-A BI-NL-A
FIX-A BI-L-A BI-NL-A FIX-A FIX-A BI-L-A

Input n.1 130 839 594 547.4% 358.5% -29.2%
Input n.2 357 421 236 17.7% -33.8% -43.8%
Input n.3 289 1014 425 250.9% 46.9% -58.1%
Input n.4 191 698 484 265.1% 153.1% -30.7%
Input n.5 274 866 615 216.1% 124.6% -28.9%
Input n.6 163 737 531 352.2% 225.4% -28.0%
Input n.7 103 237 125 130.8% 21.4% -47.4%

SOIL A
Top Displacements [mm]

BI-L-B BI-NL-B BI-NL-B
FIX-B BI-L-B BI-NL-B FIX-B FIX-B BI-L-B

Input n.1 137 853 610 520.2% 343.4% -28.5%
Input n.2 463 425 235 -8.2% -49.2% -44.7%
Input n.3 365 955 426 162.0% 16.7% -55.4%
Input n.4 229 676 479 195.8% 109.6% -29.2%
Input n.5 373 865 617 131.7% 65.2% -28.7%
Input n.6 248 731 538 195.1% 117.4% -26.3%
Input n.7 82 234 121 184.7% 47.1% -48.3%

SOIL B
Top Displacements [mm]

BI-L-C BI-NL-C BI-NL-C
FIX-C BI-L-C BI-NL-C FIX-C FIX-C BI-L-C

Input n.1 210 895 663 326.6% 216.0% -25.9%
Input n.2 712 844 563 18.6% -20.9% -33.3%
Input n.3 415 949 517 128.3% 24.5% -45.5%
Input n.4 393 781 548 99.0% 39.6% -29.8%
Input n.5 782 737 761 -5.8% -2.8% 3.2%
Input n.6 398 804 627 101.8% 57.4% -22.0%
Input n.7 100 140 140 39.8% 39.8% 0.0%

SOIL C
Top Displacements [mm]

BI-L-D BI-NL-D BI-NL-D
FIX-D BI-L-D BI-NL-D FIX-D FIX-D BI-L-D

Input n.1 602 1336 1074 121.8% 78.2% -19.7%
Input n.2 245 506 246 106.0% 0.4% -51.3%
Input n.3 602 964 551 60.0% -8.5% -42.8%
Input n.4 468 690 477 47.4% 1.9% -30.9%
Input n.5 830 899 529 8.3% -36.3% -41.2%
Input n.6 457 748 573 63.6% 25.4% -23.4%
Input n.7 131 230 160 75.7% 22.0% -30.6%

SOIL D
Top Displacements [mm]

Table 8 – Top displacements for FIX, BI-L and BI-NL for all input motions (soil A, B, C and D)
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Figure 11 – Comparison base shear Input-3 of FIX, BI-L and BI-NL (soil A, B, C and D)
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BI-L-A BI-NL-A BI-NL-A
FIX-A BI-L-A BI-NL-A FIX-A FIX-A BI-L-A

Input n.1 14848 5886 3752 -60.4% -74.7% -36.3%
Input n.2 31660 4029 2808 -87.3% -91.1% -30.3%
Input n.3 34370 8639 3720 -74.9% -89.2% -56.9%
Input n.4 19241 4895 3267 -74.6% -83.0% -33.3%
Input n.5 28457 6069 3797 -78.7% -86.7% -37.4%
Input n.6 18453 5165 3466 -72.0% -81.2% -32.9%
Input n.7 11788 1662 1718 -85.9% -85.4% 3.4%

SOIL A
Base Shear [kN]

BI-L-B BI-NL-B BI-NL-B
FIX-B BI-L-B BI-NL-B FIX-B FIX-B BI-L-B

Input n.1 10268 5798 3762 -43.5% -63.4% -35.1%
Input n.2 24820 4044 3276 -83.7% -86.8% -19.0%
Input n.3 19583 8241 3701 -57.9% -81.1% -55.1%
Input n.4 13035 4657 3167 -64.3% -75.7% -32.0%
Input n.5 22529 5900 3753 -73.8% -83.3% -36.4%
Input n.6 16243 4976 3438 -69.4% -78.8% -30.9%
Input n.7 6504 1616 1691 -75.2% -74.0% 4.7%

SOIL B
Base Shear [kN]

BI-L-C BI-NL-C BI-NL-C
FIX-C BI-L-C BI-NL-C FIX-C FIX-C BI-L-C

Input n.1 10134 5798 3870 -42.8% -61.8% -33.3%
Input n.2 15997 4539 3491 -71.6% -78.2% -23.1%
Input n.3 16560 8009 3916 -51.6% -76.4% -51.1%
Input n.4 12448 4725 3199 -62.0% -74.3% -32.3%
Input n.5 17201 5371 3786 -68.8% -78.0% -29.5%
Input n.6 15597 5151 3655 -67.0% -76.6% -29.0%
Input n.7 6581 1755 1755 -73.3% -73.3% 0.0%

SOIL C
Base Shear [kN]

BI-L-D BI-NL-D BI-NL-D
FIX-D BI-L-D BI-NL-D FIX-D FIX-D BI-L-D

Input n.1 3813 5383 3568 41.2% -6.4% -33.7%
Input n.2 4291 2535 2094 -40.9% -51.2% -17.4%
Input n.3 3433 8620 4247 151.1% 23.7% -50.7%
Input n.4 4527 5000 3667 10.5% -19.0% -26.7%
Input n.5 4833 6156 3730 27.4% -22.8% -39.4%
Input n.6 4270 5086 3752 19.1% -12.1% -26.2%
Input n.7 3935 1753 2140 -55.5% -45.6% 22.1%

SOIL D
Base Shear [kN]

Table 9 – Base shear for FIX, BI-L and BI-NL for all input motions (soil A, B, C and D)
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7 CONCLUSION 

The study conducted in this paper may be viewed as an original contribution to seismic as-
sessment of a residential benchmark BI building with SSI effects that considers the mutual 
effects of non-linearity both in the soil and in isolators. The FE computational model of the 
soil is based on an advanced constitutive formulation that enables to drive the assessment of 
structural behavior with the evaluation of soil non-linear response, by capturing the effects of 
accumulation of deformation in the ground. At the same time, the model of the structure al-
lows to assess the structural performance by considering accelerations and displacements at 
various floors. Thanks to these potentialities, it was possible to demonstrate that isolation sys-
tems perform their functions consisting in decoupling the structure and the soil, by concentrat-
ing the deformations at the base of the buildings and by reducing the damage to the structure 
and thus to its contents. In particular, the paper shows that the effects of non-linear isolation 
are fundamental to be considered as well as soil deformability that can significantly modify 
the efficiency of base isolation technique. In this regard, the paper can be seen as a first at-
tempt to propose new design considerations for engineers and consultants. Further analyses 
will be performed in order to consider advanced models of isolators and to extend the present-
ed results.
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Abstract.
Performance-based design principles rely heavily on the estimation of engineering demand

parameters through nonlinear static or dynamic analysis. The increased focus on nonlinear
analysis in recent and upcoming building codes calls for a detailed investigation into the lim-
itations of these procedures. This is especially true for nonlinear dynamic analysis, which is
often referred to as “exact” or “benchmark” solution. This article examines the sensitivity of
nonlinear analysis results to the assumptions made in the modeling of nonlinear element be-
havior. To this end, a four-story reinforced concrete building designed according to the recent
European standards is modeled in OpenSEES computational environment. Nonlinear element
behavior is modeled using several approaches from lumped plasticity models to force-based
and displacement-based elements with fiber sections using complex stress-strain curves. The
results of nonlinear static and dynamic analysis reveal that the modeling assumptions have a
significant effect on both displacement demands at the story and global level. More specifically,
the curvature demands at the bottom of the ground story columns are very significantly affected
by the modeling assumptions, particularly for diplacement- and force-based elements.
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1 INTRODUCTION

Current seismic design procedures rely on elastic analysis where earthquake ground motions

are simulated using equivalent lateral forces. On the other hand, ordinary structures that are

designed using elastic analysis procedures are expected to be forced well beyond their elastic

limit. The safety of these structures is ensured by prescriptive measures without actually eval-

uating their real performance. Performance based design procedures aim to provide a more

transparent approach by evaluating the performance of the structure under different hazard lev-

els. These methods rely heavily on estimation of engineering demand parameters such as total

or plastic deformations through nonlinear static and dynamic analysis. As performance based

design procedures are used more and more in seismic design, the numerical models become

more complex. The assumptions used in the numerical modeling phase such as inelastic ma-

terial behaviour, cyclic degradation and geometric nonlineareties can have severe implications

for the results of an analysis [1–4]. For example, plastic rotations and curvatures of structural

elements such as columns and beams are widely used for the assessment of the structural state in

seismic design [2] and have been shown to be sensitive to the numerical parameters used in the

analysis [5]. Although some studies [3, 5] have commented on the sensitivity of the engineer-

ing demand parameters to the numerical modeling assumptions, a quantitative documentation

of this sensitivity is vital as the performance based design methods begin to find their way into

seismic design codes.

The objective of this study is to investigate the effects of numerical modeling assumptions

on the engineering demand parameters (EDPs) obtained from nonlinear static and dynamic

analyses. Section curvatures, roof drifts and interstory drift ratios are chosen as the EDPs as

these parameters have been documented to be well-correlated with structural damage. This will

be done by conducting nonlinear static analyses (SPO) and nonlinear response history analyses

(NRHA) on a reinforced concrete moment resisting frame (MRF) designed according to EN-

1998-1 [6]. The analyses are performed using the open system for earthquake engineering

simulation (OpenSees), which is an advanced computational tool frequently used in research.

2 THE ANALYZED STRUCTURE AND NUMERICAL MODELS

The analyzed structure is a four-story reinforced-concrete frame. It is symmetric about both

horizontal axes with five bays in both directions. Due to the regularity of the building in plan,

only one of the inner frames was modeled and used in the analysis. Figure 1 shows the elevation

view of the of this frame. The structure was designed according to EN-1998:2004 [6] assuming

moderate ductility level (DCM). All structural elements were designed for exposure class XC3,

M60. The concrete quality was chosen as C30/37 and the thickness of cover concrete is 35mm

for all elements. The reinforcement is of quality B500C with a modulus of elasticity of 200

GPa. The cross sections of the structural elements are summarized in Table 1.
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Figure 1: Elevation view of the analyzed frame (all measurements in mm)

Name B [mm] H [mm] Color in Elevation View

Column 1 450 450 Pink

Column 2 500 500 Blue

Beam 1 300 500 Green

Beam 2 250 450 Yellow

Table 1: Cross sections of the structural elements of the frame shown in Figure 1.

The mass of the entire structure is 2 024 tons. The masses are lumped in their respective

vertical level in nodes along axis 3. The natural periods for the first three modes were found

to be 0.53, 0.17, and 0.10 seconds, respectively. Details of the structure can be found in [7].

For nonlinear response history analysis, damping of the system is modeled using 5% Rayleigh

damping anchored at the ωi = 0.707ω1 (ω1: the vibration frequency of the first mode) and

ωj = 31.4 rad/s [8].

2.1 Structural Models

2.1.1 Element Models

All nonlinear analysis were carried out in the OpenSEES computational environment. Three

types of structural element models were used in the analyses. The first element is a force-based
beam-column element (FBE) that is based on the flexibility formulation and uses force inter-

polation functions for the variation of internal forces over the element length which represent

the exact solution to the governing equations [9, 10]. The force-based approach relies on the

equilibrium solution and, as such, even for nonlinear material response, FBE always satisfies

the equilibrium conditions [11]. The inelastic properties are defined at integration points (IP)

along the element, each contributing to the global inelasticity of the element [5]. The cross-

sections of the elements have been modeled using fiber sections. Figure 2 illustrates a sample

element with five integration points together with a sample fiber section where reinforcement,

unconfined concrete and confined concrete fibers are depicted.
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Figure 2: Illustration of the distributed plasticity model. One FE with five integration sections.

With regards to modeling softening behaviour, the stresses tend to localize in the most

strained integration point (IP) of the most strained element [5]. As the number of integra-

tions points are increased and the length of integration reduces, larger and larger rotations are

required in the most strained IP for an element to produce same values of displacement, mak-

ing the response nonobjective. Four to six IPs are necessary to accurately represent nonlinear

material response and obtain an objective response [9].

The second element that was used in the analysis is the displacement-based beam-column
element (DBE). This model is very similar to its force-based counterpart but uses the displace-

ment formulation instead of the flexibility formulation. Despite their similarities, FBE and DBE

cannot be modeled following the same approach. Most significantly, while the accuracy of the

FBE can be improved by increasing either the number of integration points or the number of

elements, the accuracy of the DBE can only be improved by increasing the number of elements.

The final element used in the present study is the beam with hinges element (BwH) which is

also based on the flexibility formulation but the location and the weight of the integration points

are predefined and based on the plastic-hinge formulation. This allows the users to specify

plastic hinge lengths at the element ends. Two-point Gauss integration is used on the element

interior while two-point Gauss-Radau integration is applied over lengths of 4LpI and 4LpJ at

the element ends [2, 12]. Figure 3 shows the underlying principles of the element together with

the location of the integration points. The behaviour of the interior section can be modeled as

linear elastic or inelastic; e.g. by using the fiber section shown in Figure 2. One of the most

important parameters of BwH element is the plastic hinge length, lp, which designates the part

of the element where the nonlinear behavior is expected to occur, as the nonlinear behavior

of the element depends, to a greater extent, to this parameter, especially if the interior of the

element is modeled as linear elastic. There are different approaches to determine lp, one of

which is using empirical equations. One example can be found where Paulay and Priestly [13]

provide an empirical formulation, and suggest that, for frame elements with normal proportions,

this equation will lead to an approximate plastic hinge length of lp = 0.5 h, where h is the depth

of the cross section.
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Figure 3: Beam with hinges element using the modified Gauss-Radeu integration rule.

2.1.2 Section and Material Models

All the cross-sections in the analysis were modeled using a fiber section as depicted in Fig-

ure 2. The material behavior at each fiber of the section is defined using a uniaxial stress-strain

relationship. In order for a reliable nonlinear analysis, the concrete material model should be

able to describe all material behaviours expected to occur before collapse during static and dy-

namic analyses. This includes, among other phenomena, strain softening and hardening, the

effects of strain rates and confinement. To achieve this, the stress-straing model by Mander,

Priestley and Park [14], which was based on Popovics model [15] and used extensively in liter-

ature (e.g. [2, 5, 16]), was used.

Two sets of parameters that were used for unconfined and confined concrete are presented in

Table 2. The strain rate used in the calculations was 0.013 s−1. The parameters shown in Table

2 were used as the input parameters for the CONCRETE04 material model in OpenSees. The

reinforcement steel was modeled using the simplest model provided in OpenSees for steel, i.e

STEEL01. The input parameters for this model were fyk = 500 MPa, Es = 200 GPa with a strain

hardening ratio of b = 0.005.

Name fc εc εcu Ec εct εt

Unconfined concrete -38.6 -0.00199 -0.0060 33.916 2.9 0.0855

Confined concrete nr.1 -47.9 -0.00420 -0.0142 - - -

Table 2: Concrete material parameters.

3 NUMERICAL ANALYSES

3.1 General

Nonlinear static analyses (NSA) and response history analyses (NRHA) were conducted

using the elements described previously with different configurations. For the models using

the DBE, each structural element was modeled using a different number of finite elements with

two integration points. For the model using FBE such refinement is not necessary; instead the

number of IPs per element has an effect and was thus varied. Similarly, only one finite element

was used per structural element for the BwH elements. For the BwH element, the hinge length

varied as well as the behavior of the interior section (elastic or inelastic). The different model

configurations used in the analyses are summarized in Table 3. No NRHAs were performed

using the DBE due to extremely long computational time and convergence issues.
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Model Configurations Analyses
DBE 4, 8, 18 or 24 finite elements each using 2 IPs NSA

FBE One finite element using 2, 3, 4, 5, 6, 7 or 8 IPs NSA and NRHA

BwH lp = {1.0h , 1.5h , 2.0h} with elastic interior NSA and NRHA

BwH lp = {1.0h , 1.5h , 2.0h} with inelastic interior NSA and NRHA

Table 3: Different model configurations

3.2 Nonlinear Static Analysis

NSA were performed to assess the behaviour of the structure and the different element for-

mulations. The static pushover loads were applied at the nodes along axis 3 in a vertical pattern

based on the eigenvectors of the first mode, making this a first-mode pushover analysis. P-δ
effects were included in all analyses.

3.3 Nonlinear Response History Analysis

Nonlinear response history analyses were performed for a set of seven ground motion records

for the different numerical models; in total 84 NRHAs. The ground motions records were

selected for ground type C in EN 1998-1:2004 [6]. The ground motion records are listed in

Table 4 with the corresponding parameters.

RSN Name Year Mw Rrap (km) Vs30 (m/sec) PGA SF

282 Trinidad 1980 7.2 76 312 0.22 2.32

720 Superstition Hills-02 1987 6.5 27 206 0.33 1.88

1003 Northridge-01 1994 6.7 27 309 0.64 0.76

1110 Kobe Japan 1995 6.9 25 256 0.25 1.67

4889 Chuetsu-Oki Japan 2007 6.8 33 315 0.37 1.29

5832 Iwate Japan 2010 6.9 31 248 0.40 1,121

6923 Darfield New Zealand 2010 7 31 255 0.47 0.99

Table 4: Ground motion records used for the analyses with the corresponding scale factors (SF).

The ground motions were scaled so that the spectral acceleration at the first natural period of

the structure matches the elastic response spectrum defined in EN 1998 [6]. The scale factors

used are also shown in Table 4. The scaled response spectra are plotted in Figure 4. The

response of the structure is dominated by the first natural mode, hence scaling in this way is

justified.
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Figure 4: Response spectra scaled to match the elastic spectrum in EN-1998:2004 [6] at T1.

4 RESULTS

4.1 Nonlinear Static Analysis

The capacity curves resulting from NSA for the different DBE models are shown in Figure 5.

The results appear to converge to a stable solution as the number of FEs per member increases.

As expected from the coarsely meshed models using DB elements, the base shear capacity of

the structure is overestimated significantly for four- and eight-element models.

Figure 5: Base shear plotted against roof drift for different configurations of the DB model.

The response of the FBE model is nonobjective, i.e. as the number of IPs increases, the

different curves do not converge towards a stable solution. Figure 6 presents capacity curves

obtained from NSA using FBE. Figure 6 shows that increasing the number of IPs does not nec-

essarily lead to a unique solution. Although the estimated maximum base shear load converges

with increasing IP, the overall response, particularly, the immediate post-peak response shows

discrepancies as the number of IPs increases. This can be attributed to the spread of nonlinearity

over a larger part of the element as the number of integration points increases.
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Comparing the computation time of NSA using DBE and FBE shows one of the significant

disadvantages of DBE compared to the other elements, namely its poor efficiency. NSA using

DBE with 18 FEs for each member provides a capacity curve quite similar to the one using

FBE with 5 IPs per member. However, the computational time of the analysis with DBE is

approximately five times that of the analysis with FBE.

Figure 6: Base shear plotted against roof drift for different configurations of the FB model.

Using the BwH model, the models show similar responses for different plastic hinge lengths;

see Figure 7. The stiffness of the structure immediately between first yielding (i.e. base shear

around 500 kN) and the overall yielding is affected by the plastic hinge length if the element

interior is modeled as elastic. When the element interior is inelastic, the capacity curves become

virtually identical for different plastic hinge lengths. For the models where elements were

defined with the inelastic fiber section in the interior, the response is generally softer. Note also

that the model that used a hinge length of lp = 2.0 h with an inelastic interior failed to converge

at around 50 mm roof drift.

Figure 7: Base shear plotted against roof drift for different configurations of the BwH model.

One of the demand parameters that is strongly correlated with structural damage is the in-

terstory drift ratio (IDR). Therefore, the effect of modeling assumptions on the IDR estimates
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from NSA has been investigated. Figure 8 shows the IDRs for three different models at various

roof drifts. From the IDR profiles at 2 and 4% roof drift, it can be seen that the three different

models lead to very similar IDR estimates. As the roof drift increases, the DBE model starts

displaying higher IDRs at the lower stories while the BwH leads to a higher estimate at the

upper stories; Figure 8 (c).

(a) 2% roof drift (b) 4% roof drift

(c) 10% roof drift

Figure 8: IDRs for different element configurations at various roof drifts.

Curvature and curvature ductility at the element ends are often used as an indicator of damage

at the element level. As such, variation of curvature estimates for different models can lead to a

variation in the damage estimates. The curvature estimates at the bottom section of the ground

story column in axis 3 from NSA is plotted against the roof drift in Figure 9. This plot illustrates

how some of the model configurations give significantly different curvature estimates for a

given roof drift even if the global demand estimates such as capacity curves and IDR estimates

are rather similar. The most drastic variation is observed for FBE and DBE elements when

the distance between the two integration points become rather short, either through increased

number of IPs for FBE or through finer mesh for DBE.

Evaluating Figures 5 and 9 together presents a potential dilemma for use of displacement-

based elements for nonlinear static analysis. More specifically, Figure 5 shows that in order

to achieve a satisfactory capacity curve using DBEs, a fine mesh of 18 to 24 elements per

member is necessary. However, using such a fine mesh leads to a potential problem that can

have significant consequences as far as local behavior and damage estimates is concerned. As

illustrated in Figure 9, using a very fine mesh, which is necessary to capture the global behavior

satisfactorily, can lead to very high ductility demands for a given roof drift ratio compared to

other models. These results are consistent with those found by Calabrese et al. [5] and others

[17]; for softening behaviour, increasing the number of DB elements leads to nonobjective

curvatures. The same issue can also be encountered for force-based elements when a high

number of integration points is used as shown in Figure 9 and also reported by Calabrese et al.

[5]. However, in case of FBE, the issue can be resolved by using less IPs, e.g. four or five, as

these models produce very similar capacity curves compared to the model with 8 IPs.

With regards to the BwH model, Figure 9 shows results consistent with expectations. Since

the characteristic length of the plastic hinge gets shorter, it must give higher values of curva-

ture to produce the same displacements. As a result, the differences between the BwH model

configurations are significant, although not as dramatic as FBE and DBEs with fine mesh.
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The differences seen in curvature responses of these models can have direct implications for

the estimated damage in the structural elements. It shows that when using a shorter hinge length

or a finer mesh than the “correct” value, the level of damage may be greatly overestimated. Also,

if a larger hinge length or a coarser mesh is used, the assessment may be unconservative.

Figure 9: Roof drift plotted against the curvature in the monitored section.

4.2 Nonlinear Response History Analysis

The maximum interstory drift ratios obtained through NRHA for FBE, using different ele-

ment configurations, are summarized in Figure 10. Here, it is seen that increasing the number of

IPs beyond five appears to have little effect on the maximum IDR demands. Figures 11 and 12

shows the maximum IDRs for the BwH model, using elastic and inelastic interior, respectively.

Both figures show that increasing the plastic hinge length for BwH elements lead to an increase

in the maximum IDR demands for all ground motions.

Figure 10: Maximum IDRs for the FB model.
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Figure 11: Maximum IDR for the BwH model using elastic interior.

Figure 12: Maximum IDR for the BwH model using inelastic interior.

Figure 13 shows an overview of the mean value of the maximum roof drift ratios (RDR)

and IDRs for the different model configurations. Across the various configurations, the trends

shown for the RDRs and IDRs are very similar. For both parameters, it is evident that the peak

responses decrease as the number of IPs increases for the FB model. For the BwH element,

longer hinge lengths leads to larger peak values for both RDRs and IDRs. For elastic interi-

ors, the peaks are somewhat larger when compared to the results from models using inelastic

interiors.
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Figure 13: Mean values of RDRs and IDRs for the different numerical models. Blue bars

represent RDRs while the values of the IDRs are represented by blue plus orange bars.

5 CONCLUSIONS

The objective of this study was to investigate the effect of modeling assumptions on defor-

mation demand estimates of nonlinear static and dynamic analysis. This has been achieved

through nonlinear static and dynamic analyses of a four-story reinforced concrete moment re-

sisting frame using different model configurations. As a result of the analyses conducted, the

following conclusions can be drawn:

• Use of displacement-based elements in nonlinear static analysis requires a fine mesh for

a reliable capacity curve. Specifically, the base shear capacity of the structure can be

significantly overestimated if less than 18 elements per member is used.

• Due to this requirement for a finer mesh, models created using displacement-based are

computationally much more expensive compared to the models that use force-based ele-

ments.

• The modeling assumptions such as the number of integration points for forced-based

element and the plastic hinge length for beam-with-hinges elements can have a significant

effect on displacement demands such as interstory and roof drift ratios.

• The most significant impact of modeling assumptions have been observed for ductility

estimates. For a given roof drift ratio, the ductility estimates can vary significantly from

one model to another.

• The curvature estimates at the bottom of the ground story column from a displacement-

based model with 24 elements per member are much higher compared to the other models.

This is because, as the distance between the two element get smaller with finer mesh, very

high curvatures at the exterior section can be required to achive the same roof displace-

ment compared to other models with coarser mesh.
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• Considering that a fine mesh is required in order to achieve a reliable capacity curve using

displacement-based elements and the high curvature estimates for the same fine mesh,

caution should be exercised when using this type of elements for nonlinear analysis.

• Force-based elements can also be susceptible to very high curvature estimates when a high

number of integration points is chosen. To avoid this, the number of integration points

has to be chosen carefully. The recommendation of using four to six IPs by Neuenhofer

and Filippou [9] seems to provide satisfactory results at both global and local levels.

• The different types of elements available to an analyst, be it displacement-based, force-

based or beam-with-hinges elements, have each their benefits as well as limitations and

potential pitfalls. The different results show that an analyst must be able to assess what

kind of phenomena are occurring in the numerical model in order to assess the objectivity

of the results.

• More research that include a variety of structures and evaluate the sensitivity of more

engineering demand parameters such as plastic rotations and hysteretic energy demands

is necessary to enable the practitioners and researchers make informed decisions while

developing nonlinear models.
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Abstract. In standard design procedures of steel structures, buildings are usually designed
for gravity and seismic load rather than a progressive collapse situation. When a structure is
located in a low seismic zone, the codes have dictated fewer requirements regarding the beam-
to-column strength ratio and the panelzone strength. In this study, a frame subassembly from
an 8-story ordinary steel moment-resisting structure with different strength of exterior joints
was investigated by numerical models under a column removal situation. The results revealed
that although the beam-to-column strength ratio and the panelzone strength are generally less
critical parameters in the seismic design of ordinary moment-resisting frames, they can have a
notable effect on the fracture pattern and the capacity of the structure under a progressive
collapse. Hence a special consideration about the joints strength is needed when a structure is
aimed to be designed for a progressive collapse situation.
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1 INTRODUCTION

Progressive collapse is known as a rapid dynamic process that usually initiates from a local
failure and propagates element-by-element to a global or partial collapse of the structure [1-4].
When a column is removed within a story of a steel structure, several sequential mechanisms
act against the unbalanced vertical load. At very early stages, the beams and connections are
under shear actions. In a subsequent stage as vertical displacement increases, the flexural mo-
ment at the beams becomes the dominant resisting mechanism in the frame. Finally, if the con-
nections are ductile enough to undergo large deformations and adapt to a new configuration,
the catenary action will be activated as the last resisting mechanism [1-3]. Since catenary action
plays the main role in the frame resistance in progressive collapse, enough ductility of steel
joints is required to develop catenary forces in the beams; otherwise, the premature global col-
lapse of a multi-story steel structure might occur.

On the other hand, the standard design procedures of steel structures have been developed
mostly for other dynamic loads like seismic load rather than a progressive collapse situation.
Although the design methodology for seismic load and the progressive collapse is different, the
seismic details in the steel structures would influence the performance of the connections and
structures under a progressive collapse situation.

Two critical parameters of the seismic design of moment-resisting frames are the beam-to-
column strength ratio and the panelzone strength. The codes [5, 6] have determined a maximum
level of beam-to-column strength ratio to prevent plastic hinge formation in the columns and
reduce the potential of the column-sway collapse. This limit is not obligatory for low-dissipa-
tive structures (ordinary moment frames) that are usually designed in a low-seismic zone [5, 6].

So far, the progressive collapse of steel structures has been investigated in many experi-
mental and numerical studies [3, 7-16]; however, there are a few research studies to focus on
the effect of the beam-to-column strength ratio and the panelzone strength, especially in ordi-
nary moment frames that the strong-column-weak-beam criterion is usually neglected.

Kim and Kim [17] studied moment-resisting structures with both weak and strong panel-
zones by using macro-scale numerical models. The results of the nonlinear dynamic analyses
showed that the influence of panelzone is dependent on the location of the removed column.
The panelzone deformation could be notable if an exterior joint is engaged in the progressive
collapse mechanism, while when all joints are interior, the effect of the panelzone deformation
on the performance of the frame is not significant. For structures designed for high seismic load,
it was also indicated that the panelzone consideration had little effect on the overall performance
of the structure. In contrast, the performance of low-rise structures designed only for gravity
loads could significantly be affected by the deformation of the panelzones, especially at the
exterior bays. It was also reported that excessive panelzone distortion decreased the ductility
demand of the beams in some cases.

In a similar study, Kordbagh and Mohammadi [18] investigated special moment-resisting
frames under corner and middle column removal scenarios. The results revealed that consider-
ing panelzone in the structure with I-section columns notably increased the maximum and per-
manent vertical displacement of the frame, especially when the removed column was an exterior
one. As a general conclusion, the panelzone effect must be considered for progressive collapse
evaluation of moment-resisting structures if the panelzones were designed only for minimum
requirements recommended by building codes.

Most of the previous studies used macro-level models to evaluate the effect of the beam-to-
column strength ratio and the panelzone strength. Such models are not able to provide details
about other level phenomena like the joints fracture mode and local plastic deformations.
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2 OBJECTIVE AND SCOPE

In this paper, a frame subassembly from an exterior bay of an 8-story moment-resisting
structure located in a low-seismic zone was studied under a column removal situation. In such
structures, the beam-to-column strength ratio limit is usually ignored due to low seismic hazard.
Therefore, two configurations of the selected subassembly with different beam-to-column
strength ratios (and different panelzone strength) were investigated by nonlinear finite element
simulations. A calibrated plasticity model in conjunction with a ductile damage initiation crite-
rion was used to predict the performance of the subassemblies. These two subassemblies were
compared in terms of the capacity and the pattern of ductile fracture.

3 DESCRIPTION OF THE FRAME SUBASSEMBLIES

An 8-story building with a steel moment-resisting system designed for a low-seismic area
(e.g., Norway) with 0.1g design ground acceleration was selected as a case study. In terms of
geometry, the structure was considered with four equal bays of 5 m (see Fig. 1(a)). Also, each
story was assumed to be 3m in height. Besides seismic loads, the structure was designed for 30
kN/m and 12 kN/m uniformly distributed dead and live loads, respectively. The frame was
designed according to EC8 [6] for a low ductility class with a behavior factor (q) equal to 2. In
this ductility class controlling the strong-column-weak-beam criterion is not obligatory. It is
worth mentioning that in the design process of this frame, strength criteria were dominant in
the design of the sections, and the size of the beams was constant over the height of the building.
All elements were selected from S355J2 structural steel with 355 MPa nominal yield strength.
Welded Unreinforced Flange-Welded web (WUF-W) connections described in Fig. 1(c) were
employed as the moment-resisting connections to resist lateral seismic loads. The weld access
holes with the geometry adapted from AWS D1.8, 2016 [19] was implemented in the web of
the beams to provide enough space for the flange Complete Joint Penetration welds (CJPs).

Figure 1: Configuration of a) the studied 8-story moment-resisting frame b) the subassembly c) Welded Un-
reinforced Flange-Welded web (WUF-W) connections.
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Since analyzing the whole of the structure at the micro-level is challenging in terms of com-
putational time and effort, a subassembly of the frame located at the first story as shown in
Fig.1(b) was chosen for the finite element analyses. As it is apparent in this figure, this subas-
sembly included three joints (J1, J2, and J3) connected by beams and columns with boundary
conditions applied at the interface points between the subassembly and the rest of the frame.
This subassembly was selected because the asymmetric strength of the joint J1 and J3 can also
provide more detailed information regarding the effects of the beam-to-column joint strength.
The previous studies also indicated that in this scenario, the panelzones have the most influence
[17].

All design sections were the same in two subassemblies except the left column cross section
that varies between HE180B and HE240B to study the effect of the beam-to-column strength
ratio and the panelzone strength of the exterior joint. It should be noted that Subassembly-1 is
from the original design of the frame that HE180B section was adequate as the left column for
applied loads. On the other hand, in Subassembly-2, HE240B as the left column is a conserva-
tive design compared to the original frame.

4 NUMERICAL MODELS

4.1 Material model

Ductile fracture is known as a continuous process in which nucleation, growth, and coales-
cence of microvoids in ductile metals lead to form a new free surface in the material. Based on
the prior studies [20-24], ductile fracture initiation is a function of equivalent plastic strain,
stress triaxiality, strain rate, and Lode angle; however, the later one is less important when the
structure is under tension load (positive triaxiality) [24, 25]. So far, several fracture models
have been developed and utilized for predicting and evaluating the ductile fracture in steel
structures. Some of these models are more complicated to be implemented (e.g., the Gurson-
Tvergaard-Needleman model has over ten parameters for a single material [26]). Some other
models (e.g., Johnson-Cook [20] and Bai-Wierzbicki [25] ) are more appropriate for engineer-
ing applications where the uniaxial test is a standard test.

In this study, a phenomenological ductile damage model for predicting the onset of ductile
fracture [27, 28] was used to investigate the fracture pattern of the studied subassemblies. In
this model, it is assumed that the equivalent plastic strain at the onset of damage ( ), is a 
function of stress triaxiality and strain rate [27]:

(1)

Where is the stress triaxiality, is hydrostatic pressure and is Mises
equivalent stress. also denotes the strain rate. Based on this definition, the damage variable 
can be defined as follows [7]:

(2)

This damage variable is an incremental state variable that increases monotonically with plas-
tic deformations ( ) to reach D=1 which indicates the fracture initiation. To use this model, a 
fracture strain curve in the space of -η is needed. This curve was obtained by performing
uniaxial tests under different triaxiality states for steel grade S355J2, as shown in Fig. 2. The
described ductile fracture criterion was used in conjunction with the Mises plasticity and a lin-
ear isotropic hardening rule as the material model. To calibrate the stress-strain behavior of the
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S355J2 material, five round smooth samples were tested under the uniaxial tensile test. Fig.3
shows the geometry of the samples.        

Figure 2: Fracture strain curve for S355J2 at different triaxiality.The curve adapted from [29].

Figure 3: The geometry of round smooth tensile specimens.

All specimens were taken from a flat plate with 25mm thickness in the rolling direction. It 
should be noted that the effect of the strain rate was outside of the scope so that all tests were 
conducted at a strain rate of 0.002 mm/mm/s.

A 50mm axial extensometer and a digital image correlation system (DIC) were used to meas-
ure the elongation of the gage length. Using DIC can provide the fracture strain of each sample 
precisely. For example, as shown in Fig. 4, the fracture strain was 1.047 and 1.075 in sample 
MU1 and MU4, respectively. The engineering stress-strain curves for all tested samples are 
illustrated in Fig. 5.

To calibrate the ductile damage model an average fracture strain of all five samples (
) was used. The point corresponding to the average fracture strain and triaxiality of the 

samples is plotted in Fig. 2 to validate the curve at least at one point. Since the stress triaxiality 
is varying after the necking of the samples, an average value was obtained ( ) from the 
numerical simulation. Fig. 2 indicates a good agreement between the curve and experimental 
results for round smooth bar samples (plotted by a red circle).
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Figure 4: Fracture strain of samples MU1 and MU4 extracted from DIC.

Figure 5: Engineering stress-strain curves for tested round smooth bar samples.

To use the test data in the material plasticity model, true stress-strain curves are required.
Before the necking that the uniaxial state is governed, the true strain and stress can be obtained
as follows:

(3)

Where and are true strain and stress respectively, while and denote engineering 
values.

After necking, these relations are invalid due to stress triaxiality and strain localization.
Therefore, a linear transition was assumed between the ultimate and the fracture point. The
fracture strain could be obtained by DIC; however, the equivalent true fracture stress also

MU1

MU4
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should be calculated to consider the triaxial stress state. Bridgman proposed an approximate
conversion from a triaxial stress state into an equivalent stress σeff by using the geometry of the
samples as follows [30]:

(4)

Where D is the diameter of the sample, and  R is the radius of curvature at the fracture point.
These two parameters can be measured at the fracture point by image processing (e.g., See Fig.
6 for sample MU1).

Figure 6: The diameter of the sample and the radius of curvature at the fracture point for sample MU1.

The calibrated material plasticity and damage model verified by numerical models. For in-
stance, Fig. 7 compares the experimental and numerical force-displacement curves for the MU1
specimen. As this figure shows, there is a good agreement between numerical and experimental
curves.

Figure 7: Ductile damage model verification for sample MU1.

4.2 Finite element models of the subassemblies

To predict the ductile fracture of two pre-described subassemblies, nonlinear finite element
models were created in Abaqus/CAE. The explicit solver was employed due to its efficiency in
conducting and converging extreme nonlinear behavior, particularly when a fracture and mate-
rial separation are simulated. The simulations were implemented as a quasi-static to find the
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capacity of the subassemblies and track the fracture behavior of the components under incre-
mental displacement imposed at the point of the removed column.

For all nonlinear parts around the beam-to-column joints, the eight-node solid brick elements
with reduced integration points (C3D8R) with a fine mesh were applied for the discretization
of the models (see Fig. 8). These fine-meshed domains were assumed to have a length at least
equal to the depth of beam or column that is known as the most probable place for plastic hinges
formation. In these areas, the thickness of beams flanges and webs divided into at least four
layers of element.

On the other hand, the middle parts of the beams and columns were modeled by a coarse
mesh to reduce the time of analyses. To make an appropriate transition between the fine-meshed
and the coarse-meshed areas a combination of C3D8R and six-node wedge element (C3D6)
was used as shown in Fig. 8. It is worth mentioning that in numerical models, the properties of
the welds were ignored.

An incremental displacement was applied to the removed column at joint J2, and the bound-
ary conditions were defined as shown in Fig. 1(b). Also, it was supposed that beams flanges
and columns at the joint level are laterally braced due to the slab system and secondary beams.

Figure 8: Finite element discretization of subassemblies with a fine mesh around the joints.

5 RESULTS

Fig. 9 compares the force-vertical displacement of two described subassemblies. Comparing
of the subassemblies can be done in different aspects and parameters. In terms of yielding
strength, both subassemblies provided approximately similar global yielding strength; however,
due to the panelzone distortion in the Subassembly-1 with HE180B column, the panelzone in
J1 was the first component that experienced plastic deformations, while the beam in this joint
had a limited plastic strain even at the last step of the analysis. Moreover, this panelzone dis-
tortion imposed the maximum equivalent plastic strain (PEEQ) in the upper column of the joint
J1. Forming plastic hinge and excessive lateral deformation of the column can increase the
potential of post-yield buckling of the column under axial loads. In contrast, in the other sub-
assembly (with HE240B column) the panelzone yielded after some plastification in the beam
so that in the last step of the analysis, the maximum PEEQ occurred in the beam area while the
upper column exhibited a low amount of plastic deformations.

Before any fracture initiation in the subassemblies, the Subassembly-2 with stronger joint J1
provided significantly more vertical strength. For example, in the vertical displacement of
877mm that is corresponding to the onset of fracture in the bottom flange of the joint J2 in the

J1 J2 J3
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Subassembly-2, the vertical strength of this subassembly was about 44% more than Subassem-
bly-1.

Figure 9: Vertical force-displacement curves for two studied frame subassemblies.

Figure 10: Distribution of ductile damage variable (D) at different joints in Subassembly-1 (ductile fracture
initiated and developed firstly in J3)

In terms of ductile fracture initiation pattern, as shown in Fig.10 for the Subassembly-1, due
to unbalanced stiffness and catenary action in the two sides beams, the fracture firstly initiated
at the top flange of the beam in J3 joint and then developed to the web of the beam. When the
right beam lost some amount of its stiffness, the fracture also initiated at the bottom flange in
the other side beam in the joint J2.

On the other hand, the Subassembly-2 exhibited a vice-versa fracture initiation pattern. In
other words, due to the stronger J1 joint, the stiffness and catenary action is more balanced than
the Subassembly-1. As Fig.11 indicates the fracture initiated at the left beam of the joint J2. By
developing the crack in the beam web and decreasing the beam stiffness, the J3 joint finally
experienced the fracture at the top flange of the beam.

An interesting trend can be drawn from Fig.9 although the complete fracture of beams for
both subassemblies happened in joint J3 and the cap vertical forces of both subassemblies are
approximately similar, the Subassembly-1 exhibited larger vertical displacement than the Sub-
assembly-2. This extra displacement caused by the excessive distortion of joint J1 (less stiffness)
that delayed the activation of the catenary action in the beams. As a result, a weak panelzone

J1 J2 J3
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can significantly increase the vertical displacement demand of the frames and have to be con-
sidered in the frame analysis.

In addition, if the maximum vertical displacement demand obtained from the nonlinear dy-
namic analysis of the frame under similar column removal scenario was less than vertical dis-
placement corresponding to ductile fracture initiation of subassemblies (in the capacity curves),
using a simplified material model like a bilinear model can provide valid results in nonlinear
dynamic analysis of the frame.

All these conclusions were made based on the assumption that welds material possesses
higher toughness than base metal and the welds are without defects and significant stress and
strain concentration.

Figure 11: Distribution of ductile damage variable (D) at different joints in Subassembly-2 (ductile fracture
initiated and developed firstly in J2)

6 CONCLUSIONS

A frame subassembly from an 8-story ordinary steel moment-resisting structure was studied
for a column removal situation. The capacity and the fracture pattern of the subassembly ob-
tained for different exterior joint strength. Based on the results from numerical models, the
following conclusions can be drawn:

The strength of the exterior joints in outer bays of such structures can significantly affect
the fracture pattern and the capacity of the frame under a column removal situation.

When an exterior weak joint was used, excessive plastic deformation of the panelzone led
to an unbalanced state in catenary action so that the asymmetric force induced the fracture
at the end of the right beam near to the interior joint. In contrast, when a stronger exterior
joint was used, the rigidity of the panelzone led to make a balanced state in catenary action
so that the fracture occurred at the left beam near to the middle joint that the column was
removed.

Before any fracture initiation, the vertical strength of the specimen with a stronger exterior
joint showed about 44% more strength than the model with a weaker exterior joint; how-
ever, the maximum resisted vertical force for both models was approximately similar.

J1 J2 J3
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In general, although the beam-to-column strength ratio and the panelzone strength usually
are less critical in the standard procedure of design of moment-resisting structures in a low
seismic zone, special consideration is needed when such structures are also designed for a
progressive collapse situation.
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Abstract. Vulnerability of subsea high pressure/high temperature (HP/HT) pipelines to seismic 
actions is studied numerically. This study focuses on the response of an unburied pipeline, laid 
on the seabed and resting on a sleeper. Two different scenarios are considered: (1) earthquake 
imposed on a laterally buckled pipeline and (2) earthquake imposed at temperatures lower than 
the lateral buckling temperature. The onset of yield and development of compressive local wrin-
kles in the wall thickness are calculated as the failure modes.
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1 INTRODUCTION
Resilience of pipelines during catastrophic events is a strategic issue that has a great impact 

on both society and the environment [1], being particularly vulnerable to high-intensity earth-
quakes as demonstrated during the 1989 Loma Prieta earthquake [2], the 1995 Kobe earthquake 
[3], and the Chi-Chi earthquake in 1999 [4]. Consequences of seismic events can potentially 
worsen in hazardous areas subjected to other risks, such as slope instability, landslide, soil liq-
uefaction and fault movements [5]. International codes such as ALA [6] provide specifications 
for the seismic design of buried pipelines. 

Previous studies investigated the seismic behaviour of offshore pipelines [7-9]. However, to 
the knowledge of the authors, the seismic studies of high pressure/high temperature (HP/HT) 
pipelines so far has been limited to buried and trenched pipelines [10]. A subsea HT/HP pipeline 
can undergo large bending stresses and strains due to lateral/upheaval buckling or free-spanning 
[11-14]. If the compressive strain in the pipe wall exceeds a certain limit, structural instability, 
in the form of local buckling/wrinkling may occur [15]. Periodic loading, such as flow-induced 
vibrations and earthquakes may cause fatigue cracks in this affected region [16]. In the current 
paper the seismic and thermal buckling responses of an unburied HP/HT subsea pipeline laid 
on an uneven seabed is investigated numerically. Structural responses of the pipeline under 17 
recorded ground motions are considered in two scenarios: 

(1) Scenario 1, where a controlled lateral buckle of the HP/HT pipeline is followed by the 
earthquake (EQ) input; 

(2) Scenario 2, where the imposed EQ triggers the lateral buckle. 

2 FINITE ELEMENT MODEL 
Due to the lack of seafloor earthquake recordings, in the present study onshore ground mo-

tions are considered by neglecting the effects of the surrounding seawater layer on the pipeline 
response. Previous studies [17, 18] showed that the interaction between S-waves and P-waves, 
especially at resonant frequencies of propagating waves in the water, can mainly affect the ver-
tical seafloor motion. Another contribution [19] considered a steel pipeline with outside diam-
eter of OD = 350 mm, single span length of 16 meters and mechanical parameters (Table 1). 
By applying the commercial finite element analysis (FEA) package ABAQUS [20], in this sec-
tion the same single span pipe (Figure 1) is considered and is placed on a soil domain charac-
terized by two layers. The properties of the soil layers are shown in Table 2. The pipeline is 
modelled in ABAQUS using 2-node linear beam elements named PIPE31 [20]. The 16 m single 
span pipe is divided into 40 elements along its circumference and 100 elements in the longitu-
dinal direction. The soil domain has surface dimensions of 48×48 m and a total depth of 40 
meters. The adjacent spans are incorporated by simulating the boundary conditions with rota-
tional springs (stiffness: 1.465×105 Nm/rad) and translational springs (stiffness: 1.1644×106

N/m) on either ends of the pipeline. The model presented in this paper was previously devel-
oped by [21] with the aim to apply a probability-based approach. 
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Figure 1: The FEA model, showing the pipeline and the soil and the numerical mesh used to validate the seismic 
analysis in comparison with the previous work [19]. 

Length, L (m) 16

Outer diameter, OD (mm) 350

Wall thickness, t (mm) 3

Mass density,  (kg/m3) 7800
Young’s modulus, E (MPa) 210000 

Poisson’s ratio, 0.3 

Damping ratio,  (%) 1.2 

Table 1: Single span steel pipeline properties used in the seismic validation model. 
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Parameter Soil 
layer 

Base
rock 

Layer thickness, h (m) 30 10 

Mass density,  (kg/m3) 2000 3000
Shear modulus, G
(MPa) 200 1800 

Poisson’s ratio, 0.4 0.33
Damping ratio,  (%) 5 5 

Table 2: Soil domain properties used in the seismic validation model. 

Both the soil layer and the bedrock are discretised using three-dimensional C3D8R 8-node 
solid elements that allowed to model realistic seismic wave propagation at a depth far enough 
from the pipeline, so that the scaling effects can be neglected [22, 23]. Soil mesh size are chosen 
based on the Rayleigh wavelength parameters [24-27]. A variable mesh dimension is chosen, 
with soil elements becoming denser towards the centre and the surface of the soil domain (ele-
ments side length: 4 m on the lateral borders and 1 m at the centre of the model). The base 
boundary are constrained in order to simulate bedrock conditions (at 40 m depth from ground 
surface). CIN3D8 elements (Figure 1) constrain each node on one side of the lateral boundary 
of the soil domain in order to move the same as the analogous node on the opposite side (in 
both horizontal and vertical directions). Such conditions are used to simulate real wave propa-
gation in a presumably infinite (or at least very large) soil domain, avoiding wave reflection 
disturbance and allowing the seismic energy to be removed from the site itself [28-32]. The 
damping ratios (Table 1 and Table 2) are added to the materials properties in the form of Ray-
leigh damping coefficients [33, 34]: 

d dC M K (1) 

where [C] is the damping matrix, [M] is the mass matrix and [K] is the stiffness matrix, d
and d are the mass-proportional and stiffness-proportional damping coefficients, respectively 
(Table 3).  

Material (%) d d

Steel (pipeline) 1.2 0.14053 0.001018

Soil layer 5 0.58555 0.004240

Base rock 5 0.58555 0.004240

Table 3: Rayleigh damping parameters.  

Based on an eigenvalue analysis, the pipe fundamental vibration frequency is found to be in the 
transverse direction and equal to 3.8992 Hz, which is close to the vibration frequency of 3.8556 
Hz obtained by Bi and Hao [19]. The pipe-soil system frequencies, 1 and 3 are found to be 
equal to 1.7213 Hz and 2.0322 Hz, respectively. The mass-proportional and stiffness-propor-
tional damping coefficients are calculated and represented in Table 3.  
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A seismic input motion, San Fernando earthquake with a PGA of 0.026g, is selected from the 
Pacific Earthquake Engineering Research Centre (PEER) [34] database and applied at the base 
of the bedrock along the transverse direction (y-direction shown in Figure 1). Time histories of 
maximum displacements obtained from the current and from Bi and Hao [19] models are shown 
in Figure 2. It should be noted that in Bi and Hao’s work [19] the pipeline is modelled with 3D 
20-node solid elements, whereas in the current work 2-node beam elements are used. Therefore, 
the negligible discrepancies in the amplitude observed between the two time histories in Figure 
2 may be related to the different pipe element types. The results are in good agreement and 
show that the adopted beam model can predict the seismic wave propagation properly. 

Figure 2: Seismic response of the pipeline in Figure 1, comparison between current results and Bi and Hao [19]. 

To study the interaction between thermal buckling and seismic disturbance, X65 steel pipe-
line with parameters represented in Table 4 is selected. The same pipeline is used in a thermal 
buckling study conducted by [36]. 

Length, L (m) 2000

Outer diameter, OD (mm) 254

Wall thickness, t (mm) 12.7

Thermal expansion coefficient,  (°C-1) 1.01  10-5

Young’s modulus, E (MPa) 206000
Poisson’s ratio, 0.3 

Lateral imperfection ratio, h0/l0 0.012

Submerged weight, q (N/m) 1500

Seabed friction coefficient, μ1 0.5 

Sleeper friction coefficient, μ2 0.3 

Sleeper height, h (m) 0.5 

Table 4: Pipeline and seabed properties. 
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3 RESULTS  

3.1 Thermal buckling 
The pipeline with length of 2000 meters is laid on a rigid seabed (Figure 3 and Table 4), by 

using PIPE31 beam elements. A sleeper with height h = 500 mm (h/OD = 1.97), laid under the 
pipeline at its mid-length is used in order to control the lateral buckling [35] and is modelled 
with R3D4 shell  elements (semicircular cross section).  The seabed was meshed using R3D4 
rigid shell elements [20]. Pipe element size is gradually decreased towards the midpoint area, 
where the length is set as half the diameter [15]. Both ends of the pipeline are pin-connected to 
the seabed using multiple point constraint (MPC) elements. The ends are far enough from the 
sleeper, to allow sufficient feed-in length into the buckle region. The sleeper is fixed to the 
seabed with a tie constraint. Mohr-Coulomb constitutive contact behaviour is used to model the 
interaction between the pipeline and the seabed and between the pipeline and the sleeper, with 
friction coefficients of 1 and 2, respectively (see Table 4). A large penalty stiffness coefficient 
is used to simulate hard contact definition between the pipeline and sleeper and soil [11]. To 
control the lateral buckling response, a sinusoidal initial imperfection was imposed on the pipe-
line at the point of contact with the sleeper with an amplitude to half wave-length ratio, h0/l0 =
0.012 and a schematic shape (Figure 3). 

Figure 3: The pipeline and sleeper model used in the thermal buckling and seismic/thermal interaction models. 

In order to obtain the thermal buckling response of the pipeline, the following load steps, in 
the mentioned sequence, are imposed to the pipeline, using a quasi-static dynamic analysis with 
geometric nonlinearity. (1) The self-weight is applied to the pipeline assuming a total buoyant 
weight of m = 153 kg/m (m included the submerged weight of the pipeline and its concrete 
coating). At the end of this load step, the pipeline deforms on the sleeper, with free-spans on 
either side of the sleeper and corresponding touchdown points [11, 36]. (2) An internal pressure 
of Pint = 12 MPa is applied to the pipeline, and (3) an increasing temperature change of T is 
uniformly applied to the wall thickness. Due to the actions of the internal pressure and thermal 
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loading, the pipeline tends to expand. However, this expansion is balanced by the reaction of 
the soil, inducing axial forces in the wall thickness and causing a global lateral buckling in the 
pipeline [11, 15]. The maximum lateral buckle amplitude in the pipeline occurs at the contact 
point with the sleeper (Figure 4a). The temperature increased up to a critical value, after which 
the buckle amplitude monotonically upsurges with the corresponding increase in the tempera-
ture. The lateral buckle profiles at different temperatures are plotted in Figure 4b. The lateral 
buckle mode is shown to be similar to Hobb’s mode 3 [37], as expected [11, 36]. In correspond-
ence with the calculated (Figure 4a and 4b) critical temperature of the pipeline (Tcr = 26-30 °C), 
two scenarios are studied: scenario 1, post-buckle seismic input, and scenario 2 pre-buckle seis-
mic input, by applying a total of 17 earthquake input motions from PEER database [35]. Input 
spectra of the selected 17 input motions are shown in Figures 5 and the characteristics of each 
input motion is outlined in Table 5. 

(a) 

(b) 

Figure 4: Lateral buckling response of the pipeline in Figure 3 with parameters in Table 4, showing, (a) tempera-
ture vs. the maximum buckle amplitude, (b) lateral buckle profile at different service temperatures. 
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Figure 5: Seismic input spectra for the 17 EQ motions. 

Site number - input motion 
(n.) Site Code PGA 

(m/s2)
Duration 

(s) 
1 A-ELC 1.24 40.0 

2 A2E 1.66 40.0 

3 CAP 5.01 40.0 

4 CNP 3.53 25.0 

5 H-PVB 3.68 40.0 

6 SCS 6.00 40.0 

7 B-ELC 0.66 40.0 

8 H-C05 1.44 40.0 

9 H-CAL 1.26 40.0 

10 A-KOD 1.51 21.0 

11 Northridge 8.57 15.0 

12 Takatori 7.20 40.0 

13 Llolleo 3.54 116.5 

14 Erzincan 4.33 18.0 

15 Lucerne Valley 7.12 48.2 

16 Imperial Valley 3.09 22.0 

17 Trinidad 2.28 21.4 

Table 5: Characteristics of the selected seismic input motions.
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3.2 Scenario 1: post-buckle seismic input 
In addition to the self-weight (m = 153 kg/m) and internal pressure Pint = 12 MPa, the tem-

perature in the pipeline is increased up to 31 °C (higher than the critical temperature). At this 
temperature, the pipeline has already buckled (see Figure 4b). Then, the seismic inputs are ap-
plied to the soil at a depth of 5 m below the seabed and in the y-direction (see Figure 3). The 
time histories of the lateral buckle amplitude at various stages of the loading are displayed in 
Figure 6. The lateral buckle profile and the crown stress distribution before and slightly after 
the application of the seismic input n.11 (Northridge) are shown in Figures 6b and 6c, respec-
tively. It is worth noticing that the introduction of the seismic load significantly increases the 
buckle amplitude, and consequently the maximum stress at the crown of the buckled pipeline 
upsurges to a level slightly above the yield stress (448 MPa). The interaction buckle mode (solid 
line in Figure 6b) is similar to the thermal buckle mode (dashed line in Figure 6b). 

(a)

(b)
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(c)

Figure 6: Scenario 1, (a) displacement time history, (b) the buckle profile, and (c) the von Mises stress time his-
tory in the buckle crown.

3.3 Scenario 2: pre-buckle seismic input 
Following the application of the self-weight and the internal pressure, the temperature vari-

ation is kept at T = 25 °C (slightly below the critical temperature), and then the seismic input 
is applied. Results for the seismic input n.11 are shown in Figure 7, where t = 0 s corresponds 
to the onset of application of the seismic load. Due to the seismic action, the pipeline buckles 
with a maximum crown displacement of 3 m (Figure 7b). Several findings are considered. (1) 
Maximum displacement value is smaller than that calculated in scenario 1 (Figure 6b); (2) the 
buckle shape is symmetric and similar to the buckle shape under thermal loading only; (3) the 
maximum stress in the crown increased from 380 MPa to almost 440 MPa (Figure 7c), due to 
the combination of thermal and seismic actions. However, the maximum stress is still lower 
than the assumed yield stress (448 MPa). 

(a) 
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(b) 

(c) 

Figure 7: Scenario 2, (a) displacement time history, (b) the buckle profile, and (c) the von Mises stress time his-
tory in the buckle crown.

3.4 Bending response of the pipeline 
It is worth noticing that even if the lateral buckling is not a failure mode by itself, yielding 

or rupture in the pipeline may occur when the bending stresses and local compressive strains 
exceed the ultimate values. In this regard, the bending response of the pipeline is assessed by 
modelling 1.27 m (5D) pipeline with 8-node linear brick elements (C3D8R) and by adopting 
isotropic bilinear material properties with yield stress of y = 448 MPa and tangent modulus of 
Et = 0.01E (Table 4). Under symmetrical assumptions, half length of the pipe is modelled and 
a bending moment is applied at one end of the tube by applying a master/slave arrangement and 
by using MPC rigid elements (to restrain the ovalisation). The normalised moment-curvature 
response is shown in Figure 8, where moment is normalised to the plastic moment MP, and 
curvature is normalised by the critical curvature kc:

2
2( )     ,       

( )P y c
tM D t t

D t
(2) 
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At normalised moments M/MP > 0.9, nonlinear material behaviour is observed, and is fol-
lowed by a substantial increase in the curvature. The ultimate moment is reached at 1.08MP
(Figure 8a). Deformation and von Mises stress contours at selected stages of the curvature (I-
IV) marked on the moment-curvature curve, are plotted in Figure 8b. At stage I, the von Mises
stress in the pipe wall thickness reaches the yield stress. However, wrinkles in the compressive 
face (local buckle) start to appear at stage II. In stages III and IV, the compressive wrinkle 
progress substantially, and the cross section is significantly ovalised. The calculated critical 
strain in the pipe wall ( cr) at stage II (shown in Figure 8a) is cr = 1.576 ×10-2 mm/mm, and it 
is about 1/4th of the well-known theoretical expression = 0.6  as suggested in the previous 
experimental contribution [38] and recommendations of DNV [39]. 

(a) 

I  = 2.156 × 10-3

II       = 1.576 × 10-2

III      = 7.160 × 10-2

IV  = 10.400 × 10-2
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(b) 

Figure 8: FEA pure bending response of the pipeline in Table 4, showing (a) the moment-curvature relationship 
and compressive strains, and (b) deformed shape and von Mises stress contours at selected stages of curvature.

I

II 

III 

IV
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4 CONCLUSIONS
A numerical model was proposed in order to study the interaction between earthquake and 

thermal buckling in a subsea pipeline. The thermal buckling response of the pipeline under 
action of buoyant self-weight, internal pressure and temperature variation from the inner fluid 
was analyzed. The interaction between seismic load and service loads (pressure and temperature) 
was studied using 17 earthquake inputs. The interaction study was conducted with two different 
scenarios: (1) the seismic input was imposed at a temperature of 31 °C (buckled pipeline) and 
(2) where the temperature was kept at 25 °C (unbuckled pipeline). Maximum stresses and com-
pressive strains were compared. Future study will be conducted in order to assess analytical 
fragility curves. 
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Abstract. 

The effect of the gravity framing system on the seismic performance of steel frame buildings is 
an essential, but currently challenging, aspect of predicting building performance and evalu-
ating community resilience in earthquakes. Analytical studies and field observations have indi-
cated that the gravity framing system, can have a profound effect on the lateral behavior of 
steel-framed buildings. The main factors that affect the influence of the gravity framing are the 
gravity columns and the beam-column connections. The gravity columns improve the perfor-
mances of steel structures providing what is known as continuous stiffness. On the other hand, 
gravity connections provide strength and another source of energy dissipation. Even though 
different studies have concluded that the gravity system improves considerably the collapse 
performance of special steel frame structures, it is still neglected at the design and analysis 
stage. One of the main reasons why the gravity system is not considered is the difficulty of 
modeling the beam-column connections. The cyclic hysteretic behavior of commonly used grav-
ity connections presents strength degradation and pinching behavior. 

Previous investigations have shown the importance of modeling accurately the cyclic behavior 
of the lateral resisting system, especially to capture dynamic instability. However, there are no 
studies regarding the effects of accuracy when modeling gravity connections. This paper inves-
tigates the effects of modeling the gravity connections on the seismic performance of special 
steel structures different approaches that vary in difficulty. The effectiveness of the approaches 
is illustrated through the analysis of an 8-Story building. Nonlinear dynamic response history 
analyses are conducted and the effect of the approaches used is evaluated in terms of defor-
mations, energy dissipation and the collapse performance. The results obtained in this investi-
gation show that modeling in detail the gravity connection s hysteretic behavior is not relevant 
when the dissipation of energy is compared to the main lateral resisting system. 
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1 INTRODUCTION 
Nonlinear performance assessment of structures is becoming in the present a common pro-

cedure to analyze and design structures under seismic loads. According to the current code 
(ASCE7-16), if the nonlinear analysis is required, it is necessary to establish the probability of 
collapse at a seismic hazard with a 2% probability of exceedance in 50 years. This kind of 
analysis require a detailed mathematical model that represent all the main sources of energy 
dissipation within the structure. The dissipation of energy, when a structure is subjected to 
earthquake loads, is expected to occur only at the lateral resisting system. In the case of Special 
Steel Moment Frames (SMFs), the dissipation of energy is expected to undergo at the ends of 
beams and at the base of the columns of the lateral resistant system. As a result, it is common 
practice to neglect the gravity system strength and energy dissipation contribution.  

It has been proven through experience in real events and numerical investigations that the 
gravity system contribution could be important when SMFs are subjected to seismic loads. Dur-
ing the Northridge earthquake in 1994, multiple beam-to-column connections in SMFs pre-
sented brittle failures and did not dissipate energy as expected. However, structures did not 
collapse and the most likely reason behind this, is because the gravity system helped to resist 
the seismic loads [1]. As a consequence of this event, different numerical and laboratory test 
investigations were developed in order to evaluate the real capacity of gravity connections and 
their influence on the seismic performance of SMFs.  

Liu and Astaneh [2] performed cyclic tests to different commonly used gravity system con-
nections. It was found that shear tab connections moment capacity was approximately 20% the 
beam plastic moment strength (Mp) if the slab contribution was neglected and 35% Mp if not. 
Moreover, it was found that shear tab connections have a large inelastic rotation capacity.   
Gupta and Krawinkler [3] addressed the seismic performance of SMFs at various hazard levels 
including the gravity system. The gravity connections were modeled using a bilinear moment 
rotation constitutive law with a strength capacity of 40%Mp for positive bending and 20%Mp 
for negative bending. One of the main conclusions from this investigation was that the gravity 
system improves the seismic response of the structure when it is subjected to large drifts. How-
ever, it is stated by the authors that the contribution of the gravity column continuity appeared 
to be the most important having the gravity connections a much less important role.  Flores et 
al. (2014) [4] studied the effect of the gravity system on the collapse performance of SMFs. 
The study focused on the influence of the gravity columns and the strength of the gravity con-
nections.  In the investigation, a simple hysteretic behavior with a backbone curve that presented 
strength degradation was used to represent the gravity connections behavior. The conclusions 
were that gravity connections had more influence in low rise buildings but the continuity of 
gravity columns is what improves the most the performance, especially in high rise buildings. 
Another investigation was performed by Elkady and Lignos 2014 [5] were the influence of the 
gravity system on the collapse performance of SMFs was also computed. In this investigation, 
a very detailed hysteretic behavior was used to model the gravity connections. The main con-
clusion from this paper regarding the influence of the gravity connections was that they improve 
the collapse performance of SMFs. 

Despite the fact to be known that the gravity system improves the seismic performance of 
SMFs when subjected to large deformations, its contribution is still neglected in analysis and 
design. One of the main reasons why the gravity system is not incorporated is the complex 
hysteretic behavior that gravity connections have when subjected to cyclic loads. It has been 
established by studies like the one presented by Ibarra and Krawinkler [6], that certain hysteretic 
behavior characteristics are fundamental to capture the structural dynamic instability. For in-
stance, in order to evaluate the collapse performance of SMFs it is necessary to incorporate 
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cyclic and strength degradation into the hysteretic behavior of beams and columns. These mod-
elling recommendations apply to the main lateral resisting system and it has been assumed that 
they have the same effect on the gravity system. However, there is no investigation, to the 
author’s knowledge, where the main lateral resisting system fulfills all the modelling require-
ments to perform complex analyses and the hysteretic behavior of the gravity connections is 
studied to evaluate their effectiveness.  

In this investigation, an 8-Story Special Steel Moment Frame is analyzed including the grav-
ity system. The structure is analyzed under different hazard levels using Far Field ground mo-
tions from the FEMA P-695 methodology [7]. The lateral resisting system of the structure 
incorporates detailed hysteretic models making it able to capture dynamic stability. On the other 
hand, the gravity system is included to evaluate the effect that gravity connection’s hysteretic 
behavior has on the performance.  Three different hysteretic behaviors are considered: a simple 
bilinear model, a hysteretic model that follows a backbone curve with strength degradation but 
with an arbitrary cyclic behavior and a more realistic complex model. The effects of the gravity 
connection’s hysteretic behavior are evaluated by comparing nonlinear static capacity curves 
(pushover curves), first floor interstory drifts and maximum drifts along the building height. 
Additionally, the energy dissipated by the gravity system is compared among the models. 

2 BUILDING OVERVIEW 
The structure to be analyzed in this investigation is one of the buildings that have been ex-

tensively investigated since they formed part of the ATC 76-1 project [8].  In the former study, 
multiple Special Steel Moment Frames (SMFs) were analyzed using the FEMA P-695 to eval-
uate their collapse performance. The purpose of the project was to establish if the seismic per-
formance factors provided by current codes are adequate. As mandated by the FEMA P-695 
methodology the gravity system was not considered as part of the lateral resisting system.  

The analyzed system is an 8-Story SMF designed using Response Spectrum Analysis (RSA) 
following the requirements given in AISC 341-05  [6] and ASCE/SEI 7-05 [9] with the excep-
tion that the deflection amplifier Cd was taken equal to the response modification factor, R, as 
specified in FEMA P-695. The seismic design category used for the design was Dmax as de-
fined by the FEMA P695 (Site Class D, Ss=1.5g, S1=0.6g). The SMF was designed considering 
fixed at the base of the columns and using Reduced Beam Sections (RBS) connections.  

Figure 1 displays the plan view of the structure. The building has been designed using two 
lateral resisting systems in each direction. The figure also shows the gravity system in half the 
structure that is going to be evaluated. The gravity connections are considered to have flexural 
strength when the beam frames into the column´s strong axis.  The height of the first story is 
15ft and the rest is 13ft. The design loads are 90 psf as dead load (D) and as live load (L) 50 psf 
on all floors, except on the roof were 20 psf was used. The load combination considered to 
perform nonlinear static and dynamic analysis  is 1.0 D + 0.25L. 
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Figure 1 Plan View 

The columns and beams of the gravity system were designed for the aforementioned loads 
using an A992 steel. The sections of the gravity system were designed following common prac-
tice, which is considering the gravity connections to have zero strength capacity.  The column 
sections were considered the same along the height (W14x90), and the same beam sections 
were used on every floor (W24x55). It is important to point out that the gravity columns are 
considered continuous along their height in order to provide the benefits of continuous stiffness 
to the system Flores et al. [10]. This assumption implies that splices along the column’s height 
provide full capacity.  

3 SPECIAL STEEL MOMENT FRAME NONLINEAR MODEL 
The purpose of this investigation is to evaluate the effect of modelling the gravity connec-

tions has on the performance of SMFs. However, the nonlinear mathematical model of the SMF, 
created in OpenSees [11], has to fulfill the minimum requirements to perform complex analyses 
such as evaluating the collapse performance. The material nonlinearities assumed in the 8-Story 
structure were represented using concentrated plasticity models at the panel zones and near the 
end of beams and columns. On the other hand, the geometric nonlinearities were incorporated 
using a leaning column when the gravity system was not explicitly modeled. The destabilizing 
load applied to this element corresponds to half of the building’s gravity load minus the tribu-
tary load is taken by the SMF.  Figure 2 displays a representation of the nonlinear mathematical 
model.   
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Figure 2 SMF Nonlinear Model 

The hysteretic behavior assigned to beams and columns was proposed by Ibarra, Medina, 
and Krawinkler [12]. The backbone curve, as shown in Figure 3a, captures strength degradation. 
However, the cyclic behavior also incorporates strength and stiffness deterioration. All of these 
parameters are very important to capture residual deformations and dynamic instability [6].  The 
hysteretic behavior of beams and columns was calibrated using what is proposed by Lignos and 
Krawinkler [13]. One of the setbacks that column’s hysteretic behavior currently have is that 
there is no phenomenological mathematical model that captures the Axial-Moment interaction. 
In order to overcome this, the flexural capacity of the column is reduced using a representative 
axial load which was taken equal to the gravity loads as proposed by Hartloper et al. [14].  
Figure 3b and Figure 3c illustrates the hysteretic of one of the columns and one of the RBS 
connection respectively.  

Figure 3 Beams and Columns Hysteretic Behavior a) Backbone curve b) Column c) RBS connection 

The shear distortions that occur in the panel zone were modeled using a rectangular region 
composed of eight very stiff elastic beam-column elements and one nonlinear rotational spring 
(Figure 4a) proposed by Krawinkler [15]. The hysteretic backbone curve behavior is trilinear 
(Figure 4b) and represents shear yielding and column flange flexure yielding. The hysteretic 
behavior of these components is shown in Figure 4c.   
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Figure 4 Panel Zone Model a) Geometry b) Backbone Curve c) Hysteretic behavior 

4 GRAVITY SYSTEM NONLINEAR MODEL  
In the case of the gravity system, columns, beams, and connections were explicitly modeled. 

The gravity columns were assumed to be continuous and pinned at the base in order to incor-
porate the continuous stiffness effect [10]. The gravity connections are the main point to be 
investigated in this study. The number of connections is generally much larger than the lateral 
resisting system connections, so the general trend is to assume that the influence is important. 
However, no investigation evaluates the importance of the detail required to model the gravity 
connections. Thus, in this investigation, three different hysteretic models are assigned to the 
connections, and the influence of the connection’s flexural strength capacity is also evaluated. 
The flexural strength assigned to the connections was 0%, 15% and 35% the plastic capacity of 
the beams.  

The importance of the gravity connection’s hysteretic behavior is evaluated employing non-
linear static and dynamic analyses. In the first case, the back-bone curve will influence the 
structural force deformation response (pushover curve). In the second case, the gravity connec-
tion’s cyclic behavior is going to influence the dynamic response. Each of the cyclic behavior 
assigned to the gravity connections is described in the following subsections.  

4.1 Bilinear Model 
This is the simplest of the nonlinear behaviors assigned to the gravity connections. In this 

case, an elastoplastic constitutive law is considered. The yielding rotation is equal to θy=0.008 
and the maximum flexural capacity is a parameter to be investigated. Figure 5 illustrates the 
cyclic connection behavior.  

Figure 5 Gravity Connection Bilinear Hysteretic Behavior 

4.2 ASCE41 Model 
The hysteretic behavior assigned to the gravity connections in this model was based on what 

is recommended by ASCE41-17 [16] for Partially Restrained (PR) connections. Even though 
the former standard proposes the PR connections backbone curve model to be used in nonlinear 
static analyses, a cyclic behavior with pinching is considered in order to perform nonlinear 
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dynamic analysis. This model has strength degradation, but it does not include cyclic or stiff-
ness deterioration. The yielding, and strength loss rotations are equal to θy=0.008 and θdrop=0.08, 
respectively, as shown in Figure 6.  

 Figure 6 Gravity Connection Hysteretic Behavior 

4.3 Deterioration Model 
The final most detailed model has the purpose to investigate the importance of modeling 

accurately the gravity connections in the structural response. The cyclic behavior is based on 
real tests, and the mathematical model includes strength degradation, cyclic deterioration of 
strength and stiffness [5]. Unlike the two previously described cyclic simulations, this model 
presents a variation in stiffness, no reserved strength, and a more realistic pinching behavior. 
The backbone curve has a yielding (θy), maximum (θmax) and dropping rotation (θdrop)  equal to 
0.004, 0.03 and 0.08, respectively. Even though this model presents a maximum rotation dif-
ferent from the other two models, the initial stiffness is the same. 

Figure 7 Gravity Connection Deterioration Hysteretic Behavior 

5 NONLINEAR STATIC PUSHOVER CURVES 
Static nonlinear pushover analyses are performed in order to evaluate the influence of the 

backbone curve on the capacity (overstrength) and the structure’s ductility. The overstrength is 
the ratio between the maximum capacity and the design base shear. On the other hand, the 
ductility is computed following what is established by the FEMA P-695 methodology, the ratio 
between the displacement at which strength decreases 80% the maximum and the effective 
yielding displacement.  

The models to be evaluated are the Special Steel Moment Frame (SMF) by itself, from now 
on called lateral system (LS), the SMF including the gravity columns (GC) and the three models 
incorporating the gravity connections (Bilinear, ASCE, and Deterioration). The flexural 
strength assigned to the gravity connections was 15% and 35% the beam plastic moment ca-
pacity.  
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Figure 8 Pushover curves: a) Partial connections 15%Mp, b) Partial connections 35%Mp 

Figure 8 a) and b) illustrate the force-roof drift capacity curves for the cases where the grav-
ity connections have 15% and 35% flexural strength. Both figures include the capacity curve 
when the effect of the gravity column is considered, but the gravity connection’s flexural 
strength is neglected (GC).  The computed overstrength with the three different connection 
models are virtually the same with the exception of the Deterioration model that is around 4% 
smaller. These values are very similar, but the Deterioration model as expected, is more con-
servative. On the other hand, the ductility increases when compared to the LS model but among 
the models with different gravity connections, the ductility is very close.  The difference be-
tween the bilinear and the other two models is seen on the post-yield stiffness where there is no 
strength loss. It has to be pointed out the maximum benefit from the gravity system on the post-
yield stiffness is provided by the gravity columns.  Therefore, in the static analysis the influence 
of the gravity system can be explained with an improvement of the overstrength due to partial 
connection capacity, and an improvement of the ductility and post-yield stiffness due to the 
gravity columns. 

6 NONLINEAR DYNAMIC ANALYSES 
Once the influence of the backbone curves was evaluated through nonlinear static analyses, 

nonlinear dynamic analyses are performed to measure the effects of the gravity connection’s 
cyclic behavior. In this section, mathematical models are subjected to 44 ground Far-Field 
ground motions scaled to different intensity levels that represent different probability of recur-
rence.  The seismic performance among all the models is compared using service, design, and 
maximum considered level earthquakes. In addition, the dissipated energy of the SMF and the 
gravity system is evaluated for all the mathematical models. Because the results obtained for 
the gravity connections with strength equal to 15% the beam plastic moment capacity were very 
similar to the 35%, only the latter are shown herein.  

6.1 Service Level 
The first comparison of the influence of the gravity connections is performed using the 44 

Far Field ground motions scaled to represent a recurrence of 50% exceedance probability in 30 
years (return period of 43 years). The comparison is done between the structure by itself (LS), 
the structure with gravity columns (GC) and the structure with the gravity system modeled with 
three different gravity connections.  Figure 9 a) shows the first-floor inter-story drift for one of 
the ground motions that had somehow different results. Figure 9 b), on the other hand, displays 

4030



Francisco X. Flores, Bryam X. Astudillo, Sebastián Pozo and Jose Vazquez 

the maximum inter-story drift along the building’s height. At this level of intensity, the differ-
ence in the results when different mathematical models on the gravity connections are used is 
negligible. As expected for small displacements, the gravity columns do not influence the struc-
ture’s response.   

Figure 9 a) First Floor Inter-story Drift, b) Inter-story Drift Profile 

Even though inter-story drift responses are widely used to evaluate structural seismic per-
formance, energy balance is an alternative taken in this investigation in order to quantify the 
gravity system contribution. To the best of the author’s knowledge, there are no investigations 
that evaluate the influence of the gravity connection’s mathematical models by means of the 
dissipation of energy.  Figure 10 a) displays the energy balance for all the models normalized 
by the input energy. The normalization is necessary in order to have comparable results because 
the input energy is larger for the structures that include the gravity system (stiffer).  However, 
the purpose of this investigation is to quantify the amount of energy that the gravity system 
dissipates relatively to the main lateral resisting system.  
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Figure 10 a) Normalized Input Energy b) Normalized Inherent Damping Energy c) Normalized Hysteretic En-
ergy d) Energy Dissipation within the Structure 

Figure 10 b) and c) illustrate the energy dissipated by the inherent and hysteretic damping 
for all models, respectively.  It can be seen that, as expected at lower intensity levels, the inher-
ent damping energy dissipation is larger than hysteretic energy because there is almost no dam-
age. The ASCE and bilinear models give exactly the same results because these connections 
did not yield, while the deterioration model, for this specific earthquake, dissipated some energy. 
Figure 10 e) presents a bar graph with the percentages of the dissipated energy for each model. 
It can be seen that inherent damping energy is the one that dissipates the most for all models 
(around 75%). The Deterioration gravity connection model is the only one that presented energy 
dissipation within the gravity system. However, energy dissipated by the gravity system in 
comparison to the total energy (lateral plus inherent damping) is not considerable (around 10%).  

6.2 Design Level 
The second evaluation is performed using Design Level intensity earthquakes (return period 

of 475 years). At this intensity, it is expected that gravity and lateral system present damage. 
Thus, the mathematical models used to capture nonlinear behavior in the gravity connections 
could have an influence on the performance. Figure 11 displays results for one of the 44 ana-
lyzed ground motions. It is clear from Figure 11 a) and b), where the first-floor inter-story drift 
and maximum inter-story drift along the building are shown respectively, that the structure 
without the gravity system (LS) is subjected to very large displacements. As stated by different 
investigations [3, 4, 10], the gravity columns (GC) model improves the performance when 
SMFs are subjected to large deformations, and this is seen again in Figure 11.  ASCE, Bilinear, 
and Deterioration models show slightly different results in terms of inter-story drifts and max-
imum drifts along the building’s height. However, it is important to evaluate the importance of 
each mathematical model used for the gravity connections from an energy dissipation perspec-
tive.  
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Figure 11 a) First Floor Interstory Drift  b) Interstory Drift Profile 

Figure 12 a) b) and c) display the normalized energy balance, the dissipated inherent damp-
ing energy, and the hysteretic damping energy, respectively.  It can be seen from Figure 11b) 
and c) that the hysteretic energy is larger than inherent damping energy ,meaning that damage 
within the structures could be significant. The bar graph in Figure 12 d) illustrates the percent-
ages of inherent damping, hysteretic lateral system, and hysteretic gravity system dissipated 
energy. At this level of intensity, it is clear that the lateral resisting system is the one that dissi-
pates the vast majority of energy (around 70%). On the other hand, it is interesting to note that 
regardless of the mathematical model used for the gravity connections, the energy dissipated 
by the gravity system when compared to the main lateral resisting system is only a very small 
percentage. Even though the number of gravity connections is double the number of connec-
tions in the lateral resisting system, the amount of energy dissipated represents only 7% of the 
total dissipated energy. Therefore, modeling gravity connections in detail might not represent 
an important factor to consider when the seismic performance of SMFs is required. 
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Figure 12 a) Normalized Input Energy b) Normalized Inherent Damping Energy c) Normalized Hysteretic En-
ergy d) Energy Dissipation within the Structure 

6.3 MCE Level 
Analyses performed using ground motions scaled to the Maximum Considered Earthquake 

(MCE), which represent a 2% probability of exceedance in 50 years (return period of 2476 
years) are in the present required in certain cases by codes like the ASCE7-16 [17]. In this 
section of the investigation, the influence of modeling the gravity connections is quantified 
performing nonlinear time history analyses using the 44 Far Field ground motions taken from 
the FEMA P-695 procedure. Figure 13 a) and b) illustrates the first inter-story drift and the 
maximum drift profile of one of the ground motions that caused large deformations within the 
structures. Figure 13 a) shows how the GC model improves drastically the performance of the 
LS model. On the other hand, the Bilinear ASCE and Deterioration models yielded similar 
results, but the bilinear model presented slightly larger deformations.  Even though the results 
vary, the overall structural performance is quantified well by any of the mathematical models 
used to represent the gravity connections.  
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Figure 13 a) First Floor Interstory Drift  b) Interstory Drift Profile 

Figure 14 shows once again the influence of the gravity connections from a perspective of 
the dissipation of energy. Figure 14 a) b) and c) display the normalized energy balance, the 
dissipated inherent damping energy, and the hysteretic damping energy respectively. From Fig-
ure 14 b) it can be seen that the role of the inherent damping energy dissipation is almost neg-
ligible when compared to the hysteretic energy dissipated by the lateral and gravity system 
(Figure 14 c)). The bar graph in Figure 14 d) displays the amount of energy dissipated by in-
herent and hysteretic damping divided into the lateral and gravity system. Even though it is 
known that the gravity system has a positive effect on the performance of SMFs, it is interesting 
to see how much the influence is from an energy standpoint. According to Figure 14 d), the 
gravity system dissipates around 8% of the total energy regardless of the mathematical model 
used. The energy dissipated by the gravity system is even lower than dissipated energy by in-
herent damping.  This is an important finding that could allow in the future and, with more 
research, incorporate the gravity connection´s nonlinear behavior in the analysis in a simple 
manner.   
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Figure 14 a) Normalized Input Energy b) Normalized Inherent Damping Energy c) Normalized Hysteretic En-
ergy d) Energy Dissipation within the Structure 

7 CONCLUSIONS 
This investigation focused on the influence of modeling gravity connections on the perfor-

mance of Special Steel Moment Frames (SMFs). An 8-Story SMF from the ATC76-1 investi-
gation was taken as the structure to be evaluated under different conditions. Five different 
models were created within OpenSees in order to perform nonlinear static and dynamic analyses. 
The first model was the SMF by itself (LS), the second model includes the gravity columns 
only (GC), and the last three models include the whole gravity system modeling the gravity 
connections using different approaches. The gravity connections were modeled using a detailed 
approach (Deterioration model), an approach that includes strength degradation taken from the 
ASCE41-16 code (ASCE model) and a simple bilinear approach (Bilinear). Moreover, two 
gravity connection´s strengths were considered, 15% and 35% the plastic moment of the beams. 
After performing all the nonlinear static and dynamic analyses, the following conclusions were 
found: 

Gravity connection’s strength improves the building overstrength regardless of the
approach used for the mathematical model. However, the results in terms of energy
dissipation the gravity system dissipated around 8% regardless of the mathematical
model or connection strength.
The difference between the Bilinear and the other two approaches that incorporate
strength degradation is clearly seen in the pushover curve, where there is no sudden
strength lost.
At service level, the gravity connections have more influence than higher-level in-
tensities. The Detailed mathematical model of the gravity connections was the only
one that yielded and dissipated energy under service level ground motions.
Even though the Deterioration model dissipated energy under different ground mo-
tions scaled at the service level, the amount was no considerable in comparison to

4036



Francisco X. Flores, Bryam X. Astudillo, Sebastián Pozo and Jose Vazquez 

the energy dissipated by inherent damping and laterals system hysteretic energy to-
gether. 
The gravity columns did not have any influence at the service level.
At the design level, the gravity system improves the building’s seismic performance,
especially the gravity columns. The time history responses have a slight variation
depending on the approach used to model the gravity connections. However, the dif-
ference is not significant.
The gravity connections dissipation of energy is virtually the same regardless of the
approach used for the mathematical models. Moreover, the gravity system dissipa-
tion of energy is only 8% for the deterioration model and around 4% for the ASCE
and Bilinear Model.
At the MCE level, the gravity columns have a significant influence on the perfor-
mance. The gravity connections did not influence the behavior drastically, and the
energy dissipated was around 8 % for all models.
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Abstract. Large size wide-flanged (WF) steel members are being used increasingly in steel
braced frames to resist lateral cyclic actions. A finite element model is presented to simulate
the cyclic behaviour of a large size WF bracing member in a single-bay diagonally braced
frame. Shell elements are used to represent the components of the WF frame (beam columns,
shear tabs, stiffener plates) and the brace components (WF specimen, gusset, net-section rein-
forcing and web plates). Multi-point constraints are used to connect the components. The effect
of frame action on the hysteresis behaviour is investigated. Results indicate that the columns
have a significant effect on the cyclic lateral hysteresis behaviour of WF braced frames. Rec-
ommendations for future cyclic WF simulations are presented.
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1 INTRODUCTION
Understanding the behaviour of concentrically braced frames (CBFs) subjected to cyclic lat-

eral movements is necessary for the design of skeletal structures. In CBFs, the braces are ex-
pected to absorb the seismic energy through cyclic yielding and buckling, while the framing
elements (beams and columns) remain elastic. Wide flange (WF) sections are being used as
bracing members in building structures located in moderate and high seismic areas. WF mem-
bers have the advantages of greater tensile resistance and longer fracture life when compared
to tubular section braces (Popov and Black [1], Gugerli and Goel [2], Fell et al. [3], Tremblay
et al. [4], Richard [5], Powell [6], Clark [7], Hsiao [8], Lai [9]).

Finite element models (FEMs) of braced frames need more attention than just modelling
individual braces (Haddad et al. [10-18], Uriz et al. [19,20], Fell et al. [21], Myers et al. [22],
Huang and Mahin [23,24], Lai [9]). FE modelling represents a complementary technique to
develop understanding of the behaviour of braced frames under cyclic lateral movements in
addition to experimental testing The FEMs presented in the current study were validated with
the results of Haddad [16]. It is therefore reasonable to use these FEMs to simulate the response
in CBFs. The shear tab-plate connection is adopted here as this connection detail is believed to
be ductile and suitable for connecting the WF beams to the WF columns.

The objective of the current study is to build FEMs to capture the hysteresis response and
assess the performance of single diagonal CBFs. The models are used to investigate the effects
of brace inclination and frame action on the performance of the WF braced frames. The effect
of restraining the vertical displacement of the centreline of the upper-flange of the beam on the
hysteresis behaviour was investigated. The brace is connected to the frame, while the tab-plates
are connected to the web of the beam by means of multi-point constraints (MPCs) representing
the bolts for the latter.

2 BRACED FRAME AND DISPLACEMENT HISTORY
Brace W6 (10 × 77) of the tests reported by Tremblay et al. [4] was designed by the first

author of the current study according to the AISC-05b [25] and AISC-05 (seismic) [26] provi-
sions. This large-size WF-section brace and the framing elements (beam and columns) were
manufactured from ASTM A992, Grade 50 steel [27] while the gusset, connection, doubler,
and stiffener plates were made of ASTM A572 Grade 50 steel [28]. The end connections of the
specimen represented the connections of a brace inside a frame in practice, with the minimum
possible thickness for the gusset plates. The work-point was located at the intersection of the
bottom-flange of the beam and the inner flange of the adjacent column to minimize the gusset
plate dimensions (Sabelli [29]). The gusset was welded to the beam and column and detailed to
accommodate inelastic rotation associated with out-of-plane buckling of the brace. Following
the suggestion of Astaneh-Asl et al. [30], the free length of each gusset plate was thus defined
to be twice the plate thickness. The free length of the gusset plates allows plastic hinges to
develop in the end gussets which in turn reduces the demand on the mid-span plastic hinge. At
connections, the net-sections were reinforced with cover plates, while the gusset plate and web
were connected through a doubler plate. The design approach was weak-brace strong-gusset
with all possible failure modes being considered. The effective length factor was taken as 0.9,
as this accounts reasonably for the small capacity of the gusset plates to rotate out-of-plane
compared to the WF member and is typically recommended for pin-pin compressive members.

Brace W6 met the stringent AISC-05 [26], AISC-10 [31], and the AISC-16 [32] seismic
code limits with an effective slenderness ratio of 60 and a width-to-thickness ratio of 5.86. W6
was tested inside a 12 MN capacity frame in both compression and tension with 1.5 MN.m
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capacity in bending. In practice, large-size section braces, similar to W6, are frequently selected
and used in braced steel frame structures in locations of high seismic activity.

The lateral frame cyclic displacements in moderate and high seismic regions are imple-
mented in the quasi-static cycles of the FEMs through the far-field symmetrical loading proto-
cols of Izvernari et al. [33] and Fell et al. [3], respectively with an additional two cycles of a
smaller amplitude between the previous loading protocols. These lateral frame cyclic displace-
ments were developed in terms of frame drift ratio ( /hs). The lateral frame displacement ( )
is equal to the corresponding frame drift ratio multiplied by the frame height (hs) as shown in
Figure 1(a). For the individual brace models, these lateral frame cyclic displacements are trans-
formed into axial brace cyclic displacements ( ) through the equation of Tremblay et al. [4].

(1)

where is the angle of inclination of the brace with respect to the horizontal axis of the
frame as shown in Figure 1(a). The 1.3 is the ratio of the length (LH) between the far end hinges
of the brace and the length (Lcc) between corresponding work-points along the axis of the brace
that is typically used in the design of frames.

The cyclic axial displacements applied to the brace are divided by the distance between the
plastic hinges at the ends of the brace to produce the normalized axial deformation shown in
Figure 1(b). The angle of inclination of the brace with respect to the horizontal axis of the frame
was 35 degrees.

a) b)

Figure 1(a): Concentrically braced frame and (b) Loading protocol.

3 DESCRIPTION OF THE FE MODEL
The nonlinear FE analyses were solved using Abaqus [34]. Four-node quadrilateral shell

elements with nine integration points through the thickness of each element were used in mesh-
ing all components of the braced frames. Simpson’s integration rule was used. The lateral cyclic 
displacements were applied at the centreline of the upper-flange of the beam. At this location,
the out-of-plane translational degrees of freedom were restrained. In practice, this represents
the connection of the centreline of the upper-flange of the beam to a concrete slab by means of
double headed studs. The web of the beam at the beam mid-span was restrained against out-of-
plane displacement to represent the presence or action of sub-beams. The columns were also
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restrained against out-of-plane movement at the level of the upper-flange of the beam, simulat-
ing the presence of a concrete slab there. In addition, the vertical centreline of the web of the
column is restrained against out-of-plane translation for a length equal to (d - 2k). This repre-
sents the presence of the beam intersecting the column in the out-of-plane direction of the frame.
d is the depth of the intersecting beam and k is the k-distance as described in the WF steel
sections of the AISC manual.

Stiffener plates are added to both sides of the beam in the vertical direction perpendicular to
its web at the inner connection of the brace upper gusset plate to the beam bottom-flange. In
the FE analysis, these beam stiffeners were perfectly connected to both the flanges and web of
the beam. This in turn will guarantee that the axial cyclic force of the brace is transmitted to
both flanges of the beam to prevent the possibility of the out-of-plane deformation of the web,
especially when the braced frame is subjected to high lateral drift. In braced frames, stiffener
plates are needed at these locations in practice for stability purposes that may result from the
three-dimensional effect of the frames.

Fixed boundary conditions were applied at the base of each column and at the base of
the left gusset of the brace. This represents the bottom braced frame connection to the base
plates by means of welds. The far ends of the brace were connected to the frame by means of
MPCs. Similarly, the doubler and connection plates were connected to the web and flanges of
the WF specimen, respectively by means of MPCs. A tab-plate was used to connect the web of
the beam at its far ends to the adjacent flange of each column by means of MPCs representing
the bolts for the former (web of beam) and the weld for the latter (flange of column). Two types
of MPC were used: the beam type for all except the MPC connecting the tab-plates to the web
of the beam where the rotation about the Z-axis (axis of the bolts) is released.

In the FEM, the centrelines of the beam and column must align. Therefore, the shear tab-
plates were offset a distance of one-half of the beam web thickness on one side or the other of
the centreline of the column in the out-of-plane direction of the frame. The positive Z-direction
was selected in the FEMs in the present modelling. In practice, the tab-plates are welded to the
inner flanges of the columns with fillet welds on each side of the tab-plates. The weld was not
modelled here: a beam type MPC was used instead to connect the tab-plates to the adjacent
flanges of the columns. In addition, the beam has a 12.5 mm (½ in.) setback, or clearance,
between the end of the beam and the face of the adjacent flange of the column in the plane of
the frame in the current FEMs. Given the modelling approach adopted, residual stresses from
welding were not included in the analyses.

The material in all elements was specified with the same initial Elastic modulus of 200 GPa
and Poisson’s ratio of 0.3, and a combined isotropic-kinematic hardening material model. This
hardening model simulates the expansion, contraction and shift of the yield surface in stress
space during compression-tension cyclic loading of the material.

The FE analyses of the WF braced frames were performed in two stages. First, the first modal
shape of buckling was obtained from static linear analysis through the perturbation technique
with ramp amplitude while multiplying the mid-span out-of-plane deformation of the brace by
the geometric initial imperfection value of 0.2% of the total length of the brace according to
Zeiman [35]. Second, the analysis of the WF braced frame model with the cyclic steps of ap-
plied lateral displacements was accomplished. Throughout the analysis, 1000 increments were
used in each step with the full Newton-Raphson method being used to satisfy equilibrium at
each increment.

The analytical average true stress-strain curve suggested by Haddad ad Shrive [36] was used
here for the various components (brace, beam, and columns) of the WF braced frames. This
analytical average true stress-strain curve was developed through trial and error utilizing a sim-
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ple power-hardening law to obtain a hysteresis response that is a reasonable match to the ex-
perimental response for a single diagonal WF brace made from ASTM A992 grade 50 steel
[27]. The yield surface is defined by:

(2)

In this equation, is the stress tensor, is the deviatoric component of the backstress 
tensor , is a stress quantity related to the size of the yield surface and k is a hardening 
parameter that defines the size of the yield surface. With an initial yield stress of , is
defined as

(3)

Further, in Equation (2), the translation of the yield surface is subtracted from the cor-
responding stresses . The increment of the deviatoric part of the backstress tensor is defined 
according to Ziegler's [37] kinematic hardening rule as:

(4)

where

(5)

4 SINGLE INCLINED BRACE
The axial displacement history (δ) is applied to the W6 brace producing a normalized axial

hysteresis response that matches the hysteresis response of the experiment as shown in Figures
2(a) and (b), respectively. Further, the lateral displacements (∆) are applied to the same W6
brace when inclined at 35 degrees to the horizontal axis. The normalized axial hysteresis loops
for both the axial and inclined single brace W6 are shown in Figure 2(a). is the normalized 
axial displacement and is the normalized axial response force. is the applied axial
displacement; is the distance between the plastic hinges at the ends of the brace and; , ,
and are the load resistance, cross-sectional area, and yield strength of the WF brace member, 
respectively. The behaviour of the axial and inclined braces is identical. The normalized axial
and lateral hysteresis responses of the inclined brace are shown in Figure 3.

Brace W6 first buckled in the compressive section of the ninth compressive-tensile loading
cycle, both experimentally and in the FE analysis. Plastic hinges formed in the free lengths of
the gusset plates at each end of the brace. In the tension portion of that cycle, the brace straight-
ened and yielded. In the following cycles, the compressive capacity of the brace decreased
markedly both experimentally and in the analysis as a result of the residual elongation. The bow
shape of the buckled brace was enlarged in cycle ten, with the gusset plastic hinges becoming
complete over the free-length cross-section. In the FEM, complete section plasticity was seen
to occur in all subsequent cycles. The brace strength and stiffness reduced noticeably during
the two smaller amplitude cycles of the loading sequence (cycles 21 and 22), followed by local
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buckling during the compressive portion of cycle twenty-five. Fracture occurred during the ten-
sile portion of cycle thirty-one.

a) b)

Figure 2: Normalized axial hysteresis response (a) Numerical and (b) Experimental.

Figure 3: Normalized hysteresis response of the inclined brace.

5 FRAME ACTION
The W6 brace was modelled as a diagonal member inside a single frame with W10 × 77 or

W14 × 370 columns and a W27 × 235 beam. The dimensions of the frame are height (hs) =
3.46 m (11.35 ft), width = 4.88 m (16.01 ft) centre-to-centre. All the sections selected met the
stringent limits of compactness for seismic design according to the AISC 341-10 [29]. For the
W10 × 77 columns and the W27 × 235 beam, local buckling occurred in the flange and web of
the braced column, whereas the unbraced column has substantially less local buckling. The
desired behaviour of the braced frame is seen when selecting a W27 × 235 beam with W14 ×
370 columns: for instance, the local buckling failure mode did not occur in the columns. Active
yielding at the base of the columns and at the tab-plates connection area in addition to the ex-
pected plastic hinges at the mid-span of the brace and the gussets are all shown in Figure 4.
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a) b)

Figure 4: Active yield of the braced frame with the W27 × 235 beam and the W14 × 370 columns under lateral
(a) compression and (b) tension deformation.

The applied lateral displacement of the frame ( ) is transformed back to the axial displace-
ments ( ) of the brace according to Equation (1) and normalized with respect the distance be-
tween the two end hinges of the brace (LH). Having the same axial displacement for both the
single brace and the braced frame facilitates comparison of the response. The lateral resistance
(response) force (Pl) of the braced frame is normalized with respect to the axial yield force of
the brace (Py = Ag Fy). As such, the normalized lateral hysteresis behaviour of the braced frames
with the W10 × 77 and W14 × 370 column sizes are shown in Figures 5(a) and (b), respectively.

a) b)

Figure 5: Normalized lateral hysteresis response of the (a) braced frame with the W10 columns and (b) braced
frame with the W14 columns.

The maximum tensile and compressive normalized lateral response forces of the braced
frame with the W10 × 77 columns are similar to those of the single inclined brace as seen in
Figure 5(a), suggesting that the response of the braced frame is governed by the brace. On the
other hand, the normalized lateral response forces of the braced frame with the W14 × 370
columns are greater than those for the single inclined brace as shown in Figure 5(b). Therefore,
the columns contribute significantly to the seismic response of the concentrically braced frame.
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Light roofs (metal decking with insulation or a sandwich panel) or heavy floors (composite 
metal decking or cast-in-place or precast concrete) are possible roof/floor system scenarios that 
can be used in residential or office buildings. The effect of releasing or restraining the vertical
movement at the centreline of the upper flange of the beam simulates these scenarios, respec-
tively. However, the deflection of the W27 × 235 beam was negligible for these scenarios, so
the effect of restraining the vertical movement of the beam did not affect the hysteresis response 
of the braced frame. 

6 CONCLUSIONS AND RECOMMENDATIONS

The response of the individual brace and the same brace contained in a frame is different
under the same loading protocol. This is mainly attributed to frame action.

The columns contribute significantly to the seismic response of the concentrically braced
frames.

Yielding occurred in the columns regardless of the sizes examined here. Local buckling
failure modes occurred in the W10 × 77 column when the frame was subjected to the high
seismic load loading protocol. However, those modes did not occur when column size was
increased to W14 × 370 or in the W27 × 235 beam.

It is recommended to consider modelling the base plates with the anchorage rods. In addi-
tion, it recommended to model the bolts with holes and to consider the contact in between.
It is also recommended to model the welds.
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Abstract. One of the most important methods to improve the seismic performance of struc-
tures is the using of multi-layer elastomeric bearings (EB). The main purpose of applying this
elastomeric device in the base level of structures is Separating of ground vibrations from 
body of structures. Recent researches have indicated although EB is capable to decrease 
damages of buildings, especially in irregular buildings despite of torsion cause of increasing 
roof displacement total collapse of buildings is likely so multi-layer elastomeric bearings 
braced with steel cable (EBBSC)to control displacement has been introduced. In this study,
three different models of EBs have been studied. The first model is Simple multi-layer elasto-
meric bearings (SEB), the second model is multi-layer elastomeric bearing with vertical steel 
cable (EBBVSC), and the third model is multi-layer elastomeric bearing with diagonal steel 
cable (EBBDSC). By applying the cyclic lateral displacement to top level of specimens, their 
hysteresis load- displacement behavior was achieved under finite element analysis. The re-
sults have indicated increasing strength and stiffness for multi-layer elastomeric bearing 
braced with steel cable. In other hand, the strength and stiffness value in the EBDSC model in 
compare with the EBVSC model has been increased 28% and 32%, respectively. 
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1. INTRODUCTION: 

Reinforced elastomeric bearings have been used in the United States in non-seismic 
applications, such as bridge bearings and anti-vibration mounts, for over 30 years [Long, 1974; 
Stanton and Roeder, 1982]. The materials and fabrication techniques used in manufacturing 
seismic and non-seismic bearings are essentially the same. Seismic bearings decouple the mo-
tion of a structure from the motion of its foundation, increasing the fundamental period of the 
structure to a value beyond the range containing the principal earthquake energies. This can 
reduce the magnitude of the earthquake-induced forces by as much as a factor of 5 to 10 
[Mayes, et al. 1988, Kelly, et al. 1989] and consequently reduce damage to the structure and 
its contents, and reduce danger to its occupants. [1], [2]. To decouple ground vibration from 
main body of structures, many devices such as types of dissipating steel fuses in buildings 
with rocking motion or the different models of Elastomeric Bearings have been suggested. [3], 
[4], [5]. In recent years many different approaches about EB have been performed. By J. S. 
Hwang et al. an analytical model for high damping elastomeric isolation bearings is presented. 
Both material tests and shaking table tests were performed to validate the proposed model, 
then Ten parameters have been identified from cyclic loading tests are included in the model. 
[6] To investigate the tension bulking behavior in multilayer elastomeric bearings it was pre-
sented the buckling solution to an ideal double-symmetric prismatic column clamped at both 
ends and free to sway and subjected to vertical loads at the ends only by James M. Kelly. [7], 
[8]. Furthermore, by G. P. Warn and et al. an experimental study to investigate the influence 
of lateral displacement on the vertical stiffness of elastomeric and lead–rubber seismic isola-
tion bearings has been summarized. Two identically constructed low-damping rubber and 
lead–rubber seismic isolation bearings were subjected to a series of tests with varying levels 
of combined lateral displacement and axial compressive loading to study this relationship. 
The results of these tests showed the vertical stiffness decreases with increasing lateral dis-
placement for each bearing tested. [9], [10], [11]. multilayer elastomeric isolator has enough 
stiffness to carry vertical load but it is soft in horizontal direction. It has been described the 
horizontal behavior of EB in spite of buckling in vertical load in large deformation by Forcel-
lini, et al. with driving a simple two-spring model. [12], [13], [14]. In other case a series of 
experiments were conducted at University at Buffalo to characterize the behavior of elasto-
meric bearings in tension by Manish Kumar et al. Sixteen low damping rubber bearings from 
two manufacturers, with similar geometric properties but different shear moduli, were tested 
under various loading conditions to determine factors that affect cavitation in an elastomeric 
bearing. The effect of cavitation on the shear and axial properties of elastomeric bearings was 
investigated by performing post-cavitation tests. The test data were used to validate a phe-
nomenological model of an elastomeric bearing in tension, which is implemented in Open-
Sees, ABAQUS and LS-DYNA. [15]. the other researches has performed analytical study to 
evaluated EB under axial and lateral loadings such as Vladimirs Gonca et al. [16] In 2017, by 
Forcellini et al. the response of the elastomeric bearings with 3D numerical simulation has 
been verified to experimental results. This paper aims to identify the accuracy of this theory 
using experimental results and de-tailed numerical simulations carried out on ABAQUS. The 
finite element (FE) model has been reproduced with a layered system able to represent the 
alternating steel and rubber layers and the bolted connections. The presented FE model can be 
used as a powerful tool for predicting the non-linear behaviors registered during the lab tests 
[17], [18], [19], [20]. Furthermore, in 2017, by Konstantinos N. Kalfas, a numerical study on 
the response of steel-laminated elastomeric bearings under cyclic shear and variable axial 
loads has been conducted to understand their behavior with emphasis placed on the tensile 
stresses within the elastomer, their stiffness and dissipation capacity. Extensive numerical re-
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search was con-ducted with ABAQUS and the Ogden hyperplastic model was used for mod-
elling the elastomeric material. The analyses showed that steel-laminated elastomeric bearings 
exhibit local tensile stresses, which alter significantly their stiffness and damping ratio. Most 
importantly, significant tensile stresses within the elastomer were observed locally, even when 
the bearings were subjected to a combination of shearing and compression. [21], [22], [23]. 
The cyclic loading experimental tests are an important part in the process of completing the 
design of the isolators, yet they are very expensive and time consuming. Using the accurate 
analytical modeling of hysteresis tests and knowing the limitations and the amount of error of 
the finite elements model and its effect on designing the isolated structure make it possible to 
reduce the financial and time expenses involved in designing seismic isolators along with ex-
perimental tests.[24] By Saedniya and et al., the cyclic loading of two different isolating sys-
tems, namely, the high damping rubber bearing (HDRB) and lead rubber bearing (LRB) have 
been modeled and analyzed in ABAQUS and the outcomes were compared with the experi-
mental results attained by other researchers. After comparing the effective stiffness of the ex-
perimental sample with the analytical model of HDRB, the results have been shown that Yeoh 
function had the best performance in determining the effective stiffness of the isolating sys-
tem with an error of less than 7%. [25]. Finally, in 2016, by Saman Rastgoo Moghadam, Di-
mitrios Konstantinidis, the effect of rotation on the horizontal behavior of elastomeric 
bearings using 3D Finite Element Analysis (FEA) has been investigated. It was observed that 
constitutive modeling assumptions can have a notable influence on the results, especially at 
low vertical pressure where the critical shear strain is large. Support rotation did not affect the 
critical displacement appreciably, but it significantly affects the critical shear force. It is ob-
served that support rotation becomes important for bearings with low second shape factor, 
even if their first shape factor is large. [26]. In this study, three different models of multilayer 
elastomeric bearings have been evaluated by using of finite element analysis under cyclic lat-
eral load and torsional displacement. To verify the results, as the first step, the laminated base 
isolation introduced by Rastgoo and et al. was analyzed in ABAQUS software. The results of 
this verification indicated appropriate coincidence for relative displacement- average stress 
curve in this study with results of Rastgoo and et al. research.   

2. MODELING OF SPECIMENS: 

Previous researches indicated although EBs can be prevented damaging of structural mem-
bers cause of separating ground vibration from main body of structures during the earthquake, 
applying them in base level of structures have many significant points. One of the most im-
portant problem in this challenge is that using elastomeric layer as soft material can be caused 
buckling of EB under vertical load and it can be effected on stability of the EB in seismic 
loading. The second is that in the buildings equipped with EB cause of increasing period and 
roof displacement, in the strong ground motion, collapse prevention requirements seriously 
must be satisfied. Finally, in the irregular buildings in spite of torsion, initial torsion can be 
influenced on the behavior of EB under lateral load. so it seen that designing EBs with con-
sidering elements which they can be effective in stability would be useful. For this purpose, in 
this study, as it is shown in Fig. 1., three different models of EBs by performing finite element 
analysis in ABAQUS software by regarding two steps of loading have been evaluated.  
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Figure 1. The different specimens of EBs: a. SEB, b. EBVSC, c. EBDSC 

The main parts of these base isolation are including of anchor plate in top and bottom, rub-
ber layers, and steel sheets. The geometrical dimensions for all of these parts have been gath-
ered in Table 1.  All of the interactions was considered as Tie. Furthermore, the mesh size for 
all of the parts was equal to 15mm. For the two specimens, EBVSC and EBDSC, the diameter 
of steel cable was regarded equal to 5mm. the material properties for steel in Table 2. and for 
rubber in Table 3. have been presented. 

Table 1. Geometrical dimensions of studied EBs 

 

 

 

Table 2. Material of properties for steel 

Table 3. Hyperplastic properties of rubber  

 

 

 

 

 

 

 

Thickness(mm) Diameter(mm) Parts 
21 250 Anchor Plate 
10 140 Rubber Layer 
2 140 Steel Sheet 

Gravity 
(Kg/mm3) 

Elasticity 
Modulus 
(N/mm2) 

Yielding 
Stress 

(N/mm2)  

Ultimate 
Strain 

Ultimate 
Stress 

(N/mm2) 

Poisson 
Ratio Parts 

7.85E-6 205000 280 0.15 370 0.3 
Steel 
Shims 

C01 C10 
0.253 0.18 
0.165 0.13 
0.125 0.09 
0.105 0.07 
0.095 0.06 
0.085 0.054 
0.085 0.048 
0.083 0.046 
0.08 0.045 

0.079 0.044 

a b c 
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Two loading steps were introduced. in the first step a torsional displacement equal to 0.02 
Rad as static/general, and in second step, a lateral cyclic displacement as static/general have 
been applied. The bottom anchor plate was fixed in through of the analysis. The specified 
boundary condition for specimens, and the cyclic displacement protocol has been shown in 
Fig. 2 and Fig. 3. respectively. To gain the results, it was made two set including of nodes in 
bottom anchor plate and nodes of top anchor plate as named “reaction force” and “displace-
ment”. For reaction force set, RF1 and for displacement set, U1 as the history output was re-
quested. 

 

   

Figure 2. The boundary conditions and loadings in the specimens 

 

Figure 3. The cyclic displacement protocol 

3. RESULTS OF FINITE ELEMENT ANALYSIS: 

After analyzing all of the models, with getting summation of RF1 for all nodes belong to 
“reaction force” set and average of U1 for all nodes belong to “displacement” set, the hystere-
sis curve by combining U1 and RF1 have been plotted. As it has been shown in Fig. 4. Using 
of diagonal steel cable can be caused of increasing strength and stiffness in EB. Furthermore, 
increasing dissipation energy to this model comparing with EBVSC is visible. 
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Figure 4. The cyclic displacement protocol 

4. VERIFICATION: 

    In this study three different models of EB under finite element analysis by ABAQUS 
software was evaluated to verify the results due to finite element analysis, at first a kind of 
elastomeric bearing that has been studied by Saman Rastgoo Moghadam, and Dimitrios Kon-
stantinidis, to investigate the effect of support rotation on the horizontal behavior of elasto-
meric bearings have been analyzed. For this purpose, according to Fig. 6. A multilayer 
elastomeric bearing with 20 rubber layers and 19 steel sheets between two anchor plates was 
investigated. The diameter of anchor plate which is located on upper and lower level, and its 
thickness were 320mm, and 21mm. Furthermore, the diameter of intermediate layered body, 
the thickness of steel sheets, and rubber layer were considered 280mm, 2mm, and 10mm, re-
spectively. For whole models in this study all of the parts were considered as 3D, deformable, 
solid with 8-node elements.  
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Figure5. a. the view of studied EB by Saman Rastgoo Moghadam and et al. b. EB Model in ABAQUS  

in this study, the studied base isolation by Saman Rastgoo Moghadam and et al. other time 
analyzed to verify the future results. To make this model all of the geometrical dimensions 
and mechanical properties of material is completely similar to reference. For introducing of 
rubber’s material properties has been used from Neo-Hookean model as it is presented to Ta-
ble.4. All of the interactions to model this base isolation as surface to surface have been tied.  

 
Table4. Neo-Hookean Model properties for the Rubber   

 
Boundary conditions and loading for this model are illustrated in Fig. 7. Two loading steps 

were considered to apply load. In first step, a vertical load equal to 200KN (CFY=200E3 N), 
and a rotational displacement equal to 0.02Rad (UR3=0.02 Rad), and in the second step, a lat-
eral load equal to 5 KN (CFX=5000 N), and propagating vertical load from previous step, 
have been introduced. The bottom anchor plate was fixes in all of during analysis. 
(UX=UY=UZ=URX=URY=URZ=0)  

 
 

 
 

 

 
 
 
 

 

Figure6. Boundary Conditions and Loading. 

)1-D10 (MPa C10 (MPa) Material Model 

0.001 0.45 Neo-Hookean 

a b 
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After analyzing the history outputs including of reaction forces (RFX, RFY) for the bottom anchor 
plate, and displacements (U1, U2) for the top anchor plate were achieved. Furthermore, by introducing 
a set from all elements of the middle section of EB, average stress (P0) was reported, and then the 
relative displacement- stress behavior curve has been plotted. In this presented curve shown in Fig. 8., 
Uh, and Ur are lateral displacement, and the thickness of rubber, respectively.  

 
 

Figure 7. relative displacement-stress curve for studied EB by Saman Rastgoo Moghadam and et al. 
 
 

5. CONCLUSIONS: 

In this study, to control displacements in EBs, elastomeric bearings braced with steel cable 
has been investigated. By performing a finite element analysis for three different models of 
EBs under torsional displacement and cyclic lateral displacement, load-displacement hystere-
sis curves for all of them were achieved. Comparing the hysteresis behavior of specimens, 
increasing in strength and stiffness for the EBDSC was indicated. the strength and stiffness 
value in the EBDSC model in compare with the EBVSC model has been increased 28% and 
32%, respectively. 
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Abstract. Concentrically braced frames (CBFs) are increasingly used in the construction of
steel buildings located in moderate and high seismic regions. Wide flange (WF) sections rep-
resent a possible alternative to hollow structural steel sections as bracing members. The effects
of plate thickness (tab or stiffener or gusset) and the number of bolts on the hysteresis response
and fracture a single-bay WF steel braced frame subjected to reverse axial displacements has
been assessed through a parametric study using finite element modelling. It is found that re-
ducing the number of bolts while increasing their diameter and the thickness of tab-plates to
satisfy the AISC standards for tab-plate connection design had negligible effect on the hystere-
sis response of the single-bay braced frame.
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1 INTRODUCTION
Optimizing the hysteresis response of CBFs is needed to increase their capacity in resisting

lateral loads that result from ground motions. Under these motions, braces are expected to yield
in tension and buckle in compression, reducing the impact of ground motions, and thereby pre-
venting the catastrophic failure of buildings that could lead to human and economic losses.
These braces are connected to the framing elements (beams and columns) by gusset plates.
Beams are typically connected to columns by tab-plates. Vertical stiffener plates may also be
needed in beams. The effects of these frame components on the hysteresis response of braced
frames need to be analyzed and understood.

The finite element model (FEM) presented by Haddad and Shrive [1] was developed by
extending previous models (Haddad et al. [2-7], Uriz et al. [8,9], Fell et al. [10], Myers et al.
[11], Huang and Mahin [12,13], Lai [14]) and was used here to study the effects of various
components of a single-bay frame on the hysteresis response and fracture life of the brace.

The longer fracture life of WF braces compared to hollow structural steel (HSS) section
braces is advantageous (Popov and Black [15], Gugerli and Goel [16], Fell et al. [17], Tremblay
et al. [18], Richard [19], Powell [20], Clark [21], Hsiao [22], Lai [14]). As there are a limited
number of cyclic test data for individual WF braces, the possibility of presenting a reliable WF
brace empirical fracture model based on the accumulated deformation, equivalent total ductility
or tension-ductility is not feasible in the near future. Thus, both the significant cumulative plas-
tic strain which is believed to be a reasonable damage index and a refined fracture model are
used to assess the performance and predict the fracture life of the large-size WF braced frames
simulated here. The FEMs presented here were validated by the results of Haddad [23]. It is
therefore reasonable to use these FEMs to simulate the response and predict fracture in multi-
storey braced frames and possibly even the whole structure.

Thus, the objective of the current study was to use the previously validated FE and fracture
models to capture the hysteresis response and assess the behaviour of single-bay CBFs. The
models were used to investigate the effects of the thickness of the tab-plates in relation to the
number of bolts used to connect the tab-plates to the web of the beam on the behaviour and
fracture of the WF braced frames. In addition, the effects of increasing thickness of gusset and
stiffener plate were investigated.

2 FE AND FRACTURE MODELLING
Brace W6 (10 × 77) of the tests reported by Tremblay et al. [18] was modelled inside the

single-bay braced frame of W14 × 370 columns and W27 × 235 beam sizes by Haddad and
Shrive [1] using the FE analysis software (Abaqus [24]) as shown in Figure 1(a). Multi-point
constraints (MPCs) were used to connect the frame components at corresponding nodes. The
dimensions of the frame are height = 3.46 m (11.35 ft), width = 4.88 m (16.01 ft) centre-to-
centre. The upper nodes at centreline of the beam upper flange were subjected to the loading
protocol described in [1]. Lateral behaviour and out-of-plane deformation of the single-bay
braced frame are shown in Figures 1(b) and (c), respectively with the corresponding von Mises
stress distribution. The FE model was shown to be valid given the results. In addition to mod-
elling of the braced frame presented in [1], the frame was modeled without the brace and beam-
to-column connection with and without the brace in the current study.

The difference in response between the braced beam-column and the braced frame shown in
Figure 2 basically results from the column and is not from the shear-tab beam-to-column con-
nection or the beam. Therefore, the columns contribute significantly to the seismic response of
the CBF. is the normalized axial displacement and is the normalized axial re-
sponse force. is the applied axial displacement; is the distance between the plastic hinges 
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at the ends of the brace and; , , and are the load resistance, cross-sectional area, and 
yield strength of the WF brace member, respectively.

a)

b) c)

Figure 1(a): Single-bay concentrically braced frame, (b) lateral behaviour, and (c) out-of-plane deformation.

Figure 2: Normalized lateral hysteresis response of the braced frame with the W14 columns and the brace with
the beam-to-column connection.
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The effect of modelling the frame without the brace and the beam-column without the brace
on the hysteresis behaviour is shown in Figure 3. The columns significantly affect the hysteresis
response.

Figure 3: Normalized lateral hysteresis response of the unbraced frame and the unbraced beam-column.

A refined fracture model was implemented here to predict the fracture life of the brace. A
strain-based approach to fracture prediction was defined, based on the accumulation of plastic
strain. The increment in significant plastic strain in each portion of each cycle was summed as:

(1)

In Equation (1), T is the triaxiality ratio (defined as the mean stress divided by the effective
or von Mises stress) and the compressive strain is deducted from the tensile strain in each cycle.
That is, the significant plastic strain is the sum of the magnitudes of the tensile and compressive
strains (compressive strain being negative). When triaxiality is negative, strains are taken as
compressive. In the fracture model, the monotonic tensile capacity is degraded during cyclic
loading by the coefficient λCVGM. This coefficient is obtained from Equation 2:

(2)

where εp is the accumulated plastic strain and the values of the monotonic capacity (and thus
λCVGM) were calibrated from the experimental results presented by Kanvinde and Deierlein [25]
on monotonic and cyclic tests on notched bars manufactured from several types of steel.

3 THICKNESS OF PLATES (TAB OR STIFFENER OR GUSSET) AND NUMBER
OF BOLTS

Shear tab-plate connections are economical to fabricate and simple to erect. This popular
type of connection is the quickest connection to erect. It consists of a length of plate welded in
the workshop to the column flange, onto which the supported beam web is bolted on site. The
tab-plate welds are typically sized to the full length. These tab-plates are welded to the column
flange at an offset distance of ½ the beam web thickness. A small clearance equal to 12.5 mm
(½ in) the column width is typically left between the end of the supported beam and the sup-
porting column flange. In the FE analysis, increasing the thickness of shear-tab plate connection
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from 12.5 to 25 mm (½ to 1 in) has negligible effect on the hysteresis response of both the
braced frame and braced beam-to-column connection as shown in Figures 4(a) and (b) for the
braced frame and the braced beam-to-column connection, respectively. The effect of increasing
the thickness of the tab-plates on the hysteresis response of the frame without the brace and the
beam-to-column without the brace is minor as shown in Figures 5(a) and (b), respectively.
a) b)

Figure 4: Effect of thickness of tab-plate on the lateral hysteresis response of the (a) braced frame and (b) braced
beam-to-column connection.

a) b)

Figure 5: Effect of thickness of tab-plate on the cyclic hysteresis response of the (a) unbraced frame and (b) un-
braced beam-to-column connection.

In the FEM, beam type MPCs were used to connect the tab-plate to the column flange at the
same location used in practice. The rotation about the axis of the bolts was released in the MPCs
connecting the tab-plate to the web of the beam. In addition, seven, five or three MPCs were
used to represent the bolts connecting the tab-plates to the web of the WF beam. Reducing the
number of the pin type MPCs representing the bolts results in a reduction of the yield demand
on the shear-tab plate connection as shown in Figure 6(a) when the thickness of the tab-plate is
12.5 mm (½ in).

In practice, the holes through the plate are horizontal short-slotted rather than round holes.
When calling for this type of connections, designers and fabricators commonly use horizontal
slotted holes through either the beam or the tab-plate to give the field erection crews more
leeway in making the connection on site. To study this effect a simple or pinned type MPC was
used to connect the tab-plates to the far ends of the beam. The response is shown in Figure 6(b)
when the thickness of tab-plates was 12.5 mm (½ in). Increasing the thickness of tab-plates to
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25.4 mm (1 in) when using 3-bolts to comply with the increase in bolt diameter according to
the AISC code results in an acceptable hysteresis response as shown in Figure 6(c).

a)

b)

c)

Figure 6: Effect of number of bolts and thickness of tab-plate on the cyclic hysteresis response for (a) beam type
MPC with tab-plate thickness of 12.7 mm, (b) pin type MPC with tab-plate thickness of 12.7 mm, and (c) pin

type MPC with tab-plate thickness of 25.4 mm. 1-7 means 7 MPCs, 3-5 means 3 MPCs.
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The in-plane rotational capacity of the tab-plate connections comes from the distortion of
the bolt holes in bearing, from the bolt deformation in shear and from the out-of-plane bending
of the tab-plate. Tab-plates with long projections have the tendency of lateral torsional buckling
(W27 compared to W18 or W21, for instance). For beams over 610 mm (24 in) nominal depth,
the span to depth ratio of the beam should not exceed 20 and the vertical distance between
extreme bolts should not exceed 530.86 mm (20.9 in) according to the standard fin-plates con-
nection details of the British standards. The current W27 × 235 beam complies with the British
standards. However, the effect of restraining the end beam away from the gusset connection on
the hysteresis response is negligible. Therefore, increasing the thickness of tab-plates and re-
ducing the number of bolts while increasing their sizes will reduce the possibility of lateral
torsional buckling of the tab-plates.

The effect of increasing the thickness of the stiffener plates on the hysteresis response is
negligible for the braced frame modelled in the current study.

Gusset plates must resist the full tensile and compressive capacities of the WF brace during
significant cyclic loading [26-29] and permit large inelastic out-of-plane deformation when the
brace buckles [30]. Increasing the thickness of gusset plates from 34.925 mm (1 3/8 in.) to
47.625 mm (1 7/8 in.) has a negligible effect on the hysteresis response as shown in Figure 7.

Figure 7: Effect of gusset thickness on the cyclic hysteresis response.

4 FRACTURE LIFE OF BRACE AND PERFORMANCE OF THE FRAME
The fracture life of the brace was not affected by the presence of the frame when using the

calibrated cyclic void growth model (CVGM) for ultra-low cycle fatigue based on the signifi-
cant cumulative plastic strains. A typical fracture life for the horizontal brace is shown in Figure
8. An average value of 2.90 was determined for the monotonic tensile capacity, which is similar
to the value obtained by Kanvinde and Deierlein [25] for AW50 (ASTM A572 Grade 50) steel
[31]. To predict the initiation of fracture of the WF brace the capacity was decreased with a
degradation coefficient of 0.11, obtained by trial and error. The effect of reducing the number
of bolts did not affect the fracture life of the brace.

The significant cumulative plastic strains were greater at both the corners of the gusset plate
and at the tab-plates especially at the upper and lower locations of the MPCs connecting the
tab-plates to the web of the beam compared to those at the mid-span plastic hinge of the WF
brace member. This suggests that weld fracture may occur at these locations before the initiation
of brace fracture at the mid-span plastic hinge.
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Figure 8: Fracture life of W6 brace.

5 CONCLUSIONS 

Increasing the thickness of the tab-plate will reduce the possibility of fracture of the weld
connecting the tab-plate to the flange of the column. In addition, increasing the thickness
of the tab-plate will force yielding in the web of the beam and prevent fracture of the tab-
plates.

Reducing the number of bolts while increasing both their diameter and the thickness of
tab-plates to satisfy the AISC standards for tab-plate connection design had negligible ef-
fect on the hysteresis response of braced frames. Companies are producing bolts with larger
diameters than what is available in the AISC tables.

Reducing the number of bolts reduces the yielding demand on the connection and increases
the rotational flexibility of the connection.
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Abstract. This paper deals with the effectiveness of various configurations of a geofoam-filled
barrier including single, double and triangle wall trenches in isolating the ground vibrations
induced by a harmonic load. A 3D finite element program (Plaxis) is used and the model is
verified by the result of the analytical solution for the active scheme. Furthermore, a compre-
hensive parametric study is performed to evaluate the effect of geometrical factors including the
depth, width and the length for all systems. The main assumption during the parametric study is
treating each parameter as an independent variable and keeping other parameters constant. A
genetic algorithm is a proper tool for optimizing all key parameters that can have mutual effects
on the vibration attenuation since the vibration isolation is a non-linear problem. A genetic al-
gorithm code is implemented with the help of Python Software and Finite Element Program
(Plaxis) for all three systems and the optimized parameters for reaching 75% efficiency of the
barrier are calculated. The result of the parametric study showed that the single wall system
needs the lowest value of normalized depth for reaching the highest value of the efficiency. Also,
the mutual study of all parameters proved that the results are very different from a single para-
metric study. The comparison of all systems demonstrated that a double wall barrier is the best
system for different frequencies.
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1 INTRODUCTION

The number of people who are interested in living in the big towns are increasing. This

growth in population results in constructing more buildings and transport networks in and

around the city [1]. Therefore, residence will have more vibration problems from the vibration

sources like the passing train, machine foundation, traffic and other constructional activities.

The body and Rayleigh waves produced from these sources results in ground-born vibration.

The vibration is transmitted through the ground surface to the foundation of the building and

create distress to the buildings and their inhabitants [2]. Mitigation measures are used to solve

this problem, which include control of the vibration at the source, along the propagation path

and at the place of immission. This paper deals with mitigation measure in the transmission

path through installing a geofoam-filled barrier for attenuating the incoming waves.

Different approaches including experimental and numerical methods have been carried out to

solve the problem of vibration isolation by trench. Since the experimental test is too expensive

and the parameters to be assessed are fixed, a numerical model is an effective alternative method

for assessing governing parameters in vibration isolation.

Woods conducted a series of field tests for evaluating the efficiency of the open trench and

suggested that 75% reduction in incoming waves is enough to have a successful system [3].

Multiple rows of geofoam-filled trenches were applied for screening train-induced ground vi-

bration and the results showed that increasing the depth of the barrier up to 1λr is enough to

reach the highest value of efficiency and further increase in depth does not have an effect on

isolation capability [4]. A full experimental study was investigated to assess the efficiency of

open and geofoam-filled barrier and the normalized depth of 0.6 was selected as an optimum

depth for both open and geofoam-filled trench [5]. Mahdavisefat et al. [6] performed a full-

scale field experiment to study the effect of open and sand-rubber mixture-filled trench and the

normalized depth of 1.5 is recommended by the authors for reaching 60 − 70% of attenuation

of the incoming waves.

Tulika et al. investigated the efficiency of open and in-filled barrier by developing a nu-

merical model and concluded that low-density material performs better than high-density [7].

Beskos et al. developed a BEM to study the efficiency of open and concrete filled in homoge-

neous and layered soils [8]. A FEM was used to evaluate the governing parameters of water and

geofoam-filled barrier by [9] and they concluded that depth of the trench is a key parameter for

assessing the efficiency of the trench. Ahmad and Al-hussain compared the screening efficiency

of the stiff and soft trenches and developed a simple model for predicting the efficiency of the

trench in the active and passive schemes [10]. Naghizadehrokni et al. [11] did a full experi-

mental and parametric study and they suggested that the depth and width of approximately 1λr

and 0.2λr, respectively are enough to reach the acceptable amount of efficiency for the active

isolation.

Most studies have mainly focused on one system like rectangular single wall and few re-

searchers compared the efficiency of different configurations of the trench and only a few para-

metric studies investigated the optimization of different parameters together. Therefore, a full

parametric study for assessing the effect of various configurations of geofoam-filled trench is

missing. For this purpose, three different systems including the single, double and triangle wall

systems are analysed and the efficiency of the systems are compared. There is also a need for

mutual optimization of governing factors in evaluating of trench efficiency. It is not possible to

treat each parameter as an independent variable in vibration isolation problem.
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2 NUMERICAL MODEL

A wave barrier creates a finite material discontinuity for the incoming waves by intercepting,

scattering, diffraction and refraction of wave propagation in soil, which can decrease the vibra-

tion amplitude beyond the obstacle. A time domain numerical model using the finite element

package, Plaxis (2019) is developed to assess the effectiveness of different isolation systems as

the wave barriers for the active isolation due to harmonic load in vertical direction. A 3D view

of the vibration isolation problem and the soil and geofoam properties are illustrated in Fig. 1.

Here, the depth D, width W and the length L of the trench are dimensionless values, which are

in relation to the Rayleigh wavelength. The geofoam-filled trench is installed at the normalized

distance of 1.25 for all three systems. A normalized distance of 7 beyond the trench is selected

for calculating the average amplitude reduction ratio.

Figure 1: 3D model fir finite element analysis

3 ANALYTICAL VALIDATION OF FINITE ELEMENT METHOD

The developed model in Plaxis is verified by comparing the result of wave theory in terms of

time of arriving to a specific point. There are two types of elastic waves in the elastic half-space

theory including body and surface waves. Body waves are measured through equations 1 and 2.

Vp =

√√√√ E(1− ν)

ρ(1 + ν)(1− 2ν)
(1)
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Vs =

√
E

2ρ(1 + ν)
(2)

The Rayleigh wave propagates along the surface of the half-space with a phase velocity, V r,

which is related to the shear wave velocity V s and the poison’s ratio. The Rayleigh wave

velocity is calculated by:

K6 − 8K4 + (24− 16α2)K2 + 16(α2 − 1) = 1 (3)

Where K = V r/V s and α = V s/V p.

Those equation are used just in an isotropic, homogeneous and elastic medium. For verifying

the developed model for an open trench, a point at the location of 24m from the vibration source

on the ground surface has been selected. The trench is located at the distance of 12 m from the

vibration source with the depth, width of and the length of 3, 0.25 and 10m, respectively. Based

on the equations of 1-3 the wave velocities are calculated as:

V p = 406.6, V s = 217.2, V r = 200

Hence, the first time of arriving the waves to the selected point are measured as:

Tp = (24/406.3) = 0.059sec, Ts = (24/217.2) = 0.11sec, Tr = (24/200) = 0.12sec

Figure 2: The motion of the selected point in homogeneous, isotropic and elastic soil media without damping

As it can be seen from Fig. 2 that the time of arriving of the body waves (P and S) to the

selected point completely matches the analytical solution. The most important vibration will

occur after arriving of the Rayleigh wave; that is 0.12 s and it is indicated as the third vertical

dashed line. This confirms that the Rayleigh wave is the most important wave that should be

considered in vibration isolation problem. Comparing the result of the developed numerical

model and the analytical solution of the wave theory confirm the accuracy of Plaxis model.
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4 SINGLE WALL SYSTEM

Fig. 3 shows the efficiency of an EPS Geofoam-filled obstacle as a function of normal-

ized length. The average amplitude reduction ratio decreases dramatically with increasing the

normalized length from 0.625 to approximately 2.5. It is apparent from the figure that the

normalized length beyond around 2.5 does not create any further changes and Ar may be con-

servatively assumed to remind unchanged thereafter. Therefore, the normalized length of 2.5 is

selected for the rest of the parametric study.

Figure 3: Influence of normalized length of the trench (normalized distance 1.25 from the vibration source,

normalized depth of 1.25)

Fig. 4 illustrates the variation of Ar along the surface of soil domain for different trench

depths. The effect of normalized trench depth is affected in a complex pattern with the effect of

normalized trench widths. The efficiency of the trench reaches it’s maximum value at D value

around 1.25 for almost all widths. The optimum D has a close relationship with the width of the

barrier and the efficiency of the trench increases gradually with increasing the normalized width

for the same depth (optimum depth). Another important point in this figure is unexpected peaks

and valleys in Ar value for various widths, which is caused by constructive and destructive

interference of the barrier.

The importance of the normalized width on Ar is presented in Fig. 5. The width appears to

play a significant role in screening efficiency of the trench. A reduction of approximately 50% is

visible by increasing W from 0.0625 to 0.25 for almost all trench depths and it seems that W =
0.25 is an optimum width for achieving a reasonable amount of wave scattering. Increasing

the normalized width means increasing the distance between two corners. The barrier bottom

corners act as an additional geometric discontinuity and this issue results in mode conversation

of incoming waves for converting part of the R-waves energy into the body waves
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Figure 4: Influence of normalized depth of the trench

Figure 5: Influence of normalized width of the trench

5 DOUBLE WALL SYSTEM

The efficiency of the double wall system is compared with the single wall system with a

thickness of 2W , having the same width, depth and the length like the single wall obstacle.

Hence, for this system the width of both barriers is considered as one width, which is W . This

normalized width is the width for both trenches.
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At the first step, a parametric study should be done for finding the optimum spacing between

the barriers to achieve the best wave attenuation. The influence of spacing between trench walls

is plotted in Fig. 6 with the constant normalized depth, width and length of 1, 0.25 and 2.5,

respectively.

Figure 6: Influence of normalized space between the trenches

The normalized spacing (S) between the walls appears to govern the screening effectiveness

of the trench. The efficiency of the double wall system is maximized at S value around 0.5.

Therefore, the normalized optimum spacing between the wave barriers is considered as 0.5,

which is compatible with the result of [5] for optimum spacing between trenches, for further

parametric studies.

An investigation is done for finding the influence of the normalized length on wave atten-

uation like single wall system. The result of the parametric study doesn’t show any specific

change in comparison with the result of the single wall study. Therefore, to avoid the presen-

tation of unchanged results, the normalized length of 2.5 is selected as the optimum length for

this system.

Based on the information of Fig. 7, which is the calculated value of Ar as a function of the

normalized depth, D for narrow trench (W = 0.0625) seems to govern the wave attenuation

for the normalized depth between 0.5 and 1.5. For wider trenches, increasing the normalized

depth of the barrier leads to blocking of more incident propagated waves until around D = 1.25,

which is selected for the optimum depth of the trench for achieving approximately 80% of the

barrier’s efficiency for the wider trenches.

The effect of the width on Ar for an EPS Geofoam-filled barrier is presented in Fig. 8.

It is obvious from the results that the value of average amplitude reduction ratio decreases

dramatically with increasing the normalized width of the trench from 0.0625 to around 0.2 and

thereafter, it remains at the constant value with increasing W to 0.375. An optimum width of

almost 0.2 is enough for achieving the highest value of screening performance.
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Figure 7: Influence of normalized depth of the trench

Figure 8: Influence of normalized width of the trench

6 TRIANGLE WALL SYSTEM AS WAVE BARRIER

For making a proper comparison with the single and double wall systems, triangle wall

is considered with the same depth and the same area like single and double wall. However

the width of the trench is different from those systems. Since increasing the width and the

depth of the triangle trench leads to changing in the slope side wall of the trench, inclination
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angle is proposed as an alternative parameter for measuring the efficiency of the barrier. As a

consequence, the value of inclination angle is calculated with keeping the width of the trench at

ground surface constant and calculating the inclination angle through increasing the depth.

A parametric study is done for finding the effect of the length on the efficiency of the trench

and to see how far the results match with the results of the single and double wall systems.

The results show that an optimum length of 2.5 is enough for the triangle wall system like for

previous systems.

The effect of the normalized depth on the wave attenuation performance is presented in

Fig. 9. The results reflect that in general a normalized depth of almost 1.5 appears to be the

maximum depth for achieving at least 70% of system’s effectiveness except for the narrow

trench (W = 0.125). An approximately 50% reduction for almost all barrier with different

normalized widths is seen by increasing D from 0.5 to 1.5

Figure 9: Influence of normalized barrier depth

The effect of varying the normalized width is studied by varying W from 0.125 to 0.75 which

is the normalized width of the triangle wall system at the ground surface, while the normalized

depth of the trench is varied from 0.5 to 4.

According to Fig. 10, vibration screening performance reaches the highest value when the

normalized trench width is approximately 0.4 for shallow trenches (D = 0.5 to 1), which is

considered as optimum W for shallow barriers. However, increasing the normalized depth

(D > 1) leads to the highest value of wave attenuation when W is around 0.3. Therefore, a

wider trench is needed (for D < 1) for reaching the highest value of screening performance,

while by increasing the normalized depth of the trench (D > 1), a slender barrier is sufficient

for reaching highest value of vibration isolation.

The performance of the trench inclination angle is investigated for W = 0.125 and three

different normalized locations including 0.5, 1.25 and 2, respectively. Fig. 11 represent the

effect of inclination on different situations.
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Figure 10: Influence of normalized width on the trench

It is observed that the average amplitude reduction ratio decreases dramatically with increas-

ing the inclination angle from 35 to 60 degree. This angle is considered as the optimum angle

for all locations.

Figure 11: Influence of inclination angle of the trench with ground surface (normalized width 0.125)
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7 COMPARISON OF DIFFERENT SYSTEMS

A comparison is performed between all proposed systems through calculating the screening

performance as a function of D. The results are depicted in Fig. 12. The results show that

the efficiency of the trench increases by increasing D for both widths (W = 0.0625 and 1).

There is a considerable gap between the value of Ar for narrow and wide trenches that shows

the significance of W .

Figure 12: Comparison between different systems (normalized distance 2 from the vibration source)

Regarding the narrow trench, double wall systems has the highest value of screening effi-

ciency for the normalized depth until 1. After this depth, double and triangle wall barriers have

almost the same efficiency for all depths. However, the single wall system has the lowest value

of efficiency in comparison with other systems.

As the width of the systems increases, the efficiency of all systems increases, too. However,

the double wall system still performs better than the other systems in attenuating the incoming

waves. There is a remarkable decrease in the amount of Ar for the single wall barrier which is

the result of increasing the depth from 1 to 1.25. For making a comparison for the single and

triangle wall system, it is divided into two different categories for shallower trenches (D < 1),

in which triangle wall has better efficiency and deeper trenches (D > 1), in which single wall

has more capability in blocking the incoming waves.

8 OPTIMIZATION PROCESS WITH GENETIC ALGORITHM

Until now, the problem of the vibration isolation has been solved for a specific parameter like

depth, width, length or locations and keeping other factors constant. However, it is not reason-

able to compute the wave barrier performance by allowing just one parameter to change since

the parametric study proved that the dimensional and geometrical factors of a barrier are not

independent and sometimes they may have an effect on each other. Therefore, it is imperative

to study the mutual effect of all parameters including the dimensional and geometrical factors to
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implement a successful wave barrier through optimal combination of parameters. This aim has

been achieved through a genetic algorithm optimization technique for three different configura-

tions of obstacles including the single, double and the triangle wall systems, respectively. It was

tried to adjust the parameters to reach the same value of cross-sectional area for each system.

The first step in the implementation of a genetic algorithm is to randomly create an initial pop-

ulation. Through reviewing empirical studies carried out and doing some trial and error for the

initial population, population size equal 30 is found to be optimal for the problems in vibration

isolation. Since the vibration isolation problem is an inherent complex and non-linear problem,

the finite element program (Plaxis) and Python programming language are utilized as a fitness

function to calculate the quality of a chromosome as a solution. A remote scripting interface

is an option for building a model automatically in Plaxis and this ability creates a possibility

to use Plaxis as a fitness function in genetic algorithm. The code is developed for vibration

isolation study and all analyses steps are automatized. Another important feature of this code

is the changeability of the soil and geofoam material, the geometrical dimensions and the shape

of the barrier.

Woods suggested that a successful wave barrier should reach at least 75% mitigation in

scattering of incoming waves. On the other hand, reaching to a deep trench like 5 or 6 m
is relatively tough and sometimes impossible in reality. All of these issues lead to create a

restriction amount for Ar which is 0.75. In addition, we know that depth of the trench is one

of the most important factors in achieving an acceptable efficiency for the wave mitigation.

Therefore, defining a cost function for optimizing Ar value and simultaneously considering the

depth of the barrier is a proper solution for increasing the importance of D in the optimization

process. This is done by assigning two different constant coefficients including Alpha and Beta

for Ar and the depth in a cost function, which are 0.995 and 0.005, respectively.

The next step is applying crossover, which is the genetic operator and uses to combine two

chromosomes, or parents, to generate a crossover child for the next generation. Crossover

is applied to the random selected parents with a crossover probability Pc of equal 0.8. The

mutation operator is applied with a mutation probability Pm equal to 0.2. After completing

the process of selection, recombination and mutation, the next population can be generated.

This process of evaluation, selection, recombination and mutation is repeated until finishing the

iteration number. A summary of implementation of the genetic algorithm for vibration isolation

problem is presented in Fig. 13.

9 OPTIMIZATION OF DIFFERENT SYSTEMS

A genetic algorithm code with the above-mentioned properties is implemented in Python

through writing a script for optimizing various parameters of the trench. It is mandatory to write

a script that is readable by Plaxis for creating the model automatically including soil contour,

borehole, soil model, structure, mesh, calculation phases, and calculating the efficiency of the

trench.

A quantitative range for different parameters is defined for finding the optimal solutions of

the problem. In order to make a proper comparison for all three configurations, the same depth

and cross-sectional area is assumed for all three systems. For each system, different boundaries

are defined as the maximum and minimum value for various variables, which are presented in

Table 1.

A genetic algorithm is used for optimizing the important parameters of the barrier for the

vibration isolation problem for reaching the efficiency of almost 75%. The variation of the

parameters is assumed as the same value for having the equal cross-sectional area, while one of
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genetic algorithm 
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Points and Velocity 
for calculating 

Defining the Max
and Min value of the

parameters

Starting new project 
Defining the material 
and soil stratigraphy

Defining plate 
Installing trench

Creating surface load

Generating mesh
Assigning coarseness 
factor to the sections

Defining phases
Activating trench and

dynamic load

Performing 
calculation and

viewing the results

Collecting results
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Terminate and show the best 
parameter of the trench

Python Script

Figure 13: Implementation of the genetic algorithm for the vibration isolation problem

Type of system Location (m) Depth (m) Width (m) Length (m) Distance (m)

Single 2-20 2-6 0.25-1 5-15 -

Double 2-20 2-6 0.25-1 5-15 2-4

Triangle 2-20 2-6 0.5-2 5-15 -

Table 1: Defined boundaries for different parameters in the genetic algorithm

the purposes of this study is evaluating the effect of the shape of the trench on mitigating of the

incoming waves. The optimal parameters of geofoam-filled barrier for different systems in the

case of active isolation and for the frequency of 50 Hz is presented in Table 2.

The trench length for the single wall system is calculated with the same value of parametric

study, so it is concluded that the length of 10m for the single wall system is suitable for reaching

the desired efficiency. In addition, the space between the barriers for double wall system is in a
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System Location (m) Depth

(m)

Width

(m)

Length

(m)

Distance

between

trenches (m)

Efficiency

(%)

Single Wall 5.38 2.96 0.95 10 - 78

Double Wall 4.06 2.6 1.2 6.05 2 78

Triangle Wall 2.18 2.98 1.92 8.15 - 74

Table 2: Optimized dimensions of the trench for different systems (50Hz)

good agreement with the result of parametric study.

An initial observation of the optimized parameters shows that the triangle wall system should

be installed more near to the vibration source in comparison with other systems. In addition,

the results show that the depth of the barrier is almost independent on the shape of the trench

for the single and triangle wall systems, since the depth of the trench reminds almost has the

same value for these systems. A pair of double wall barriers needs more width and lower

depth in comparison with other configurations. Moreover, the length of the trench decreases in

comparison with the other systems. Generally speaking, if reaching a depth of around 3m is

difficult for a trench, double wall system is a good solution by having lower depth.

10 COMPARISON BETWEEN DIFFERENT SYSTEMS

Since the frequency of the applied load plays an important role in vibration isolation, a

comparison has been done for different configurations with optimized parameters. By changing

the frequency of the applied load, the average amplitude reduction ratio is calculated for the

vertical response for the area beyond the trench and the results are illustrated in Fig. 14.

Figure 14: Influence of frequency of the applied load (Optimized parameters for all systems)

The results state that frequency of applied load plays a significant role in attenuating of

incoming waves for various systems including the triangle, double and the single wall in orders.
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Increasing the frequency of the load leads to a dramatic decrease in Ar value. For instance,

increasing the frequency of the applied load from 20 to 70HZ results in reducing the average

amplitude reduction ratios, which are approximately 85% for almost all systems.

11 Conclusion

The developed numerical model is verified by an analytical method. Then, a full parametric

study is done for evaluating the effect of the governing factors including the depth, width and

the length of the barrier in the active isolation and the results are compared. Three different

systems including the single, double and the triangle wall are selected for assessing the effect of

the shape of the trench on vibration isolation. Based on the results of parametric investigations:

• The normalized length of 2.5 is recommended for all three systems for having the highest

amount of efficiency.

• The single wall system needs the lowest value of normalized depth for attenuating the

incoming waves at an optimum depth, which is equal to 1.25. However, the optimum

depth for double and triangle wall system is calculated to 1.5.

• The double wall system needs an optimum width of 0.2, which is the lowest width in

comparison with other systems, whereas the optimum width of single wall system is

calculated to 0.25. For triangle wall system, shallow trenches need more width (W = 0.4)

to reach the highest value of efficiency in comparison with a deep trench, which is 0.3.

• The double wall is the best system for attenuating the highest amount of incoming waves

in comparison with other systems.

Finally, the most significant finding of the research is the developed genetic algorithm code that

can be used as a reference for geotechnical engineers for designing the barrier for achieving at

least 75% mitigation in vibration amplitudes. In addition, the mutual study of all parameters

demonstrated that the results are different to those of a single parametric study. The result of the

comparison of all systems in the frequency domain revealed that the single and the double wall

barriers are the best systems for the frequency in the range of 20−40Hz for the active isolation

and the triangle wall system is highly recommended for the frequency of 10 Hz. However,
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 Phononic crystals (PnCs) and metamaterials are nowadays widely investigated for 
vibration suppression owing to their stopbands that prohibit wave propagation. The applica-
tion of PnCs and metamaterials is however limited by their narrow bandgaps especially for 
low frequencies. The recently introduced rainbow metamaterials composed of spatially varied 
oscillating unit cells are found to generate broader bandgaps than the periodic structures. 2D 
rainbow PnCs consisting of cubic blocks with internal voids connected by curved beam are 
proposed in the present paper. Masses of the cubic blocks differ due to different dimensions of 
internal voids. To prove the effects of rainbow design, two 2D block-beam lattice structures, 
with periodic and nonperiodic units respectively, were manufactured by additive manufactur-
ing method. Frequency response functions of the manufactured PnCs were measured with a 
testing system containing a mechanical shaker, an impedance head and a laser Doppler vi-
brometer. Receptance functions of the PnCs in two directions were measured separately. The 
obtained experimental results show that the PnC with rainbow mass has extended bandgaps 
compared with the periodic one.
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ACOUSTIC PERFORMANCE EVALUATION OF A PANEL
UTILIZING NEGATIVE STIFFNESS MOUNTING FOR LOW

FREQUENCY NOISE CONTROL
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Abstract. In order to encounter the challenges of low frequency noise absorption below
100 Hz, primarily emitted from the engines in air and ground vehicles, a method of
acoustic panel mounting is proposed based on the KDamper concept which utilizes
the negative stiffness damping effect. The practical constraints in such applications
relating to the thickness of the panel for adequate noise absorption, are compensated
through the unique damping properties of the KDamper and the ability to attenuate low
frequency excitation in a considerable range. Therefore, a preliminary implementation
of an acoustic panel with appropriately designed elastic mounts incorporating negative
stiffness elements, is evaluated in terms of acoustic performance. During the design
stage of the mounting, the problem is approached as in the case of classic vibration
isolation of a rigid mass, due to the nature of the low frequency excitation. However,
the elasticity of the deformable thin plate is taken into account by modeling its dynamic
behavior using generalized modal values. The investigation consists in establishing the
theoretical framework of the problem for the examination of metrics such as the sound
transmission loss (STL) and the optimization of the mounting in order to maximize the
STL performance, accompanied by FEM simulations. Additionally, comparisons with
conventionally mounted panels is provided for reference and to highlight the advantages
of the proposed solution. Early results regarding the noise control capabilities of such
a panel configuration, indicate the potential of this proposition in specific applications.
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1 INTRODUCTION

Researchers have reported several hazardous impacts of low-frequency noise on hu-

man health such as annoyance, headache, city-fatigue [5], etc. To attenuate low fre-

quency sound, passive solutions such as foam layers, sound diffusing panels and blocks,

sandwich panels and many others [14], constitute the most widespread means for acous-

tic treatment in a vast range of applications from room acoustics, to loudspeaker enclo-

sures etc.. However, these means present certain limitations in the low frequency range,

namely below 500 Hz approximately, which is very important regarding noise control in

transportation media and inside buildings, among other applications. Traditional materi-

als follow the mass density law for sound shielding. According to the mass-density law,

sound transmission through a substance [19] is given by T = 1
ρtf

, where ρ is density, t
is thickness of the medium, and f is the sound wave frequency. Thus, for a particular

frequency, doubling the thickness of the sound insulator would result in an increment

of only 6 dB STL. Therefore, a thicker porous material is required for shielding of low

frequency noise [11], but even a thick concrete wall fails to attenuate low levels of low

frequency noise. To encounter these issues, other types of solutions have been proposed

in the form of local dampers [13], perforated plates [4], meta- surfaces or meta-diffusers

[8] and acoustic/elastic meta-materials [3] among others.

Lightweight single or double walls are very common solutions for partitioning in

dwellings. They are typically composed of two leaves mounted on a wood or steel

frame. The cavity between these leaves is filled by absorbing material to improve the

acoustic performance in mid-to-high frequencies. The limited capability of the afore-

mentioned conventional passive means at low frequencies, introduces a dilemma, pro-

vided that improvement of their performance is generally associated with an increase in

weight and volume. Additionally, other solutions such as conventional passive vibration

dampers have the ability to absorb at very specific frequencies, and they can also be very

heavy.

Owing to the need of low frequency sound absorption, it is desired to develop a new

generation of partitions capable of attenuating noise in low-to-high frequency range.

To contribute to the solution the paper considers the application of the KDamping con-

cept towards the design of highly dissipative low-frequency mounts. The KDamper is a

novel passive vibration isolation and damping concept, based essentially on the optimal

combination of appropriate stiffness elements, which include a negative stiffness ele-

ment [1, 2]. In order to propose a solution to this problem, the STL of panels is initially

examined, considering the sound propagation through a single, finite, rectangular thin

plate. The acoustic behavior of a simply supported plate in this low frequency range,

may be treated as a case of classic vibration control. The mounting of this plate is in-

vestigated and the way it participates in its STL performance. An equivalent analytical

framework is presented describing the behaviour of a conventional panel supported by

KDamper mounts incorporating the effect of the panel flexural stiffness. it is worth
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Figure 1: Typical STL profile of a panel.

noting that, the previous approaches considered the problem as in the case of classical

vibration of a rigid mass ignoring any contribution of the plate’s modes [17].

2 SOUND TRANSMISSION LOSS OF PANEL

In this section the theory of Sound Transmission Loss (STL) through a single panel

is briefly presented. Various ways have been proposed regarding the modeling and

simulation of the sound propagation through obstacles and the resulting STL [20, 15, 9].

In this work, the fundamental physics of the problem are investigated via an impedance

based approach. According to this approach Transmission loss of sound occurs when

there is an impedance mismatch between the propagation media of the traveling sound

waves, thus sound is reflected and/or absorbed [9]. Direct sound transmission through

thin panels depends on the mass, stiffness and damping of the system plate-support.

Figure 1 shows a typical form of the STL curve for sound propagation through a thin

plate [7]. This curve presents five distinct regions in corresponding frequency ranges,

depending on the properties of the system.

In a general case as in Fig. 2a, the STL is investigated via the assumption of a propa-

gating plane wave between two different media. The impedance mismatch comes from

the difference of impedance that the propagation medium of the incident waves Z0, has

from the propagation medium of the transmitted waves Z1. In order to quantify the

consequences of this mismatch, the transmission coefficient τ is introduced, defined as

the ratio of the complex amplitude of the transmitted sound pressure to the complex

amplitude of the incident sound pressure:

p̃t
p̃i

= τ = 2
Z̃1

Z̃1 + Z̃0

(1)

Figure 2 illustrates a wall, a rigid flat surface that consists only on mass, oscillating in

an infinite rigid baffle with air on both sides, subjected to normal incident plane waves

pi = p̃ej(ωt−κ0z). This particular case is refereed to as the ”limp wall” assumption and

the resulting frequency response of the STL is known as the ”mass law”.
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Figure 2: (a) Wave propagation in the presence of impedance mismatch (b) Limp wall

assumption.

For frequencies higher than the natural frequency f0, the STL is controlled by the

mass per unit area of the panel. This corresponds to a 6 dB per octave increase of STL,

while doubling the mass per unit area leads to a 6 dB per octave increase. Specifically,

for a thin panel, neglecting stiffness and damping (limp wall):

STL = 10log
[ ω2m2

4(ρ0c0)2/cos2θ

]
(2)

where θ is the angle of incidence of the propagated sound waves, c0 is the speed of

sound in air, ρ0 the air density and m [kg/m2] is the mass per unit area of the panel. In

the case of normal incident waves, θ = 0.

Now, assuming that the same laws apply in case of a partition as illustrated in Fig. 3,

by applying pressure and velocity continuity conditions at the interface of air and plate,

the transmission coefficient comes as

τ =
2Z̃0

−j(ωm− k/ω) + (2Z̃0 + c)
(3)

The imaginary part in the denominator of Eq. (3), indicates that the mass contribution

ωm and the spring contribution −k/ω have a phase difference of 180◦ while the term

2Z̃0 indicates the radiation at both sides of the wall. The transmission coefficient can

also be written as

τ =
Z̃f

Z̃p + Z̃f

(4)

where Z̃p = −j(ωm+ jc− k/ω) is the partition (mechanical) impedance and Z̃f =
2Z̃0 is the fluid loading impedance in both directions [9]. The

For the calculation of the Sound Transmission Loss (STL) in the case of a thin plate

using the single DOF model as in Fig. 3, the expression of the mechanical impedance
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Figure 3: Wave propagation at a partition.

Z̃p can be rearranged to include the transfer function of the displacement as to the exci-

tation, namely

Z̃p = − 1

jω

|T̃XF |−1

A
(5)

where A is the surface of the plate subjected to the excitation. Therefore, the STL is

calculated as

STL = 10 log10
1

|τ |2 [dB] (6)

3 THE KDAMPER CONCEPT

The KDamper, which can be considered as an extension of the traditional Tuned

Mass Damper (TMD), is a novel passive vibration isolation and damping concept, based

essentially on the optimal combination of appropriate stiffness elements, including a

negative stiffness element [1]. The KDamper supplements the inertial forces of the

added TMD mass with the stiffness force of the negative stiffness element. This neg-

ative stiffness element can be realized by a number of ways such as pre-stressed disc

(Belleville) springs, arranged in appropriate geometrical configurations [3]. Among

others, this can provide significant comparative advantages, especially in the very low

frequency range, such as better damping characteristics without the need of heavy addi-

tional masses.

4097



Paradeisiotis Andreas, Kalderon Moris , Antoniadis Ioannis and Fouriki Lina

mmm

mDmDmD

cDkP

kS
2

kN

kS
2

x(t)f(t)

y(t)

Figure 4: Schematic diagram of the KDamper oscillator.

The KDamper elements are calculated for a specific mass around a desired frequency

f0 or ω0 = 2πf0 and the overall static stiffness comes as k0 = mω2
0 , which also equals

to

k0 =
kPkN
kP + kN

+ kS (7)

The overall static stiffness k0 of the system is maintained.

Next, the basic parameters of the KDamper concept μ,κ and ρ, are defined as

μ = mD/m (8)

ρ = ωD/ω0 (9)

κ = −kN/(kP + kN) (10)

Finally, the non-dimensional parameters of the stiffness elements of the KDamper

are defined as

κS =
kS
k0

= 1 + κ(1 + κ)μρ2 (11)

κP =
kP
k0

= (1 + κ)μρ2 (12)

κN =
kN
k0

= −κμρ2 (13)

leading to the calculation of the stiffness elements (kS, kP , kN ) of the oscillator. Fur-

thermore kD is defined as kD = kP + kN , thus, for a specific damping ratio ζD, the

damping constant is calculated as:

cD = 2ζD
√
kDmD (14)
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(a) Frequency response of |T̃XK |. (b) Frequency response of |T̃Y K |.

Figure 5: Frequency response of of the transfer functions of the KDamper.

Figures 5a and 5b, present the frequency response of the transfer functions of the dy-

namic magnification factor for both degrees of freedom (DOFs) x and y of the KDamper

respectively, for an indicative set of parameters μ, κ and ρ. More information regarding

the design of the KDamper can be found in [16].

4 SOUND TRANSMISSION LOSS OF DEFORMABLE THIN PLATE

The investigation in this paper is an extension of previous work [17, 16]. However,

a slightly different approach is taken here, where the thin plate is now considered as

elastic/deformable instead of rigid as before. The goal is to examine how this property

of the plate, participates in the dynamics of the system and consequently, the acoustic

performance.

In order to do that, the assumption that the bending stiffness of the deformable plate

is in a way in series with the stiffness of the mounting, is formulated. This assumption

is also investigated through modal analysis and frequency response with FEM. This is

achieved by utilizing the generalized values of the structure, namely generalized mass

and the corresponding generalized stiffness for the appropriate modes, calculated from

modal analysis and FEM simulations, in order to construct a corresponding single de-

gree of freedom (SDOF) model representing the dynamic behavior of the deformable

thin plate.

4.1 THEORETICAL FORMULATION

In this section the KDamper theoretical framework is extended to include the case

where the rigid mass is replaced by a deformable plate. Figure 6a, shows the equivalent

dynamic SDOF model of a deformable plate and the approximate modification when

the plate is mounted on elastic mounts.

Figure 6b, shows the equivalent model when the simple elastic mount is replaced

with an elastic mount based on the design of the KDamper.
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(a) Deformable plate on elastic mounts with stiffness

kS .
(b) Implementation of the mounting

based on the KDamper.

Figure 6: Modelling of a mounted deformable plate.

The equation of motion of the equivalent SDOF model is

m∗
i ü+ c

∗
i u̇+ k

∗
i u = f(t) (15)

while in the case of the simple elastic mount becomes

m∗
i,newü1 + k

∗
i (u1 − u2) = f(t) (16)

mjü2 + cSu̇2 + kSu2 + k
∗
i (u2 − u1) = 0 (17)

where mj is the connecting mass which is assumed as neglible in order to act just as a

connector, namely an additional DOF and kS is the stiffness of the elastic mount which

needs to be calculated.

In the case of the KDamper elastic mount, the equation of motion in matrix formula-

tion comes as

M �̈u(t) +C �̇u(t) +K �u(t) = �F f(t) (18)

where the mass (M), damping (C) and stiffness (K) matrices, come as

M =

⎡⎣m∗
i 0 0
0 mj 0
0 0 mD

⎤⎦ , C =

⎡⎣0 0 0
0 cS + cD −cD
0 −cD cD

⎤⎦

K =

⎡⎣ k∗i −k∗i 0
−k∗i k∗i + k

′
P + k′S −k′P

0 −k′P k′P + kN

⎤⎦ , F =

⎡⎣10
0

⎤⎦ (19)

At this point, it should be highlighted that the Dashpots (cs,cD) shown in Figure 6a

denote schematically the systems’ hysteretic damping and they should not be confused
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with the parallel dashpots that are usually employed when viscosity is considered. The

loss factor η, can represent more accurately the dynamic response of nonlinear systems

compared with the damping ratio which is defined on the grounds of the linear single

degree of freedom (SDOF) viscous model [10, 6].

Therefore, the damping matrix is empty C =
[
0
]
(cs = cD = 0) and the hysteretic

damping is introduced indirectly in the stiffness matrix K =
[ ]

,

where

k′S = kS (1 + jn) (20)

k′P = kP (1 + jn) (21)

The transfer matrix relative to the excitation, for each frequency ω, is calculated from

the following expression:

TRF = (−ω2M+K)−1F (22)

where

TRF =
{

ũ1

F̃
ũ2

F̃
ũ3

F̃

}T
(23)

Finally, the transfer function of the deformable plate mounted on KDamper mounts,

is taken as TXFKD
= ũ1

F̃
.

4.2 OPTIMIZATION OF THE KDAMPER PARAMETERS

The aim is the selection of the optimal values for the KDamper elements, in order to

obtain the maximum possible STL performance, especially in the resonance region of

the system in comparison to the initial case where the plate is simply supported on its

edges.

4.2.1 OPTIMIZATION ALGORITHM

For the optimization, the ”fmincon” function of the MATLAB software for local

minimization of non-linear functions and constraints, is utilized. The optimization al-

gorithm is formulated as follows:

min
x
f(x) s.t.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
c(x) ≤ 0
ceq(x) = 0
A x ≤ b

Aeq x = beq
lb ≤ x ≤ ub

∥∥∥∥∥∥∥∥∥∥
(24)
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where x is the vector containing the optimization variables and f(x) is the objective

function to be minimized. In this case the vector x is

x =
{
kN kP kS

}T
(25)

Regarding the objective function, the algorithm maximizes the minimum value of the

STL of the model in Fig. 6b, namely

f(x) = −min(STLKD) (26)

Initially, the only constraint to which the optimization is subjected has to do with the

static stability margin of the KDamper, which is defined as

ε =
kNlim

− kN
kN

(27)

where

kNlim
=

kPkS
kP + kS

(28)

and is set to have a minimum value of 10%.

Therefore, the optimization problem becomes

min
x
f(x) s.t.

{
0.1− ε ≤ 0
lb ≤ x ≤ ub

∥∥∥∥ (29)

with the optimization variables between the lower bounds

lb =
{
−1× 106 0 0

}T
(30)

and the upper bounds

ub =
{
0 15× 105 1× 107

}T
(31)

The starting point x0 of the algorithm, is selected such that the stiffness element kS
is of the same order of magnitude as the stiffness element k∗i of the deformable plate

model.

4.2.2 CASE EXAMINATION: RECTANGULAR DRYWALL

A 0.625 × 1.6 m rectangular drywall is considered, according to real-life masonry

applications. The width corresponds to the horizontal distance between the upright

supporting beams providing the stable frame of the drywall. Typically, the height of

such a drywall is around 3.2 m, meaning that it can be covered by two pieces with the
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Table 1: Drywall properties.

m [kg/m2] W [m] H [m] t [m] m [kg] E [MPa] ν
8.35 0.625 1.6 12.5× 10−3 8.35 2900 0.31

dimensions consider here. The selected dimensions correspond also to a frontal surface

of 1m2. The relevant properties of the drywall are summarized in Table 1.

Modal analysis via the finite element method (FEM), assuming simply supported

boundary conditions as in Fig. 7a, gives the following generalized values for the funda-

mental mode of the plate, shown in Fig. 7b:

f ∗1 = 31.39 [Hz] m∗
1 = 2.82 [kg] (32)

In case of a simply supported rectangular thin plate this frequency may also be esti-

mated accurately by the theoretical expression

ωmn =

√
D

ρt

[(mπ
lx

)2

+
(nπ
ly

)2]
(33)

form = n = 1 which corresponds to the 1st mode and

D =
Et3

12(1− ν2) (34)

whereD is the plate flexural rigidity, t is the plate thickness, E the Young’s modulus

and ν is Poisson’s ratio. The corresponding generalized mass and stiffness [18] are

defined as

m∗
11 = m/4 (35)

k∗11 =
1

4
lxlyDπ

4
( 1

l2x
+

1

l2y

)2

(36)

Based on these values an equivalent generalized stiffness is calculated for the formu-

lation of the corresponding SDOF model. Based on expression (36), it can be easily

shown that the generalized stiffness is minimized when lx = ly, i.e for a square plate.

However, as it will be shown hereinafter, acoustic performance is optimized when stiff-

ness is maximized; in that terms the square plate constitutes the less attractive configu-

ration .

Next, it is assumed that the plate will be supported on fifteen (15) elastic mounts

in a configuration that essentially divides the plate into two equal parts of 0.3125 m ×
1.6 m, as presented in Fig. 8a. Initially, this configuration as a simply supported plate
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(a) Initial boundary conditions. (b) Mode under consideration.

Figure 7: Simply supported drywall 0.625× 1.6m, A = 1m2.

is considered, in order to obtain a more indicative set of generalized values for the

following case of the mounted plate, which come as:

f ∗1 = 196.92 [Hz] m∗
1 = 1.91 [kg] (37)

Using the objective function of Eq. (26), the algorithm searches for a solution in the

frequency range fe = 1 : 1000Hz. After the optimal set of parameters is calculated, the

resulting stiffness kS is divided into 15 springs and the FEM simulation is repeated in

order to calculate the new generalized mass m∗
i,new. This procedure repeats a few times

until there is a convergence of this value within a margin of error where any deviations

become insignificant to the final results.

Then, for the generalized mass m∗
1,new of the mounted plate, the corresponding ele-

ment values of the KDamper come as in Table 2. The effect of the hysteretic behavior

of KDamper is investigated parametrically for four (4) different loss factor η values and

the results are illustrated in Fig. 9. The total loss factor η of a structure is the ratio of

lost to reversible mechanical energy per radian cycle in a dynamic system. Nowadays,

someone can easily find industrially produced rubber materials with specified loss factor

values higher than η = 0.4 [12].

Figure 10, essentially compares the STL performance of the panel when utilizing

elastic mounts - red-dashed line for simple elastic mounts and blue line for the optimized

KDamper mounts - with the initial case as in Fig. 7, which is represented by the green

line. Additionally, the mass law curve is represented for reference with the black-dashed

line. When using elastic mounts the new generalized mass of the corresponding mode

is higher, namely m∗
new = 4.156 kg compared to the initial m∗ = 2.819 kg. The same
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(a) Mounting points for the elastic mounts.
(b) Mode under consideration.

Figure 8: Drywall supported by 15 mounts.

η μ f∗
i [Hz] m∗

i,new [kg] κ kS [N/m] kP [N/m] kN [N/m]

0.05 0.01 42.73 4.159 5.247 5.280× 105 4.348× 104 −3.652× 104

0.1 0.01 43.72 4.159 5.526 5.291× 105 3.894× 104 −3.297× 104

0.2 0.01 26.76 4.154 1.478 5.225× 105 2.739× 105 −1.634× 105

0.4 0.01 20.10 4.156 0.376 5.301× 105 1.234× 106 −3.371× 105

Table 2: Values of KDamper parameters for assuming loss factor values η = 0.05 : 0.4.

mass m∗
new is also used for the mass law. Therefore, this fact alone is expected and it

shows to improve the STL performance of the initial panel.

5 DISCUSSION

An increase in the loss factor, improves the acoustic performance of the panel at the

design frequency and the uniformity of STL at the resonance frequency range. How-

ever, the design frequency shifts to lower values and at the same time, higher damping

also translates to smaller oscillation amplitude for the added mass. Of course, arrange-

ments with extraordinary high loss factors are not easily realized practically and that is

something that has to be considered. For example, in this contribution the loss factor is

selected η=0.2.

The resulting STL curves for the four cases are compared in Fig. 10. The STL curve

of the ”mass law” (limp wall approximation) is presented as a reference for the perfor-

mance in these cases. The obvious advantage of the proposed KDamper configuration is
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Figure 9: Resulting STL curves comparison with optimized KDamper mount for dif-

ferent Loss factor η values.

the higher level of STL in the resonance region and the coincidence with the ”mass law”

curve for higher frequencies. On the other hand, the simple elastic mount configuration

revealed little or no improvement in low frequencies compared with the simply sup-

ported panel, especially in the case of low damping but exhibited a similar behavior

with the KDamper mounted panel for higher frequencies.

This impedance based approach for the calculation of the STL performance of a

panel, demonstrates the viability and advantages of a KDamper based, mounted plate

over conventional mounting mechanisms. The addition of the elastic mounts on a de-

formable plate, increases the generalized mass, therefore improves its acoustic perfor-

mance. Compared to the simple elastic mounts, the KDamper provides an additional

improvement in the resonance region. The main observation as shown in Fig. 6, is that

the equivalent dynamic stiffness of the deformable plate and the stiffness of the mount-

ing, operate approximately in series. Consequently, as it comes from the expression

ktot =
k∗i kS
k∗i + kS

(38)

the total stiffness of the model is restricted by the initial equivalent dynamic stiffness

of the plate. An indicative graphical representation of Eq. (38), is shown in Fig. 11.

This implies that in order to utilize stiffer mounting -therefore increasing the eigen-

frequency of the model where the total STL level is higher and the effect of the KDamper

is more prevalent- requires a stiffer plate. To achieve that, either the mounting has to

be more dense, namely dividing the plate into smaller ”pieces” or the material of the
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Figure 10: Comparison of the resulting STL curves with the optimized KDamper mount.

plate itself has to have higher Young’s Modulus, thus higher bending stiffnessD, or/and

higher mass per unit surface.

6 CONCLUSIONS

A novel mount for acoustic panels was presented based on the KDamper concept,

incorporating a negative stiffness element. The application of the mount in flexible pan-

els was investigated based on analytical formulas and an equivalent ”KDamper-Flexible

panel model” was developed, to approximate more accurately the acoustic performance

of the configuration compared to the ”rigid mass” approach. The optimization algo-

rithm of the system’s parameters was described and an iterative procedure was followed

to define the optimized set of parameters aiming to maximize the STL.

Then, a real-case scenario of a 0.625× 1.6m rectangular drywall was studied, com-

prising the reference arrangement for all the subsequent comparisons. The hysteretic

behavior of the mount was examined for a range of loss factor (η) values, which con-

trol the design frequency, revealing the importance of a suitable rubber material to the

system’s performance. Finally, the superiority of the KDamper mounts was shown by

comparison with the Simply-Supported panel and the simple elastic mounts. In case

of the elastic supports an increase was observed at oscillating panel effective mass, re-

sulting to an improved sound attenuation. The KDamper mounts proved advantageous

compared with the simple elastic mounts improving at least four (4)dB the STL curve in

the low frequency region. To the authors knowledge this improvement has not been ob-

served in any other product being available on the market. Additionally, it was observed

that the equivalent dynamic stiffness of the panel and the stiffness of the mounting, op-

erate approximately in series. Hence, the total stiffness of the model is bounded by the
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Figure 11: Springs in series configuration.

initial equivalent dynamic stiffness of the panel.

It should be noted that the approach followed in this paper, considers an equivalent

mount-flexible panel model where the total system stiffness is calculated by applying

a heuristic approach. Therefore, a topic for future work, is the calculation of the STL

via a full numerical coupled structural-acoustic FE model and validate the performance

experimentally.
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A MACHINE MOUNT BASED ON THE KDAMPER FOR
VIBRATION ABSORPTION AT LOW FREQUENCIES
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Abstract. The advantages of the negative stiffness damping effect for vibration absorp-
tion in very low frequencies (below 10 Hz) are utilized in this implementation in the
form of a mounting mechanism based on the KDamper concept. Specifically, the mount
is designed for the absorption of vertical vibrations for machines with mass in the order
of 100 kg and rotational speeds in the area of 500 RPM. The design consists in the selec-
tion of the appropriate stiffness elements according to the KDamper concept, optimized
for minimizing the displacement amplitude of the seismic mass. The included negative
stiffness element is realized via a simple configuration of pre-stressed disc (Belleville)
springs. Initial experimental measurements of an early prototype are used for compar-
ison with the theoretical investigation and evaluation of the absorption capacity of the
mounting mechanism. The results are compared with the predictions of the correspond-
ing models. At the same time, the effects of the non-linear nature of the negative stiffness
element are documented, among certain constraints and conditions required for the op-
timal operation of the system. This examination is demonstrated through the frequency
response of the non-linear system using the theoretical models and experimental setup,
its potential advantages compared to conventional elastic mounts.
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1 INTRODUCTION

Regarding vibration isolation with conventional elastic mounting, generally in the

case of systems subjected to periodic excitation the resonant frequency has to be lowered

by adjusting the stiffness of the mounting. Consequently, the frequency of the excitation

falls in the isolation range. However, especially in cases where the excitation frequency

is already very low, this could mean that the stiffness has to be decreased so much

that it compromises the structural integrity of the system. Very low stiffness could also

translate to prohibitive amplitude values of the response, especially since high damping

ratios are not always easily achievable in a lot of cases.

For this reason, several different concepts have been proposed and implemented over

the years, encountering the difficulties in low frequency vibration isolation. Some ex-

amples are the general concept of the Tuned Mass Damper (TMD), quasi-zero stiffness

oscillators, the inerter and other concepts and variations of the aforementioned.

The design of a mounting mechanism for the absorption of vertical vibrations of

rotating machines and all kinds of critical configurations, is examined in this paper. The

seismic mass is considered to be 100 kg and the rotational speed around 500 RPM.

This mount is based on the KDamper concept [1, 2], the schematic diagram of which is

presented in Fig. 1.a.

The KDamper, which can be considered as an extension of the traditional Tuned

Mass Damper (TMD), is a novel passive vibration isolation and damping concept, based

essentially on the optimal combination of appropriate stiffness elements, including a

negative stiffness element [1]. The KDamper supplements the inertial forces of the

added TMD mass with the stiffness force of the negative stiffness element. This neg-

ative stiffness element can be realized by a number of ways such as pre-stressed disc

(Belleville) springs, arranged in appropriate geometrical configurations [3]. Among

others, this can provide significant comparative advantages, especially in the very low

frequency range, such as better damping characteristics without the need of heavy ad-

ditional masses and without sacrificing the static loading capacity of the structure by

using very soft elastic mounting.

The KDamper elements are calculated for a specific mass around a desired frequency

f0 or ω0 = 2πf0 and the overall static stiffness comes as k0 = mω2
0 , which also equals

to

k0 =
kPkN
kP + kN

+ kS (1)

The overall static stiffness k0 of the system is maintained.

Next, the basic parameters of the KDamper concept μ,κ and ρ, are defined as
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μ = mD/m (2)

ρ = ωD/ω0

κ = −kN/(kP + kN)

Finally, the non-dimensional parameters of the stiffness elements of the KDamper

are defined as

κS =
kS
k0

= 1 + κ(1 + κ)μρ2 (3)

κP =
kP
k0

= (1 + κ)μρ2

κN =
kN
k0

= −κμρ2

leading to the calculation of the stiffness elements (kS, kP , kN ) of the oscillator. Fur-

thermore kD is defined as kD = kP + kN , thus, for a specific damping ratio ζD, the

damping constant is calculated as:

cD = 2ζD
√
kDmD (4)

Figure 1 presents the schematic diagrams of the classic "m-c-k" and "TMD" oscil-

lators along with the KDamper. For a direct comparison between the three concepts, it

is appropriate to consider the same static stiffness k0 for all. However for the TMD is

taken that fD,TMD = f0,mck = f0,KD. This modification makes the static stiffness of

the TMD slightly higher and the reason for this is to exploit the anti-resonance nature of

the oscillator. As for the stiffness elements, it is considered that kS,TMD = ω2
0mD and

kP,TMD = ω2
DmD.

The frequency response of the transfer functions for the three oscillators are com-

pared in Fig.2. For a harmonic excitation, the KDamper minimizes the amplitude of the

response x(t) in a frequency band defined by the selection of its individual parameters,

much more effectively than the TMD for a broader range of frequencies while utilizing

much lighter added mass. The depth of the narrow band where the transfer functions

of the TMD drop, is proportionate to its added mass and inversely proportionate to the

damping element cD, but of course cD cannot be too low due to practical amplitude

constraints of the internal mass.

2 EXPERIMENTAL IMPLEMENTATION OF KDAMPER

For this particular implementation, a conservative approach is taken, meaning that

parameter κ is taken as just 45% of κmax in order to ensure a static stability margin ε
above 10%.
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Figure 1: Schematic presentation of vibration isolation concepts.

μ ζS ζD f0 [Hz] m [kg] κ [%κmax]
0.03 0.15 0.2 8.33 100 45

k0 [N/m] kS [N/m] kP [N/m] kN [N/m] cS [Ns/m] cD [Ns/m]
2.74× 105 3.79× 105 3.59× 104 −2.68× 104 1.57× 103 66.36

Table 1: Values of KDamper parameters for 100 kg seismic mass.

Figure 3, presents the frequency response of the transfer functions of the dynamic

magnification factor for both degrees of freedom (DOFs) x and y of the KDamper re-

spectively, for an indicative set of parameters μ, κ and ρ. More information regarding

the design of the KDamper can be found in [6].

2.1 NEGATIVE STIFFNESS ELEMENT REALIZATION

There are various structural configurations by which negative stiffness can be achieved,

using either post-buckled beams or shells, pre-stressed spring configurations and many

others [5]. In this implementation, the negative stiffness element of the oscillator is re-

alized utilizing disc (Belleville) springs. The exerted force and the equivalent stiffness

of this type of springs, are non-linear functions of the vertical displacement s of the

inner diameterDi. The height of the spring is denoted by l0,De is the external diameter

and h0 ≈ l0 − t, where t is the thickness. The relevant notation is demonstrated in

Fig. 4. More specific information about disc springs are provided by manufacturers [4].

Specifically, for the calculation of the exerted force of an individual spring as function
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Figure 2: Magnification factor comparison of the three oscillators.

of the deformation s holds:

F (s) = Fc

[
K2

4

(h0
t
− s

t

)(h0
t
− s

2t

)
+ 1

]
s (5)

where Fc = F (s = h0) is the exerted force when the disc is at its flattened position and

is estimated as

Fc =
4E

1− ν2
t3h0
K1D2

e

K2
4 (6)

By setting δ = De/Di as the ratio of outer to inner diameter of the disc, parameters K1

is defined as

K1 =
1

π

(
δ−1
δ

)2

δ+1
δ−1

− 2
ln(δ)

(7)

while parameter K4 depends on the type of the contact surfaces of the disc spring. In

this particular case where t < 1.25mm, no contact surfaces (rounded edges) or reduced

thickness are taken into account which corresponds to K4 = 1.

Standard disc springs dimensioned in accordance with DIN 2093, have ratios of h0/t
up to 1.3. However, in order for such a disc to demonstrate negative stiffness behaviour,

this ratio needs to be h0/t >
√
2. Disc springs with a ratio above this value are cat-

egorized as non-standard. Furthermore, for h0/t >
√
8 the disc becomes a bistable

element, meaning that in a certain range of deformation s (snap-through region), the

exerted force becomes negative, thus these type of discs may act as switch elements.
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(a) Frequency response of |T̃XK |. (b) Frequency response of |T̃Y K |.

Figure 3: Frequency response of the KDamper transfer functions.

On the other hand it has to be taken into account that as this ratio increases, considering

all other parameters constant, the force Fc increases too and the developing stresses are

getting higher. This fact would be problematic, especially for cyclic operation as in this

case, due to low fatigue strength.

The range of the vertical displacement s where the disc exhibits the desired negative

stiffness characteristics, is centred around the flat position of the disc where the exerted

force is Fc and the negative stiffness value is at its maximum. This of course, translates

to the application of a certain pre-stress condition on the spring, so that its stiffness falls

in the negative stiffness region, at the equilibrium state of the oscillator.

Figure 4: Notation and dimensions of disc springs.

δ De/t h0/t Fc [N ] kN,max [N/m]
2.5 40 1.6 1.2× 103 −1.319× 104

Table 2: Parameters of the disc spring.
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ρ [kg/m3] σyield [MPa] E [MPa] ν
1060 44 2206 0.3

Table 3: Material properties of the disc spring.

Figure 5.a shows the resulting Force - Displacement curve for the selected disc

spring, while Fig. 5.b demonstrates the equivalent stiffness of the spring as a func-

tion of the vertical displacement s. The dotted black line, indicates the zero value of

kN namely the threshold of negative stiffness. In order to achieve the required negative

stiffness value, a total number of two such disc springs have to be configured in parallel.

The resultingstiffness in this case is demonstrated in Fig. 5.b in comparison with the

single spring curve.

(a) Force-deformation curve of disc spring.

Comparison with FEM simulation.

(b) Equivalent stiffness of the disc spring and of

the parallel configuration.

Figure 5: Force-Displacement curves of "Belleville" disc springs.

Another aspect to be considered, concerns the generated stresses of the disc spring.

Figure 6.a, shows the stresses as function of deformation s, at the five characteristic

points of the spring. According to manufacturers, depending on the application, the

value of the resulting stress σOM must be between certain limits to ensure smooth, as

intended operation. Especially in dynamic applications this stress defines a nominal

number of cycles of operation for the disc spring provided via endurance and fatigue

strength diagrams.

Furthermore, due to the unstable nature of negative stiffness, once the pre-stressed

flattened disc are attached inside the rest of the configuration, the exerted forces will

produce deformation of the kP stiffness element and consequently the kS element lead-

ing to displacement of the internal and seismic mass up to a static equilibrium position.
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(a) Stresses during deformation of the disc

spring.

(b) Disc springs in parallel configuration.

Figure 6: Stress development of the disc springs, and the configuration for the NSE.

2.2 ANALYTIC INVESTIGATION

In order to perform an initial evaluation of the performance of the system, two analyt-

ical models were formulated. The first, linear model, considers the value of the NSE kN
to be constant, as calculated by the initial dimensioning from the KDamper design. Uti-

lizing this model, the transfer functions of the oscillator may be calculated along with

indicative time response of the x and y DOFs and other important variables. This is

important in order to have a frame of reference by which the non-linear response of the

second model is evaluated and to calculate the expected order of magnitude of displace-

ment, especially regarding the internal mass. The aforementioned second non-linear

model considers the time-varying nature of the NSE, by incorporating the correspond-

ing equations of the disc springs.

Considering a harmonic excitation of the form

F (t) = F̃ ejΩt = F̂ ejΩt (8)

where the amplitude of the force is taken as

F̂ = k0XST (9)

which for XST = 0.1mm results to F̂ = 27.4 N .

As observed in Fig. 8.a, the response x of the initial mass and y of the internal mass

of the non-linear model to a harmonic excitation of frequency Ω = ω0, show negligible

deviations from the linear response, both in phase and amplitude.

Figure 9.a shows the velocity response of both degrees of freedom x and y of the

non-linear model, while Fig. 9.b shows the corresponding accelerations.

This velocity response can be used for direct comparison with the experimental mea-

surements.
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Figure 7: Design of the practical implementation of the mount. Cross section of front

view.

3 EXPERIMENTAL TEST

A first prototype of the design presented thus far was structured and a preliminary

run of experimental tests was performed in order to validate the analytical results and

calculations. It should be noted that at that preliminary stage, no damping elements

were added to the configuration, therefore the only dissipative mechanisms during these

first tests were the structural damping of the various elements along with any frictional

effects.

Figure 10.a presents the shape of the base acting as the ground where the disc springs

of the NSE are positioned. This picture also shows the lower half of the NSE, namely the

lower disc spring with its corresponding conical force-applying element and the screw

via which the equivalent top part is later tied together. The surrounding helical springs

implementing the kS stiffness element of the KDamper can also be seen, positioned in

the four corners around appropriate guides for the oscillating seismic mass in order to

ensure proper vertical oscillation and avoid any slipping.

Figure 10.b shows the completed setup with the seismic mass on top, the NSE in

its appropriate pre-stressed state where the disc springs are flat and the helical spring

representing the kP stiffness element of the KDamper, in between. The guide shown on

the side, connects the exciter with the seismic mass in order to provide the necessary

excitation for the tests.

Initially, the system is subjected to an impulse excitation, in an attempt to evaluate

the eigenfrequency of the system along with its damping capacity. The measurements

were undertaken by using appropriately positioned laser velocimeters. The response of

the seismic mass, representing the x DOF of the KDamper, is presented in Fig. 11 along

with the corresponding double-sided frequency spectrum P2(f).
The response of the internal mass, representing the y DOF of the KDamper, is pre-
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(a) Response of x and y to harmonic excitation

with Ω = ω0.

(b) Corresponding stiffness value response of

the NSE.

Figure 8: Linear and non-linear models time response comparison to harmonic excita-

tion.

sented in Fig. 12 along with the corresponding double-sided frequency spectrum P2(f).
The spectra of these measurements show clearly a peak very close to the theoretical

design frequency of 500RPM ≈ 8.33 [Hz]. Specifically the response of the seismic

mass shows the eigenfrequency of the system at f = 8.582 [Hz], while the response of

the internal mass positions the eigenfrequency f = 8.772 [Hz], variations well within

the margin of error.

Next, a frequency sweep was gradually applied, namely a harmonic excitation with

varying frequency up to 50 [Hz], in order to acquire a frequency response of the two

DOFs for comparison with the theoretically estimated transfer functions.

The shape of the two spectra present some resemblance to the expected behavior,

compared to Figs. 3.a and 3.b. The analytical model provides the two eigenfrequencies

of the KDamper as f1 = 6.08 [Hz] and f2 = 12.07 [Hz] which appear to be compara-

ble to the corresponding peaks of the measurements. Furthermore, the expected dip in

amplitude is observable between these two frequencies. However, without exact knowl-

edge of the excitation amplitude at each frequency, it is not possible to evaluate with any

degree of certainty the level of isolation achieved by the system. For the same reason,

it is difficult to extract definitive conclusions for the amplitude of the velocity response

by comparing them to the theoretically calculated ones.

4 CONCLUSIONS

A machine mounting mechanism was designed based on the concept of the KDamper,

for vertical vibration absorption of a 100 kg seismic mass at a frequency of interest ap-

proximately 8.33 [Hz]. Appropriate analytical models were formulated, simulating the

expected performance of the mount and to be used for comparison with future exper-

imental measurements. A first experimental setup has been constructed based on the
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(a) Velocity response of non-linear model to har-

monic excitation with Ω = ω0.

(b) Acceleration response of non-linear model

to harmonic excitation with Ω = ω0.

Figure 9: Non-linear model time response comparison.

Figure 10: Experimental implementation of the KDamper design for 100 kg seismic

mass.

above design and a preliminary set of measurements was undertaken in order to vali-

date the projections of the theoretical analysis. However, various technical difficulties

and the limited number of tests performed at this initial stage, cannot provide defini-

tive conclusions as to the performance of the setup, although some values were verified,

including some basic frequencies of the system.

The experimental setup is currently being updated and further tests will be performed

in the near future to provide a clearer picture. Necessary future steps include the addition

of either viscous or elastomeric damping elements in the appropriate positions of the

system, along with more precise and targeted measurements.
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X: 8.582
Y: 2.504

Figure 11: Velocity response of xDOF to impulse excitation along with the correspond-

ing spectra.

X: 8.772
Y: 2.965

Figure 12: Velocity response of y DOF to impulse excitation along with the correspond-

ing spectra.
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Figure 13: Velocity response of x DOF to frequency sweep along with the correspond-

ing spectra.

X: 8.7
Y: 0.07853

Figure 14: Velocity response of y DOF to frequency sweep along with the corresponding

spectra.

4123



Andreas Paradeisiotis, Konstantinos Tsioumanis, Ioannis Antoniadis, and Kalliopi Fouriki

5 ACKNOWLEDGMENTS

This research has been co-financed by the European Union and Greek national funds

through the Operational Program Competitiveness, Entrepreneurship and Innovation,

under the call RESEARCH – CREATE – INNOVATE(project code:T1EDK-02827, "Novel

Seismic Protection Devices in All Spatial Directions - NOESIS").

References

[1] Antoniadis, I.A., Chronopoulos, D., Spitas, V., Koulocheris, D.: Hyper-damping

properties of a stable linear oscillator with a negative stiffness element. Journal of

Sound and Vibration 346, 37–52 (2015)

[2] Antoniadis, I.A., Kanarachos, S.A., Gryllias, K., Sapountzakis, I.E.: Kdamping:

A stiffness based vibration absorption concept. Journal of Vibration and Control

24(3), 588–606 (2016)

[3] Antoniadis, I.A., Paradeisiotis, A.: Acoustic meta-materials incorporating the

kdamper concept for low frequency acoustic isolation. Acta Acustica united with

Acustica 104(4), 636–646 (2018)

[4] Bauer, C.: Disc springs-theory and practice (2008), URL https:
//www.christianbauer.com/en/img-cust/3_Theory_and_
practice.pdf

[5] Huang, H.H., Sun, C.T.: Wave attenuation mechanism in an acoustic metamaterial

with negative effective mass density. New Journal of Physics 11(1), 013003 (jan

2009), doi:10.1088/1367-2630/11/1/013003

[6] Paradeisiotis, A.: Applications of oscillators in energy conversion. Doctoral disser-

tation, School of Mechanical Engineering, National Technical University of Athens

(2019)

4124



DESIGN OF A BROADBAND ELASTIC METAMATERIAL VIA
TOPOLOGICALLY OPTIMIZED INERTIAL AMPLIFICATION

MECHANISMS

Osman Yuksel1, and Cetin Yilmaz2,∗

1Department of Mechanical Engineering, Kirklareli University
Kirklareli, Thrace, Turkey

e-mail: osmanyuksel@klu.edu.tr

2 Department of Mechanical Engineering, Bogazici University
Bebek, Istanbul, Turkey

e-mail: cetin.yilmaz@boun.edu.tr
∗ Corresponding Author

Keywords: Phononic Band Gaps, Inertial Amplification, Topology Optimization, Elastic Meta-

materials.

Abstract. Elastic metamaterials enable to generate phononic band gaps below the Bragg limit.
Most metamaterials in the literature are based on vibration absorption (local resonance) prin-
ciple. In this study, a two dimensional elastic metamaterial is designed, which utilizes inertial
amplification principle. This principle allows generating wide band gaps at low frequencies.
Firstly, the theory of phononic gaps induced by inertial amplification in finite structures is
discussed briefly utilizing a lumped parameter model. Afterwards, a compliant inertial ampli-
fication mechanism is introduced, which is the building block of the metamaterial designed in
this paper. Topology optimization is performed on this mechanism to obtain a wide vibration
stop band for a given mass constraint. Then, vibration transmissibilities of one dimensional
finite periodic structures with various number of unit cells are presented. Subsequently, a two
dimensional metamaterial is constructed by incorporating the topologically optimized compli-
ant inertial amplification mechanisms. Finally, in-plane vibration isolation performance of this
two dimensional system is demonstrated via vibration transmissibility plots.
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1 INTRODUCTION

Periodic structures are extensively studied for almost three decades since they can mitigate

vibration transmission and can act as passive vibration isolation systems. Periodic structures

which can inhibit wave propagation by generating phononic band gaps are generally known as

phononic crystals. If band gaps can be generated below the Bragg limit then these structures are

called elastic metamaterials. In the literature, there exist three methods to create band gaps (stop

bands): Bragg scattering [1, 2], resonance scattering (local resonances) [3, 4], inertial amplifi-

cation [5–7]. In Bragg scattering, stop band is created via employment of periodically varying

mass and stiffness elements in the structure. However, in order to obtain band gaps at low

frequency region, low stiffness and large mass elements are required. In resonance scattering

(local resonances), periodic local resonators are added to the structure. Nevertheless, to have

band gaps at low frequencies, one has to utilize large local resonators. In inertial amplification,

displacement amplification mechanisms are employed to create inertial coupling induced vibra-

tion stop bands. In this method, effective dynamic inertia of the system is increased, thus low

frequency band gaps can be attained without decreasing stiffness or increasing total mass of the

structure.

Elastic metamaterials are formed by periodic inclusion of the smallest repeating constructive

elements called unit cells. Unit cell design is quite important, since it determines the vibra-

tion stop band limits, i.e., vibration isolation frequency range. Hence, in order to obtain the

widest possible stop band, structural optimization should be considered when designing a unit

cell. To that end, topology optimization will be a proper choice since it determines optimum

topology, shape and size of a structure simultaneously. On the other hand, vibration isolation

level achieved with an elastic metamaterial depends on the number of unit cells used in the peri-

odic structure. As the number of unit cells employed increases, vibration transmission through

metamaterial decreases, hence vibration isolation performance increases.

In this paper, a two dimensional broadband elastic metamaterial is proposed to inhibit in-

plane low frequency vibration transmission for a wide frequency range. The elastic metama-

terial is constructed via incorporating topologically optimized compliant inertial amplification

mechanisms (unit cell) in hexagonal form. Vibration transmissibility plots for several periodic

designs are calculated and satisfactory levels of vibration isolation performances are demon-

strated.

2 THEORY

2.1 Inertial Amplification

Inertial amplification [5, 6] is a phononic band gap generation method, in which broadband

phononic band gaps can be attained at low frequency regions without decreasing stiffness or

increasing mass of the structure. In order to show the effectiveness of the method, a lumped

parameter inertial amplification mechanism model is provided in Fig. 1. In this model, the two

masses denoted as m are connected with each other with an elastic spring which has stiffness

k. On the other hand, the masses m and the mass ma are connected with massless rigid rods.

The mechanism has an isosceles triangle configuration, i.e., the angle between the rigid rods

and the spring is θ. For this lumped parameter model, the input displacement is provided from

the left side as y and the output is taken from the right side as x. Besides, the horizontal and the

vertical displacements of the mass ma are provided in terms of the input (y) and the output (x)

displacements as (x+ y)/2 and (y − x) cot(θ)/2, respectively.

The equation of motion of the lumped parameter inertial amplification mechanism shown in
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m mθ θ
k

ma

(y − x) cot(θ)/2

(x + y)/2

xy

Figure 1: Lumped parameter inertial amplification mechanism.

Fig. 1 can be obtained by employing the Lagrange method as [8, 9]:[
ma(cot

2 θ + 1)/4 +m
]
ẍ+ kx =

[
ma(cot

2 θ − 1)/4
]
ÿ + ky (1)

Equating the right hand side of Eq. 1 to zero and solving the resulting ordinary differential

equation for the output x, one can find the resonance frequency as:

ωp =

√
k

ma(cot
2 θ + 1)/4 +m

(2)

Similarly, when one equates the left hand side of Eq. 1 to zero and solves for the input y, the

antiresonace frequency can be found as:

ωz =

√
k

ma(cot
2 θ − 1)/4

(3)

As can be seen from Fig. 1, the total mass of the structure (static mass) is:

ms = 2m+ma (4)

On the other hand, Eq. 2 can be rewritten as:

ωp =

√
k

md

(5)

Therefore, one can calculate the effective dynamic mass of the structure from Eq. 2 and Eq.

5 as:

md =
4m+ma(cot θ

2 + 1)

4
(6)

Similarly, antiresonance frequency can be redefined in terms of k,ms andmd as:

ωz =

√
k

md −ms/2
(7)
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The lumped parameter inertial amplification mechanism presented in Fig. 1 is a single degree

of freedom low pass filter type vibration isolator. Hence, its displacement transmissibility for a

given excitation frequency ω can be calculated as [8, 9]:

TR(ω) =
|x(ω)|
|y(ω)| =

|1− (ω/ωz)
2|

|1− (ω/ωp)2|
(8)

Vibration stop band is defined for the frequencies where transmissibility value obtained in

Eq. 8 is less than 1 [8, 10]. Consequently, stop band starting frequency (ωs) can be found by

solving the expression below:

TR(ωs) =
|x(ωs)|
|y(ωs)|

=
|1− (ωs/ωz)

2|
|1− (ωs/ωp)2|

= 1 (9)

Solving Eq. 9 for ωs, one can find the stop band starting frequency as:

ωs =

√
2ω2

pω
2
z

(ω2
p + ω

2
z)

(10)

Now, consider a situation in which angle θ is small. For small θ values, cot θ2 term in the

denominator of Eq. 6 becomes quite large. As a result, the effective dynamic mass of the

lumped parameter inertial amplification mechanism becomes quite large. As the dynamic mass

of the structure increases, the resonance and the antiresonance frequencies decrease to lower

frequency region. Finally, following Eq. 10, the stop band starting frequency decrease, as well.

In order to give a clear view on the inertial amplification concept, a simple numerical example

can be considered. Suppose that all masses are 1 kg, spring stiffness value is 1 N/m and consider

a small θ value of 10◦ (π/18 rad). Then, static mass (ms) of the model becomes 3 kg and

effective dynamic mass (md) of the structure becomes 9.29 kg. Hence, the effective inertia

of the system increases more than 3 fold. If the whole 3 kg mass was on the right side of

the spring and there wasn’t any amplification mechanism, the resonance frequency would be

0.577 rad/s and stop band would start at
√
2 × 0.577 = 0.816 rad/s. For the system with

inertial amplification mechanism, the resonance and antiresonance frequencies are calculated

as 0.328 rad/s and 0.358 rad/s, respectively. Hence, the stop band starts at 0.342 rad/s, which

is less than half of 0.816 rad/s. As this simple example demonstrates, by employing inertial

amplification method, one can obtain a vibration stop band at low frequency regions without

sacrificing stiffness or increasing total mass of the structure.

2.2 Topology Optimization

Topology optimization [11] is a structural optimization method, in which optimum material

layout is sought to obtain a structure that satisfies a certain mechanical performance in a given

finite element design space. In the literature, there exist several topology optimization methods

[12]. However, in this study, widely utilized modified solid isotropic material with penalization

(modified-SIMP) [13] is employed. In this method, an individual finite element’s stiffness value

is defined as:

Ee(xe) = Emin + x
p
e(E0 − Emin) xe ∈ [0, 1] (11)

where xe denotes the element’s density which can take any value between 0 and 1, Ee denotes

element’s elastic modulus, Emin denotes a small elastic modulus value to prevent stiffness ma-
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trix singularity, E0 denotes the elastic modulus of the material, p denotes the penalization factor

for stiffness.

Similarly, an individual element’s physical density value can also be defined as [14]:

ρe(xe) =

{
ρmin + xe(ρ0 − ρmin) if xe > 0.1

ρmin + x
d
e(ρ0 − ρmin) if xe ≤ 0.1

(12)

where xe is the density of element e, ρe is the physical density of element e, ρmin is a small

density value to prevent mass matrix singularity, ρ0 is the physical density of the material, d is

the penalization factor for mass.

Using Eq. 11, global stiffness matrix K is defined as:

K =
N∑
e=1

Ee(xe)K0 (13)

where K0 is the stiffness matrix of an element that has unit elastic modulus and N is the total

number of finite elements in the design domain. Here, the summation notation indicates the

usual finite element notation to form global matrices from local matrices.

Similarly, using Eq. 12, global mass matrix M is defined as:

M =
N∑
e=1

ρe(xe)M0 (14)

where M0 is the mass matrix of an element that has unit density.

Moreover, the material volume is defined as:

V (x) =
N∑
e=1

xe (15)

In this study, the objective of the topology optimization problem is maximization of the band

gap width for a given mass constraint. For that purpose, −ω2/ω1 ratio is minimized, where ω1

and ω2 are the first two natural frequencies of the unit cell mechanism and the band gap resides

between these frequencies. Hence, the topology optimization problem is given as [15]:

min. x f(x) = −ω2(x)

ω1(x)
(16)

s.t. Ku1 = ω2
1Mu1

Ku2 = ω2
2Mu2

V (x) = aV0

0 ≤ xe ≤ 1 for e = 1, 2, ....., N

where V0 denotes the total design space area, a denotes the volume fraction defined as the ratio

of solid area over total area, u1 and u2 are the eigenvectors for the 1st and the 2nd modes,

respectively.

The topology optimization problem presented in Eq. 16 can be solved via optimality criteria

(OC) [15, 16] method.
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In a topology optimization problem, if an individual element’s density value (i.e., xe) is 0,

then no material exists in that element. On the contrary, if an element’s density value is 1, then

it means that element is solid. At the end of the optimization process, the aim is to obtain a

solid-void (1-0) type of design, which can be achieved via employing a sensitivity [17] and a

post processing filter [18].

3 RESULTS

Topology optimization is conducted on the compliant inertial amplification mechanism shown

in Fig. 2. The horizontal length of the mechanism is 120 mm, whereas the vertical length is 60

mm. The small square blocks that are found at the rightmost and leftmost ends have 4 mm by

4 mm dimensions. Four small flexure hinges that connect small square blocks and large trian-

gular amplifier blocks have 4 mm horizontal and 1 mm vertical dimensions. Two long flexure

hinges that reside at the center of the mechanism and connect large triangular amplifier blocks

to each other have 8 mm horizontal and 1 mm vertical dimensions. Each of the large triangular

amplifier blocks have 48 mm horizontal length and 29 mm vertical length. Two long flexure

hinges at the center of the mechanism are connected at the middle to the large triangular blocks.

Moreover, the slope of the hypotenuse of the triangular blocks is determined as 28◦ (0.489 rad),

a value that prevents contact when a two dimensional periodic structure is constructed in hexag-

onal incorporation of compliant mechanisms with 60◦ (π/3 rad) angles. Finally, the isotropic

material of construction is steel with elastic modulus E0 = 210 GPa, density ρ = 7800 kg/m3

and Poisson’s ratio ν = 0.3.

Topology optimization is performed on the compliant inertial amplification mechanism to

obtain wide vibration stop bands for a given mass constraint. To that end, the topology opti-

mization problem given in Eq. 16 is solved in the design space provided in Fig. 3 for roller-roller

boundary conditions. Topology optimization is performed on the grey parts of the mechanism.

Whereas, black solid parts of the mechanism are exempted of the optimization process, i.e.,

for the black solid parts element density value is fixed to 1 and can not be altered. In order to

maintain the structural integrity [15] during the optimization process, a diagonal stair type solid

framework, which is also exempted of the optimization routine, is utilized. According to the

numerical studies performed, a volume fraction value of a = 0.35 is selected, since it is the

optimum volume fraction value that provides the widest possible stop band. For the topology

optimization finite element model, four node, quadrilateral, square, plane stress finite elements

are employed. Finite element model discretization is 120 elements in horizontal by 60 elements

in vertical, i.e., 7200 elements in total.

At the start of the optimization (i.e., for the mechanism in Fig. 3), first (non rigid mode)

resonance frequency f1 is found as 215.4 Hz, second (non rigid mode) resonance frequency

is found as 1392 Hz, and f2/f1 ratio (an indicator of stop band width) is calculated as 6.46.

As a result of topology optimization process, the design demonstrated in Fig. 4 is obtained.

The topologically optimized design has its first resonance frequency f1 at 200.2 Hz, second

resonance frequency f2 at 1594 Hz, thus, f2/f1 ratio is calculated as 7.96. As a result of

topology optimization, f2/f1 ratio is increased by 23.2 %.

3.1 Unit Cell Mechanism

The unit cell mechanism of the two dimensional elastic metamaterial is obtained from the

design provided in Fig. 4 by smoothing the sharp edges. To that end, the unit cell mechanism

shown in Fig. 5 is obtained. For a fine mesh with 14050 four node, quadrilateral, plane stress
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Figure 2: The compliant inertial amplification mechanism that is going to be topology optimized. (a) The whole

mechanism, (b) the quarter mechanism showing the dimensions in mm.

finite elements, the first resonance frequency is observed at f1 = 172 Hz and the second reso-

nance frequency is observed at f2 = 1409 Hz, whereas f2/f1 ratio is calculated as 8.19. Shift

in resonance frequencies is an expected result, since the preliminary design in Fig. 4 has coarse

mesh. However, the difference in f2/f1 ratios for both designs given in Fig. 4 and Fig. 5 is

insignificant.

In order to see the vibration isolation performance of the compliant inertial amplification unit

cell mechanism provided in Fig. 5, one has to perform frequency response function analysis.

Consequently, vibration transmissibility of the unit cell structure given in Fig. 5 is calculated

for roller-roller boundary conditions. In transmissibility analysis, a horizontal displacement

input is provided from the left end of the structure, whereas horizontal output is taken from the

right end. The vibration transmissibility plot for axial input and axial output case is shown in

Fig. 6. As can be seen, between 171-1432 Hz, transmissibility value is below 1, hence this

is the vibration isolation frequency range. The minimum vibration isolation amount achieved

via one mechanism is calculated as 18 % within this frequency range (maximum vibration

transmissibility of 82 %).

As the periodicity of the elastic metamaterial increases, vibration isolation level increases,
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Figure 3: Topology optimization design space of the compliant inertial amplification mechanism. (f1 = 215.4 Hz,

f2 = 1392 Hz, f2/f1 = 6.46).

as well [8, 10, 19, 20]. To that end, in order to observe how vibration isolation performance

changes with the number of unit cell mechanisms employed in the elastic metamaterial, one

dimensional periodic structures are formed utilizing various number of unit cell mechanisms.

A one dimensional periodic structure constructed with four unit cells is given in Fig. 7 as an

example. As in the case of the unit cell mechanism, for all of the one dimensional periodic

structures, input displacement is provided from left end and output displacement is taken form

right end. In Fig. 8, vibration transmissibility plots for one dimensional periodic structures

that have 2, 4 and 6 unit cells are shown. As observed, vibration stop band occurs for the

same frequency range (between 172-1418 Hz) for all of the periodic structures, a result which

is encountered in the literature [8, 10, 19], as well. On the other hand, as the number of unit

cells used in the periodic structure increases, vibration isolation level increases, as well. For the

one dimensional periodic structure with two unit cell mechanisms utilized, minimum vibration

isolation level achieved is calculated as 47 %. Vibration isolation level for the periodic structure

with four unit cells is calculated as 84 %. Finally, vibration isolation level for the periodic

structure with six unit cells is found as 96 %. In other words, for the periodic structure with six

unit cells only 4 % of input vibration can reach to the output end.

3.2 Two Dimensional Broadband Elastic Metamaterial

A two dimensional elastic metamaterial can be constructed by incorporating the unit cell

mechanisms in hexagonal formation as shown in Fig. 9. This two dimensional periodic structure

has 483 mm horizontal length and 268 mm vertical length, and it is used to isolate in-plane

excitations for a broad frequency range.

Vibration transmissibility plots for the two dimensional elastic metamaterial in Fig. 9 are

provided in Figs. 10 and 11 for free boundary conditions. In Fig. 10, displacement trans-

missibility performance of the two dimensional periodic structure is demonstrated for an input

provided from the left end and output displacement is taken from the right end (axial input vs

axial output case). As can be seen, for a broad frequency range between 173-1420 Hz, less

than 0.7 % of input vibration can reach to the output end. That is to say, by using the elastic

metamaterial presented in Fig. 9 more than 99.3 % vibration isolation can be achieved between
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Figure 4: Topologically optimized compliant inertial amplification mechanism. (f1 = 200.2 Hz, f2 = 1594 Hz,

f2/f1 = 7.96).

173-1420 Hz for axial excitations. This result is also valid for transverse excitations, as well,

considering the transmissibility data provided in Fig. 11. For the case shown in Fig. 11, an

oblique in-plane displacement input that has both axial and transverse components is supplied

to the two dimensional periodic structure from the left end whereas the axial and transverse

output displacements are taken separately from the right end of the elastic metamaterial. As can

be seen from Fig. 11, axial and transverse transmissibility plots show similar behavior with the

axial input vs axial output case discussed in Fig. 10. As observed from Fig. 11, both of the

axial and transverse excitations are mitigated more than 99 % within 173-1420 Hz frequency

range. The transmissibility plots demonstrate that the two dimensional elastic metamaterial

proposed in Fig. 9 is able to inhibit in-plane excitations for a broadband frequency region, and

consequently can be used as a high performance passive vibration isolator.

4 CONCLUSIONS

In this study, a two dimensional elastic metamaterial which inhibits in-plane vibrations for

a broad frequency range is proposed. The suggested two dimensional periodic structure is

formed by incorporating topologically optimized compliant inertial amplification mechanisms

in hexagonal formation. Vibration transmissibility plots indicate that, the proposed metamate-

rial can mitigate in-plane excitations for a broad frequency range that resides in the low fre-

quency region. Vibration isolation levels achieved are quite satisfactory, hence, the suggested

design can be utilized as a two dimensional passive vibration isolator for the specified broad

frequency band.
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Figure 5: Topologically optimized unit cell mechanism of the periodic structure. (f1 = 172 Hz, f2 = 1409 Hz,

f2/f1 = 8.19).
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Figure 9: The two dimensional broadband elastic metamaterial.
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Figure 10: Axial displacement transmissibility plot of the broadband elastic metamaterial given in Fig. 9 for axial

input.

4137



Osman Yuksel and Cetin Yilmaz

0 200 400 600 800 1000 1200 1400 1600
Frequency (Hz)

10-4

10-2

100

102

Tr
an

sm
is

si
bi

lit
y

horizontal transmissibility
vertical transmissibility

x1( )

x2( )

y( )

Figure 11: Axial (blue solid line) and transverse (red dashed line) displacement transmissibility plots of the broad-

band elastic metamaterial given in Fig. 9 for a 45 degree in-plane input.
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VIBRATION ABSORPTION PERFORMANCE OF METAMATERIAL 
LATTICES CONSISTING OF IMPACT DAMPERS 

Kyriakos Alexandros I. Chondrogiannis1, Vasilis K. Dertimanis1, Sami F. Masri2 and 
Eleni N. Chatzi1 

Keywords:

Abstract. In recent years, metamaterials are increasingly used in the field of vibration miti-
gation due to the unique potential these offer. Periodic placement of appropriately designed 
resonators, the so-called unit cells, has been shown to arrest the propagation of vibration 
within a specific frequency range, thus resulting in formation of a bandgap. In rendering 
metastructures efficient, the breadth of the bandgap should be maximized, while for applica-
tion in structures, it is also necessary to shift the lower limit of the gap to lower frequencies. 
One potential solution to this direction is the use of nonlinearity at the unit cell scale. In this 
direction, the current study investigates finite lattice configurations, which consist of impact 
damper unit cells. The effectiveness of impact dampers in vibration attenuation has been suc-
cessfully illustrated in limited degree of freedom systems, and is here extended for use in the 
metastructure sense, i.e., for multiple degree of freedom systems. For this purpose, a one di-
mensional lattice of a finite number of unit cells is considered. In order to study and better 
asses the behaviour of the configuration, variable parameters are taken into account, includ-
ing the number of unit cells, stiffness and mass ratio, while a comparison to a conventional 
linear oscillator is further offered. For the evaluation of the system performance, several cri-
teria are utilized, including the oscillation amplitude as well as the energy absorption from 
the primary system as a result of the individual impacts. The obtained results clearly indicate 
the ability of impact-based meta-structures to successfully contribute to vibration mitigation 
under appropriate design. 
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Abstract.   The aim of this research is to evaluate the effectiveness of a seismic retrofit tech-
nique that involves the introduction of energy dissipation devices properly connected to an 
existing structure through a system of cables and leverisms, which are employed to amplify 
total or inter-story drift at device end. One of the main topics related to the introduction of 
energy dissipation devices, lies in the choice of their optimal setting within the structure to 
maximize the effectiveness without producing functionality limitations. The achievement of 
these objectives is therefore linked, regardless of the type adopted, to the amount of energy 
dissipated in each cycle, directly proportional to the displacements magnitude to which the 
device is subject. Many configurations proposed in the literature and currently adopted in 
professional practice provide additional dissipation systems variously connected to braces 
installed inside the structural frame and therefore able to exploit the inter-story drift pro-
duced by seismic input. The proposed system exploits top displacements of the structure with 
respect to the foundation level, transferred to the device through a system of cables properly 
configured and amplified with leverage. This paper represents the first step of the research, in 
which after a brief description of equation of motion for a simple SDOF system, it is take into 
account a existing RC school building in Italy to assess performances of the retrofitted struc-
ture equipped with the proposed system. 
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1 INTRODUCTION 
The introduction of seismic energy dissipation devices within existing structures represents an 
important seismic protection system widely adopted for framed structures. The deformability 
of these structures generally allows, in fact, to exploit inter-story drifts to activate the devices 
and achieve consistent levels of dissipation of input energy. Many configurations and 
geometrical arrangements [1,2] have been proposed in order to optimize the devices location, 
generally applied in series to a bracing placed inside the frame mesh and able to transfer to the 
device a fraction of the inter-story drift, depending on their geometric configuration. It is 
therefore clear that the deformability of the structure is an essential requirement for the 
effectiveness of dissipation systems. For situations where structures are not sufficiently 
flexible, interesting solutions have been developed by several authors, including a cable 
system solution (Damped cable system, DCS), initially proposed by the research team of the 
University of Buffalo [3,4], and further developed [5,6,7,8] also as part of a research project 
funded by the European Commission, named SPIDER (strand prestressing for internal 
damping of earthquake response). Likewise, dissipation systems designed to increase 
displacements at the dissipation system end have been proposed by various authors [9,10,11] 
and generally consist of levers or pulley systems able to amplify inter-story displacement. The 
system proposed in this paper, uses a system of steel cables capable to transmit a portion of 
the total roof displacement of the building to the foundation where, by means of a system of 
displacements amplification, transfer to the damper a resulting amplified displacement. 
Considering a simple shear frame, the proposed system is configured according to the 
following scheme in Figure 1: The cable used (6) is fixed with clamps (7) at the upper ends of 
the floor; the cable, therefore, is arranged in an X configuration along the diagonals of the 
frame and diverted at the base of the columns by pulleys (4). The cable then runs horizontally 
along the base of the frame; in this area it is connected to the end of a lever arm (1), to the 
opposite end of which the dissipation device is connected (2). The particular configuration of 
the cable, which runs along both diagonals of the building's elevation, continuing without 
interruption at foundation level, also allows the same to be always active in both directions of 
seismic loads. The portion of the cable placed on the diagonal in tension (blue wire), in fact, 
exerts a recall action on the cable portion placed along the compressed diagonal (red wire), 
not allowing deflection.  

a) b) 

Figure 1 a) Conceptual model of simple 1-floor frame structure equipped with proposed system: 1 lever arm; 2 
viscous damper (VD); 3 contrast; 4 pulleys; 5 pin; 6 wire; 7 clamp; 8 foundation; b) Mechanical model of a 2-

DOF structure equipped with the proposed system. 
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The mechanical model of the SDOF system, equipped with the proposed system and reported 
in Figure 1, has been described in a previous paper by the authors [12], to which we refer you 
for details.  
The model equipped with an additional damping system, with a linear viscous dissipation 
device, is described by the following general equation: 

(1) 
with  velocity at the device end and  device damping force. 
The damping coefficient is then expressed as a function of the internal damping of the 
structure through the parameter . With reference to the stiffness characteristics of the 
system, the structure stiffness k2 and the stiffness of the elements constituting the additional 
dissipation system, i.e. the cable and the leverages, k1, are defined; actually, as showed in the 
follow, the main stiffness component is represented by the cable extensional stiffness. As 
said, from the examination of the Figure 1 results that, in both directions of displacement, the 
part of the cable connecting the clamp placed in the direction of displacement with the lever 
arm is in tension (blue wire), while the remaining ones is not stressed (red wire) if friction in 
pulleys is neglected. In the evaluation of the extensional stiffness, therefore, it is necessary to 
refer to a length of the cable equal to half of the whole length. At this research stage the 
component related to the real viscous device elastic stiffness has been neglected, considering 
it rigid and neglecting friction in pulleys, pin etc... Added stiffness k1 has been, then, 
expressed as a function of the stiffness of the bare structure through the coefficient : 

(2) 
Finally, the amplification ratio produced by the leverage is defined through: 

(2a) 
Description of the equations of the motion for a SDOF system are reported below: 

(3) 

with symbols meaning reported in previous Figure 1. 
 The use of a displacement amplification system like that described, therefore, allows to 
overcome the usual limitations in the use of additional dissipation systems usually inserted 
inside the structural frames, as it is effective even for limited displacements, thanks to the 
introduction of leverage, displacements are transmitted amplified to the device, increasing the 
amount of dissipated energy. Another main objective in the development of the described 
system is to be able to carry out a seismic retrofit of a building, implementing interventions 
exclusively from the outside, without proceeding to demolition of non-structural elements, 
finishes and systems. The system of cables, in fact, will be applied primarily on all the 
building prospects, anchored through clamps to the external nodes of the roof or, if necessary, 
to intermediate stories. In this way, the clamps reaction is divided between the horizontal 
(beams) and vertical elements (columns) concurring into the node, stressing them with axial 
forces. The presence of rigid slabs in the structure also favors transferring seismic action to 
the frames equipped with the described system. Conversely, there is the possibility of 
interference between the path of the cables and architectural and functional projections 
present on the building prospect (balconies, etc. ...). Although variations to the cable path are 
possible, it is certainly easier to apply it on structures generally without such protrusions, but 
only windowed walls, such as schools or industrial buildings. In view of the importance that 
seismic vulnerability of existing school buildings assumes in many areas of the world and in 
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particular in Italy, where most of the existing school heritage is characterized by seismic 
performance below the standards required by current regulations, we proceed in the following 
to the evaluation of the specific characteristics of some of the most common structural types 
in the school heritage in order to assess in advance and in simplified form the applicability 
and effectiveness of the proposed system.   

2 CASE STUDY BUILDING 
The case study is related to the elementary school "Collina Castello" of Bisignano (Italy), 
built in 1983. The building has three floors plus a pitched roof and is characterized by a 
rectangular plan with dimensions of about 21.4 m × 15 m. The interstory heights range from 
about 3.2m to about 3.4m, for a total height of about 9.9m at the roof level. The rooftop has a 
maximum height of + 11.97 m. The reinforced concrete structure is characterized by a fairly 
regular frames, consisting of 4 main frames with 5 columns each arranged along the 
longitudinal direction, along transversal direction longitudinal frames are tied only by slabs 
and perimetral beams. The columns have dimensions of 50 cm × 40 cm and the longitudinal 
beams, at all levels, have section 40 cm × 60 cm. The main frames are connected by border 
beams with dimensions 50 cm × 40 cm arranged in transverse direction. The building was 
assumed as a benchmark structure for a Research Project financed by the Italian Department 
of Civil Protection and the authors of present paper take informations about geometrical and 
structural configuration from study belonging to it [13].  

Figure 2 General views of the benchmark building 

The modal analysis carried out by finite element model of the structure, generated  by 
SAP2000 software [14] showed that the first vibration mode (0.79 s) is purely traslational 
along transversal direction, which is weakest direction because absence of beams. The second 
vibration mode is rotational with a period of 0.55 s and third vibration mode is purely transla-
tional along stiffer direction with a period of 0.51 s. Because of structural symmetry, the first 
three vibration modes excite about 85% of the mass in both the directions. The building pre-
sents windowed walls regularly arranged along the main facades and no prominent elements 
like balconies, bow-windows etc… 

3 DESCRIPTION OF RETROFIT TECHNIQUE 
The objective of the system is to carry out a seismic retrofit mainly intervening from out-

side, without the need of non-structural elements demolition or interruption to or limitation of 
the building’s activity. Figure 3 shows a possible configuration of the cable system on the 
benchmark building main prospect. Each cable is connected to a different structure floor and 
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transfers the displacement of each floor to the lever (pinned at the foundation beam), to which 
the viscous damper is connected. To do so, may be required a foundation enlargement also 
with micropiles in order to absorb the forces related to the diversion of the cable, when it does 
not occur at a foundation beam-column joint, and to do not increase shear forces in the foun-
dation beam. As can be seen, despite the non-uniform spans of the frame beams, the system 
configuration can be effectively adapted without restricting accessibility in the building. The 
passage of cables at the windowed walls, although they produce a visual obstacle, does not 
reduce the functionality of the windows (opening from the inside) nor the light entry in the 
building. Other building prospects and, if needed, internal frames, will be equipped with simi-
lar cables layout. 

a)

b)

Figure 3 (a) System layout on the main RC frame of the benchmark building: in green, red and cyan are repre-
sented, respectively, steel cables linking the 3th, 2th, and 1th floor to the foundation of the building; (b) Cable 

system layout depicted on the building prospect: steel cables (red lines), RC frame (dashed green lines);  

In the present example only external façade frames are equipped with the system. Each cable 
is linked by means of a lever to the viscous damper device. Amplification factor  is set at 
10 for all leverism devices. Characteristics of Linear viscous devices have been chosen so as 
to find equivalent commercial products; in particular damping coefficient is set at c = 160 
kNsec/m and limit force FL of 20 kN. The value choosen for limit force is related to the max-
imum cable tension compatible with the strenght of the beam-column joint where cable is 
clamped. 
The leverage, in fact, also produces the amplification of the force generated by the damping 
device, inside the cable and at the cable clamped end, reaction are so limited to 200 kN 
( ·FL). Higher limit force would require heavy beam-column joint reinforcement. 
Each cable consist of a pair of Ø32 steel rods, connected at the deflection point, by a less stiff 
steel rope. Diversion point are arranged in corrispondence of beam-column joint to limit ef-
fects of reaction force on the existing frame elements and made to allow cable/rope sliding. In 
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the FEM model cable deflection was neglected. As a result of the insertion of the cable and 
device system, the dynamic properties of the structure undergo a modest variation, less than 
2%, with a slight increase in the fundamental first vibration period (0.80 s). Higher modes are 
even less affected. 

4 PERFORMANCE EVALUATION IN ORIGINAL AND RETROFITTED 
CONDITIONS 

The seismic analyses were carried out with a non-linear dynamic approach using the finite 
element models of the building structure (Figure 4). As way of example of the results ob-
tained, the responses computed before and after retrofit in terms of maximum interstory drift 
profiles and story displacements, for the main building in its principal direction x and y are 
compared in Figures 5. Seismic input used consist of a series of natural NTC spectum-
compatible unscaled accelerograms [15], taken from a set of accelerograms extracted from the 
European Strong Motion Database (ESM), [16] through the REXEL software [17] for the 
Bisignano site, adopting a type B soil category, in the range of periods between 0.15 - 2 s.  

Figure 4 Equivalent SAP 2000 model view of the building longitudinal (X-dir) and trasversal (Y-dir) frames 
equipped with the damping system. 
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In the model used, for the sake of simplicity, the X-shaped cable is not modelled with real pat-
tern on the building façade. Alternatively, only a angled strut with equivalent section and 
lenght of the cable and active in tension and compression was used, which links each edge 
floor beam-column joint with a leverism through proper node restrains/constrains. 
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Figure 5 Top displacement and inter-story drift respectively for bare structure (BS – orange lines) and structure 
equipped with dissipative system (DS – blue lines) for Montenegro and Ano Liosia earthquakes. 

Examination of the results shows a significant reduction in the displacements of the structure 
and story drifts. In particular, introduction of the damping system produces inter story drift 
reduction between 56% and 102%. It is clearly visible from results that efficiency of the sys-
tem is higher in the weaker direction of the structure (Y-dir) than in the stiffer one, because  
cables with the same axial stiffness were used in both directions and therefore a different αk 
ratio characterize two structure directions. This, as demonstrated in [12], is a very important 
feature in defining the response and efficiency of the damped system. Similar results are ob-
tained for base shear as shown in the following Figure 6 for Montenegro earthquake.  
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Figure 6 Base Shear respectively for bare structure (BS – orange lines) and structure equipped with 
dissipative system (DS – blue lines) for Montenegro earthquakes in X and Y direction. 

In Figure 7 are presented  Base Shear/ roof displacements and Viscous damping force/ de-
vice displacements histories. From the examination of the figure results a considerable 
amount of energy dissipated as result of the displacements amplification produced by the lev-
erage, despite the low values of the force in the dissipation device, whose values it is conven-
ient to keep low to avoid important interventions to strengthen the beam-column joints where 
cable are connected to the structure and relevant dimensions of the components of the de-
scribed retrofit system.  
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5 CONCLUSIONS 
Present paper illustrates a seismic retrofit system for existing reinforced concrete structures 

by using additional viscous dampers connected to the structure by means of a system of ca-
bles and lever able to transmit the roof displacements to the base, where displacement ampli-
fication is carried out through a lever system and then transmitted to the dissipation device. 
The paper firstly provides motion equation system for a SDOF system and then describe re-
sults of application of the retrofit technique on a RC existing school building. Results show a 
high efficiency of the system in interstory drift and shear base reduction. The need for little or 
no demolition of non-structural elements and infills allows the structure to remain functional 
even during the execution of interventions and limit costs. 

It is the aims of the authors to continue the research in order to investigate the effects on 
the system performances of the use of different dissipative devices (non-linear viscous and 
friction dampers, etc.) and application to more complex structures. 
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Abstract. Throughout the past decades, seismic isolation of structures has been studied rigor-
ously as an approach to reduce seismic demand and mitigate structural damage. Research in 
this field has progressed significantly, starting from the use of simple elastomeric bearings for 
the decoupling of the superstructure from the base, to more complex devices that incorporate 
the use of an additional oscillating mass and negative stiffness elements. Characteristic exam-
ples of these devices are the Tuned Mass Damper (TMD) and the Quasi-Zero oscillators 
(QZSs). The KDamper is a novel passive vibration absorption concept, based essentially on the 
optimal combination of appropriate stiffness and mass elements, which include a negative stiff-
ness element. The concept can be implemented using a system of prestressed elements in order 
to obtain the negative stiffness effects and might prove to achieve a significant advantage for 
seismic retrofitting. 

In this paper, the extended KDamper system is placed at the ground level and the soil-
structure interaction (SSI) between the building foundations and superstructure is utilized as a 
means to effectively transfer the dynamic forces of the KDamper to the building and to distrib-
ute the required displacements between the structural elements and foundation, thus leading to 
absorption of the vibration energy. The configuration of the KDamper properties and tuning of 
its stiffness elements are studied herein. The effectiveness of the KDamper is subsequently in-
vestigated in view of the performance of a 4-storey building. A series of artificial accelerograms 
and real earthquake time histories are used as excitation. Results indicate the beneficial role 
of SSI on the reduction of the spectral acceleration and displacements, hence placing the con-
cept as a compelling alternative to existing seismic protection technologies. 
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1 INTRODUCTION 

During the latest years, seismic codes have significantly been altered with the intention to 
lead to resilient structures that perform better under seismic loads. To this end, seismic isolation 
has been one of the main approaches aiming to reduce structural seismic accelerations and, in 
this way, lead to earthquake-resistant design [1-6]. Therefore, a number of isolation devices 
from simple elastomeric bearings to more sophisticated roller bearings have been developed 
and advanced within the years. However, in order to isolate the building from its base, large 
displacements are required that are not always acceptable, hence rendering this system inade-
quate for retrofitting. 

Seismic protection research focuses lately on devices which include: (a) negative stiffness 
elements (Negative Stiffness (NS) Devices and “Quazi-Zero Stiffness” (QZS) oscillators) and 
(b) Tuned Mass Dampers (TMDs). The concept of introducing additional oscillating masses 
(TMDs) has been employed in a variety of systems including skyscrapers and structure bases 
aiming to protect the structure from the dynamic effects of environmental loads (e.g. wind, 
wave and seismic) [7-11]. The main drawback of this method is the need of large additional 
masses, compared to the mass of the structure itself, as well as the detuning of the TMD param-
eters that affects the performance of the structure within the years.  

A promising class of absorbers is based on increasing the damping by the appropriate intro-
duction of negative stiffness elements. Proposed by Antoniadis et al. [12], the KDamper is a 
novel passive vibration absorption concept, based essentially on the optimal combination of 
appropriate stiffness and mass elements, which include a negative stiffness element. This vi-
bration control system has been examined for the protection of bridges [13-17] wind turbines 
[18, 19] and structural systems [20,21]. In addition, the KDamper is implemented as an Ab-
sorption Base (KDAB) in the bases of structures [22-28]. In the recent work of Kapasakalis et 
al. [28], the KDAB is proven to be a possible supplement to BI, or can be alternatively imple-
mented as a “stiff absorption base”. 

In this study, the EKD is implemented as a seismic protection measure within the base of a 
typical residential structure. The effects of the Soil-Structure interaction coupled with the 
KDamper damping properties are investigated and results indicate the significant benefits of 
the methodology at the seismic response of the structure. 

2 OVERVIEW OF THE VIBRATION ABSORPTION METHODOLOGY 

In this section, the extended KDamper concept (EKD) is presented and the fundamental 
principles of its function are provided in detail. A single degree of freedom (SDoF) oscillator 
is considered in which the KDamper is implemented between its rigid base and the oscillating 
mass. Throughout the paper, linear dynamic systems are considered to represent the stiffness 
elements of the KDamper while the effect of soil-structure interaction (SSI) is represented using 
non-linear springs. 

2.1 The KDamper Vibration Absorber 

Figure 1, illustrates the fundamental layout of various vibration isolation and damping con-
cepts described in the literature and presented herein to facilitate the understanding of the 
KDamper concept. All strategies aim to minimize the response x(t) of a low-damped (or un-
damped) SDoF comprising a mass m and static stiffness k due to the resulting motion of a base 
excitation xG(t). The Negative Stiffness Isolator (Fig. 1A) incorporates a negative stiffness ele-
ment configured in parallel with the stiffness elements k of the system. To this end, the overall 

4161



Konstantinos A. Kapasakalis, Antonios E. Alvertos, Antonios G. Mantakas, Ioannis A. Antoniadis, Evangelos J. 
Sapountzakis 

stiffness of the configuration is reduced to kQZS = k + kN ≤ k, hence leading to potential signifi-
cant decrease of the overall static stiffness and consequently, instability of the system. 

(A) (B) (C) (D) 

Figure 1. Schematic representation of the vibration absorption concepts considered: (A) Negative Stiffness 
(NS) isolator (or QZS), (B) Tuned Mass Damper (TMD), (C) KDamper concept and (D) Extended KDamper 

(EKD). 

In a similar way to the Tuned Mass Damper (TMD, Fig. 1B), the KDamper (Fig. 1C) consists 
of an additional oscillating mass element (mD) and two positive and negative stiffness elements 
kP and kN respectively. The negative stiffness element (kN) serves as an indirect approach to 
increase the inertia of the oscillating mass (mD) and consequently, increase the damping of the 
system. In addition, on the contrary to the NS isolator, the basic requirement of the KDamper 
is that the overall static stiffness of the system is maintained positive and, in this way, the risk 
of potential instability is eliminated. The total stiffness of the system with the KDamper can be 
expressed using the following formula: 

 (1) 

Compared to the TMD, the KDamper uses an additional negative stiffness element kN, which 
connects the additional mass to the base. Thus, the equation of motion of the KDamper be-
comes: 

 (2.a) 
 (2.b) 

A closer examination at the equations above indicates that the additional negative stiffness 
element is an indirect way to increase the inertia of the KDamper mass mD and to this end, 
increase the efficiency of the vibration absorption system without the need to incorporate large 
masses, contrary to the case of a conventional TMD. 

2.2 Extended KDamper Concept (EKD) 

The proposed vibration absorption concept is an extension of the KDamper referred to herein 
as the EKD system and is illustrated in Figure 1D. In a similar way to the KDamper, the EKD 
incorporates a system of masses, negative stiffness and positive stiffness elements as well as 
artificial dampers. The main variation would be the change of the system configuration where 
the positive stiffness spring (kP) connects the damper mass (mD) to the base of the system while 
the negative stiffness element (kN), is attached between the damper mass (mD) and the mass of 
the oscillator (m). Also, an additional artificial damper is adopted and placed in parallel with 
the negative stiffness element so that we end up having two dampers, namely CUP and CDOWN 
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Based on the original formulation of the KDamper expressions 2.a and 2.b, the following equa-
tions of motion for the EKD are derived: 

( )S R S D D P D D Gmu k u m u k u m m a (3.a) 
( ) ( )D D UP S D N S D DOWN D P D D Gm u c u u k u u c u k u m a (3.b) 

As mentioned in the previous section, the stiffness parameters of the KDamper, and EKD 
respectively, are selected according to equation (1) in order to maintain the total stiffness of the 
system. However, an increase of the absolute value of kN, or reduction of the absolute values of 
kP or kR, may endanger the static stability of the structure. In order to ensure that potential loss 
of the static stability is prevented, the possible variations of kN, kP and kR should be taken into 
consideration in the design and optimization of the EKD parameters. The stiffness parameters 
of the system may present significant fluctuations due to numerous reasons, such as temperature 
variations, manufacturing tolerances, or non-linear behaviour of structural elements and the 
unpredictable behaviour of the foundation system (SSI). Consequently, an increase of the ab-
solute value of kN and/or a decrease of the values of kP and kR by a factor εN, εP and εR, respec-
tively, may result in the system being unstable. This situation may happen in the following case: 

(1 ) (1 )(1 ) 0
(1 ) (1 )

P P N N
R R

P P N N

k kk
k k

 (4)

Contrary to the KDamper concept, which foresees variation only in the negative stiffness 
element kN, in the proposed extension of the KDamper concept (EKD), a variation in all stiff-
ness elements is taken into consideration. Assuming either the negative stiffness ratio kn=kN/k0 
or the absolute value of the negative stiffness element (kN) is known, using the equations (1) 
and (4), the rest of the stiffness elements result as presented below: 

2

0
4* * *

2
b b a ckr KR kr k

a
 (5.a) 

0
* *

1
kn kr knkp KP kp k
kr kn

 (5.b) 

Where parameters a, b and c are defined as: 

(1 )R R ; (1 )N N ; (1 )P P (6.a, b, c) 
( )a R P N ; * ( ) ( )b kn N P R R N P ; * *knc P N (6.d, e, f) 

Finally, assuming that the following parameters are known: 

1) the additional mass, mD, and
2) the variations εN, εP and εR of the stiffness elements

The unknown parameters of the system are: 

1) the nominal KDamper frequency f0 (Eq. (1));
2) the negative stiffness ratio kn or the value of the negative stiffness element kN and
3) the damping coefficients cDOWN and cUP.
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3 EXTENSION OF THE EKD TO MULTI-STOREY STRUCTURES INCLUDING 
SOIL STRUCTURE INTERACTION (SSI) EFFECTS 

In this section, the concept of the EKD is extended to multi-degree of freedom systems 
(MDoF) and applied to multi-storey buildings with aim to control their response to seismic 
excitations. For this purpose, an extension of the vibration control strategy from a simplified 
SDoF system (Fig. 1D) to MDoF systems is presented. In addition, Soil-Structure Interaction 
effects are considered in the analysis of the structural system using non-linear springs derived 
from numerical analysis of shallow foundation systems.  

Based on the methodology presented herein, a numerical application is performed on a 4-
storey typical concrete structure in order to assess its behaviour under seismic loading and 
demonstrate the beneficial role of SSI along with the application of EKD as a vibration absorp-
tion method. 

3.1 The EKD as a Seismic Base Absorber 

The possible implementations of the KDamper and specifically of the Extended KDamper 
(EKD) might be numerous. In this study, the potential application of the EKD for seismic pro-
tection of structures is assessed and the EKD is implemented as a vibration base absorber. To 
this end, the EKD system is located between the base of the building and the superstructure. 
The corresponding configuration is illustrated in Fig. 2A and the equations of motion are de-
rived as follows: 

( )S S B S S S S S Gm u u c u k u m a (7.a)
( ) ( ) ( ) ( )B B S S B UP B D N B D R B S B Gm u m u u c u u k u u k u m m a (7.b)

( ) ( )D D UP B D N B D P D DOWN D D Gm u c u u k u u k u c u m a (7.c)

(A) (B) 

Figure 2. (A) Implementation of the EKD as a seismic base absorber, (B) Multi-storey building with the pro-
posed seismic vibration absorber system, EKD (sketch of the model) together with SSI effects. 
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where uS = xS - xB, uB = xB - xG, uD = xD – xG. The natural frequencies of the subsystems and 
the rest of the parameters are defined as: 

0 0 02 / ( )S B Df k m m m ; ( ) / mD P N Dk k (8.a, b)

0
P N

R
P N

k kk k
k k

; ( )D D S Bm m m (8.c, d)

where ω0 and ωD refer to the natural frequencies of the total system and the EKD respectively, 
k0 is the equivalent static stiffness of the EKD, mB is the mass of the base, mS the mass of the 
superstructure, mD the mass of the EKD and μD the damper’s mass ratio. In this study, the EKD 
parameters are selected according to Section 3.2 and Section 5 and refer to a typical 4-storey 
structure with total mass of 320 tn. More details of the case study are presented in the following 
sections. 

3.2 Extension of the EKD to Multi-Storey Structures 

A planar n-storey building is considered and presented in the sketch of Fig. 2B, in which the 
proposed base absorber system, EKD is implemented for seismic protection between the base 
and the first floor of the structure. The following assumptions are made for the modelling of 
this system:  

1. the total structure mass is concentrated at floor levels;
2. the slabs and girders on the floors are rigid when compared to the columns;
3. the columns are considered inextensible and weightless, providing the lateral stiffness

of the structure;
4. the effect of soil-structure-interaction (SSI) is taken into consideration with the use of

non-linear elastic springs coupled in series with the column stiffnesses of the first floor;
5. the superstructure is considered to remain within the elastic limit during the analysis.

As a result, the superstructure has n dynamic DoFs, represented by the relative to the ground 
displacements of the n-story masses mSj (j=1,…, n), as presented in Fig. 2B, which are collected 
in the array [uSr](t)=[uSr1(t), uSr2(t), …, uSrn(t)]T.  

The parameter kR refers to the coupling of the stiffness of the columns (kcol) connecting the 
foundation of the structure with the first floor together with the stiffness of the foundation sys-
tem (kSSI) that is derived due to the SSI effects. As a result, the total stiffness of the columns-
foundations system is calculated as the kR of the structure (Eq. 9). More details on the derivation 
of the kR and incorporation of the SSI effects are provided in section 3.3 of this paper. 

(9) 

The equations of motion Eq. (7) still apply, but now expressed in a matrix form, involving 
matrices with dimensions r×r with r=n+1: 

 (10)

where the matrices and vectors entering Eq. (10) are defined as: 

4165



Konstantinos A. Kapasakalis, Antonios E. Alvertos, Antonios G. Mantakas, Ioannis A. Antoniadis, Evangelos J. 
Sapountzakis 
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(11) 

where [MS], [CS] and [KS] are the n-dimensional matrices of mass, damping and stiffness of the 
original n-story building and [τS] is the n×1 influence vector of the superstructure associated 
with the ground motion xG(t). The parameter mS now refers to the total multi-story structure 
mass and is mS,tot (Eq. (11)). This procedure can also be used in the case the n-story structure is 
mounted on a conventional or highly damped isolation base by appropriate modification of the 
matrices in Eq. (10).  

3.3 Introduction of Soil-Structure Interaction (SSI) Effects 

For the purposes of this study, the EKD is implemented as a vibration absorption technology 
positioned between the foundations and the first floor of the structure (Ground / ‘Pilotis’ level). 
As a consequence, the stiffness kR (Fig. 2) is the resultant stiffness of both the columns and 
foundation system and can be expressed as in Eq. (9). The beneficial effect of the Soil-Structure 
Interaction (SSI) is taken into consideration with the use of non-linear spring stiffnesses (kSSI) 
coupled in series with the stiffness of the ground floor columns (kcol). As a result, the benefits 
of a softer foundation response can be compared with the conventional approach of a fully fixed 
model.  

The problem is analysed by employing the FE code ABAQUS and a typical foundation and 
column are modelled in 3D as depicted in Fig. 3A. The soil stratum is considered to be iso-
tropic/homogeneous and modelled using non-linear 8-noded hexahedral continuum elements. 
The same is applied for the footing which is, however, considered to be elastic (Reinforced 
Concrete). The column is modelled using linear beam elements and is considered to be fixed 
on the top of the foundation. The interface between the foundation and the soil is considered to 
be ‘fully bonded’ with the foundation elements considered attached to the ground. The bound-
aries of the model have been strategically selected sufficiently far to avoid spurious boundary-
effects on the system response. Static pushover analyses are subsequently undertaken in order 
to derive the non-linear soil-foundation stiffness relationships (kSSI).  
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(A) (B) 

Figure 3. (A) A view of the ABAQUS 3D FE model for a rigid footing with B=1.5m, (B) A simplified ap-
proach to account for the SSI effects (horizontal and rotational stiffness of the soil) for horizontal displace-

ment at the top of each column. 

Non-linear soil behaviour and stress-strain relationship is described by a simplified kine-
matic hardening model that follows a Von Mises failure criterion with associated flow rule. The 
formulation of this modified Von Mises model is adopted as a subroutine in ABAQUS code 
and has been parametrised by Gerolymos and Gazetas [29] and Anastasopoulos et al. [30] in 
order to appropriately simulate the response of clayey materials. Despite its simplicity, this 
constitutive model has been validated against physical model testing hence ensuring its ability 
to capture realistically the foundation behaviour and the non-linearity of the soil stiffness. 

The foundation system is designed based on the properties and approximate loading of a 
typical residential 4-storey building as described in Chapter 5 of this paper.  To this end, a series 
of parametric analyses have been conducted by adopting different foundation widths (B) and 
various material properties (Su=70, 200 and 300 kPa) resulting in different FoS (Factor of 
Safety) against vertical loading. On the basis of empirical correlations, the initial, small strain, 
elastic modulus (E0) of the soil was considered equal to 1800Su and its non-linear behaviour is 
simulated realistically by the constitutive relations of the model.  

As indicated in Fig. 3B, the equivalent soil-foundation stiffness (kSSI) is calculated assum-
ing a rigid column subjected to horizontal displacement at the top. The height of the column is 
equal to 3.5m, aligned with the height of the column considered in our case study (Section 5). 
As a consequence, the calculated stiffness (kSSI), is a result of both the rotational and horizontal 
displacement of the soil footing and is expressed at the top of the rigid column.  

The total stiffness (kR) of the system can be then calculated as the resultant of the structural 
column stiffness (kcol) and the equivalent stiffness at the top of the beam due to the rotational 
and horizontal displacement of the footing (kSSI). Results for a few foundation widths (B) and 
soil profiles that have been considered relevant for the study are presented in Fig. 4 below. The 
horizontal displacement at the top of the column is plotted against the reaction force (RF) and 
soil-foundation stiffness (kSSI) respectively. All foundations considered below have a total FoS 
against vertical loading between 3.5 and 4 thus ensuring the stability of the structure under static 
loading. For the purposes of the study, the footing geometry selected represents a relatively soft 
foundation that allows deformation of the soil-foundation system during earthquake excitation 
as a means to reduce the forces transmitted to the structural members. This design is based on 
the idea of “rocking” foundations which has been investigated using numerical and physical 
models by several researchers [31-34]. 

Utot,i uSSI,i
Ucol,i

KSSI,i Kcol,iKR,i

Fi Fi Fi

fixed
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(A) (B) 

Figure 4. (A) Reaction force (F) versus horizontal displacement at the top of the rigid column, (B) Soil-Foun-
dation Stiffness (kSSI) horizontal displacement at the top of the rigid column. 

4 OPTIMIZATION OF THE EKD PARAMETERS 

After the equations of motion of the EKD and structural system are derived, the aim is to 
determine efficient parameters for the proposed configuration in order to achieve an optimized 
vibration control strategy. As stated in the previous sections, the parameters f0, kN, cDOWN and 
cUP are the free design variables taken into consideration in the optimization problem, while 
parameters such as the additional damper mass mD and the stability factors εN, εP, and εR are 
considered known. For the optimization process, a novel metaheuristic algorithm, harmony 
search algorithm (HS), is adopted. In this study, the optimization problem is formed according 
to the seismic design codes. The constraints and objective function are selected from the time-
domain responses. The optimisation procedure is described in greater detail in the following 
sections. 

4.1 Selection of Seismic Excitations Compatible to the Seismic Design Codes for the Anal-
ysis and Optimization of the EKD 

The calculation of structural displacements, velocity and acceleration due to seismic excita-
tion is usually undertaken according to seismic design codes (e.g. EC8) and the design response 
spectrum. As a consequence, the seismic intensity measures are within specified limits for a 
system with given properties (fundamental structural period and damping ratio). The parame-
ters that mainly control these limits are the ground conditions, the expected seismic intensity, 
the damping ratio of the system as well as the fundamental period of the structure.  

However, the application of such approach and the use of the code’s Design Response Spec-
tra for the selection of the extended KDamper parameters, is not considered adequate, since the 
application of the KDamper leads to MDoF systems with multiple eigenfrequencies. Therefore, 
analysis in the time-domain is required for the optimal design of the proposed base absorber. 
Strong earthquake records can be generated from various types of accelerograms such as syn-
thetic records obtained from seismological models, real earthquake excitations and artificial 
accelerograms, compatible with a specific design response spectrum. 

4.2 Generation of Artificial Accelerograms 

In this section, a presentation of the details of the generation of artificial accelerograms based 
on the design response spectra is undertaken.  This is a task that has been widely studied by 
researchers, overviews of which can be found among others in Giaralis and Spanos [35]  and 
Cacciola and D’Amico [36]. For the purposes of this study, the approach followed is based on 
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generating a sample of artificial accelerograms with acceleration response spectra in accordance 
with the EC8 design response spectra. Artificial, spectrum-compatible accelerograms are gen-
erated using the SeismoArtif Software [37]. In this paper, the Artificial Accelerograms are de-
signed to match the EC8 response spectra incorporating the following seismic properties: 
ground type C, spectral acceleration 0.36 g, spectrum type I and importance class II.  

An artificial accelerogram is illustrated in Fig. 5A, along with its acceleration response spec-
trum (Sa) (Fig. 4B). A sample of 15 artificial accelerograms is generated and plotted in Fig. 5C 
along with the EC8 response spectrum for comparison with the design guidelines. An accurate 
match is observed with the EC8 acceleration response spectrum with characteristics: spectral 
acceleration 0.36 g, ground type C, spectrum type I and importance class II. More specifically, 
the percentage deviation is below 10% in the range of periods from 0.2 to 2 sec, which are 
considered relevant for the structural performance. 

(A) (B) (C) 

Figure 5. (A) Artificial Accelerogram, (B) Acceleration response spectrum of Artificial Accelerogram and (C) 
Mean Artificial acceleration response spectrum of the 15 generated Artificial Accelerograms compared to the 

EC8 acceleration response spectrum. 

4.3 Evaluation of Optimization Constraints and Limitations 

The design of the proposed control strategy must be efficient and realistic at the same time. 
For this reason, proper constraints that refer to the structural dynamic responses and therefore 
the EKD components must be applied. The structure’s first floor drift is set as the objective 
function (mean of 15 maximum responses). The system is subjected to 15 Artificial Accelero-
grams generated according to section 4.1, with a mean PGA of 0.519g. 

Furthermore, the given parameters of the system with the EKD, i.e. the additional mass mD 
and the stability factors εN, εP, and εR, as well as the limits of the free design variables sought in 
the optimization problem, f0, kN, cDOWN and cUP, must be within reasonable technological capa-
bilities in order for design to be realistic. In particular: 

i. In the previous work of KDamper, the stability factor εN that relates to the variation of
the negative stiffness element kN, is taken as 5%. In this study, a variation in all stiffness
elements is considered, making the design of the proposed vibration absorption concept
rather conservative. The stability factors εP and εN are selected equal to 10%, and the
stability factor that relates to the stiffness element kR is selected equal to 25%. The po-
tential 25% stiffness reduction was selected based on an initial linear analysis with the
EKD implemented in the structure assuming rigid footing. In this way, the anticipated
displacement of the column top was calculated and the expected reduction of the kSSI 
stiffness due to this deformation was estimated (approximately 25%, refer to Fig. 4B).
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ii. The purpose of this design is to implement the proposed control strategy for seismic
protection of building structures. Since KDamper can be implemented between the
floors of structures, there are no strict limitations regarding the additional mass. Accord-
ing to the previous work of KDamper implemented as an Absorption Base (KDAB) of
multi-story building structures with  the same characteristics, [28], a 5% additional mass
is efficient and realistic.

iii. The negative stiffness element kN, in the proposed configuration of EKD, is realized
with pre-compressed springs. Based on previous indicative designs of KDamper with
pre-compressed springs by Antoniadis et al. [12] and Kapasakalis et al. [27], for a total
superstructure mass of 300 tn, a realistic value of kN is -34171 kN/m. In this work, the
negative stiffness element absolute upper value is |30000| kN/m.

iv. The damping coefficients maximum value is set equal to 600 kNs/m for the whole con-
figuration (multiple KDamper devices can be implemented), therefore, common linear
damping devices can be used.

v. The negative stiffness element stroke (XS-D) is set as a constraint, with an upper limit
value of 15 cm which, based on previous work of Kapasakalis et al. [25], proves to be a
realistic value for the design of the negative stiffness element with pre-compressed
springs.

Finally, the limits of the free design variables are: 1) the nominal KDamper frequency f0 
(Hz) [0.15 1.5], 2) the negative stiffness element kN (kN/m) [-30000 -1] and 3, 4) the damping 
coefficients cDOWN and cUP (kNs/m) [1 600]. 

5 NUMERICAL CASE STUDY ON A TYPICAL 4-STOREY STRUCTURE 

A numerical case study has been conducted considering a 4-storey typical residential build-
ing. The structural system has 4 dynamic DoFs represented by the relative displacements of the 
4 storeys with respect to the ground. The elastic modulus of reinforced concrete (assuming 
long-term cracked conditions) is equal to E=26 GPa. The mass of the building is considered to 
be concentrated at the floor levels, with mi=80000 kg denoting the mass of the 4 storeys 
(i=1,…,4), while the columns are assumed to be weightless. 
The superstructure’s damping coefficients are mass and stiffness proportional (Rayleigh damp-
ing), with ζSi=0.02 (i=1,…,4). 

The geometry of the model is presented in Fig. 6 below. A 15x15m floor in plan-view has 
been considered with 0.3x0.3m square columns. Analysis for different foundation widths (B) 
and soil material properties has been undertaken and results for a single case are presented 
herein. Therefore, the material under investigation has an undrained shear strength equal to 
Su=70 kPa and a G0=53 MPa. The footing width (B) is considered as 1.50m and a total FoS 
against vertical loading equal to 3.8 is calculated, hence ensuring the static stability of the sys-
tem. For more details regarding the selection of the material properties refer to Section 3.3. 

The soil-structure interaction is regarded in the excitation analysis as explicitly detailed in 
section 3 of this paper and the parameters of the EKD are optimized based on the methodology 
described in section 4. A Matlab-based code is incorporated to model the structure and extended 
KDamper system as a series of masses and springs; linear and non-linear representing the struc-
tural elements and soil-foundations respectively. A number of artificial and real seismic exci-
tations are subsequently applied and the response of the structure is investigated. Results of the 
analysis are presented in Fig. 6 and Table 1 below. 
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(A) (B) 

Figure 6 (A) Typical 4-storey residential building investigated as a case study, (B) Plan view of a typical 
floor of the building considered in this case study. 

Structural 
System 

Ensemble of 15 artificial 
 accelerograms, PGA = 0.24 g L'Aquila (2009), PGA = 0.40 g 

as,4 
(g) 

us,1 
(cm) 

ucol,1 
(cm) 

uSSI,1 
(cm) 

Vb 
(kN) 

as,4 
(g) 

us,1 
(cm) 

ucol,1 
(cm) 

uSSI,1 
(cm) 

Vb 
(kN) 

Building with 
fixed footings 1.18 3.91 3.91 - 2,540 1.13 2.35 2.35 - 1,527 

Building with 
SSI footings 1.08 6.67 2.02 4.65 1,310 0.89 5.72 1.85 3.88 1,204 

Building with 
KDamper & 

fixed footings 
0.35 3.32 3.32 - 640 0.29 3.60 3.60 - 745 

Building with 
KDamper & 
SSI footings 

0.29 3.29 1.36 1.93 518 0.29 4.50 1.61 2.90 400 

Table 1: Dynamic response of the four examined residential building systems (with fixed footings, with SSI 
footings, with KDamper and fixed footings, with KDamper and SSI footings) for an ensemble of 15 artificial 
accelerograms (mean of 15 max values), and a real near fault earthquake record (L’Aquila, 2009, Mw = 6.3). 
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Artificial Excitation, PGA = 0.24 g L’Aquila, PGA = 0.40 g 

(A1) (A2) 

(B1) (B2) 

(C1) (C2) 

Figure 6. Comparative results in terms of (A) Absolute acceleration of the top storey of the structure (B) Hor-
izontal displacement (drift) of the 1st floor and (C) Base shear-force of the structure for one artificial accelero-

gram (A1, B1, C1) and the L’Aquila earthquake record (A2, B2, C2) respectively.  

A comparison between the response of the structural model considering a) fixed founda-
tions, b) SSI effects by incorporating the non-linear stiffness of the soil and c) the extended 
KDamper coupled with SSI effects is undertaken for one of the artificial accelerograms (match-
ing the EC8 design spectrum) and a real earthquake excitation. It can be observed that, the 
application of the extended KDamper along with the SSI effects lead to the main following 
results: 
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1. The EKD together with the SSI effects appear to improve the structural response under
a dynamic seismic excitation, indicating that the non-linearity of the overall system
stiffness parameters does not lead to detuning of the damper;

2. A 40-70% reduction of the absolute acceleration values of the building storeys is
achieved, hence remaining within the structural limits;

3. The base shear values appear to be significantly reduced in accordance with the absolute
acceleration values;

4. The total horizontal displacement of the first floor is slightly reduced compared to the
fixed footings. However, as indicated in Fig. 7 below, due to the rotational and horizon-
tal movement of the foundation the total displacement is distributed between the column
and the footing (SSI) and consequently structural flexural displacements are reduced
and remain within an acceptable region.

Artificial Excitation, PGA = 0.24 g L’Aquila, PGA = 0.40 g 

(A) (B) 
Figure 7. Distribution of the first storey total horizontal displacement due to the flexural deformation of the col-
umn (drift) and deformation due to SSI effects (horizontal and rotational movement of the footing), for the case 

of an artificial accelerogram (A), and the L’Aquila record (B) 

As it can be observed in Fig. 7, although the displacement of the first storey for the case of 
an artificial accelerogram (utot) reached 3.36 cm, it was distributed both in the column, in the 
form of flexural deformation (ucol), and in the footing, in the form of predominantly rotational, 
and also translational displacement, due to the SSI effects (uSSI). The maximum flexural defor-
mation was a mere 1.37 cm, which is almost three times lower than the flexural deformation 
that was demanded in the case of the building with no seismic protection. The 1st-storey dis-
placement is primarily undertaken by the SSI mechanism, meaning that during the shaking, the 
equivalent soil-foundation stiffness of a single footing 1.50 m x 1.50 m has dropped below the 
structural column stiffness of a single column, equal to 4,000 kN/m. In general, the distribution 
of the stiffness in the column-footing-soil system governs the distribution of the deformation in 
these components. It should be highlighted that for the case of either wider surface footings, or 
for footings whose rotational and horizontal displacement have been kinematically constrained, 
as in the case of footings connected with strap beams, the equivalent soil-foundation stiffness 
of the system increases dramatically, and hence the displacement is not distributed among the 
column and the foundation. Thus, the total displacement is undertaken by the columns leading 
to additional loading of the structural elements. 
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6 CONCLUSIONS  

In this paper, the extended KDamper (EKD) is implemented as a seismic protection vibration 
control system located at the base of a typical building structure. The beneficial effects of soil-
structure interaction (SSI) of a relatively soft foundation system along with the EKD as excita-
tion absorber are investigated. An analytical approach for the selection of the EKD parameters 
aiming to optimize acceleration response, under base excitation, is considered and the initial 
structural system is introduced along with the vibration absorber concepts. A sample of Artifi-
cial Accelerograms with acceleration response spectra compatible to EC8 is generated, and a 
few real earthquake shaking records are considered. The concept is applied between the foun-
dation system and the first floor of a 4-storey building that is examined as a case study herein. 
Results show significant reduction of the structural accelerations, drifts and base shear forces, 
hence placing the concept of a coupled EKD-SSI system as a compelling methodology for seis-
mic protection of structures. 
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OPTIMAL DESIGN OF ADVANCED NEGATIVE STIFFNESS 
ABSORBERS

Konstantinos A. Kapasakalis , Ioannis A. Antoniadis , and Evangelos J. Sapountzakis

Keywords:

Abstract. Throughout the last decades, seismic isolation of structures has attracted the atten-
tion of civil engineers and scientists. Research around this field has progressed tremendously, 
starting from the use of simple elastomeric bearings for the decoupling of the superstructure 
from the foundation and moving towards the invention of more complex devices (characteris-
tic examples being the Tuned Mass Dampers – TMDs or the Quasi-Zero Stiffness oscillators –
QZSs) aiming to enhance structural dynamic behavior. 

In this paper, an extension of the KDamper (EKD) concept is proposed, for implementation as 
a seismic base absorber. The complexity of the EKD renders the conventional minmax (H∞)
approach ineffective. For this reason, a constrained optimization problem is proposed for the 
selection of the optimal system parameters. The EKD is designed according to seismic design 
codes and the constraints and limitations of the EKD components are evaluated based on en-
gineering criteria. A database of artificial accelerograms, compatible with the EC8 response 
spectra is generated. Sensitivity analysis is performed, and the effect of detuning is observed.

Based on a comparison with a conventional base isolated system, the EKD manages to retain 
the structure absolute acceleration at acceptable levels, while the structure relative displace-
ment is drastically reduced, in the order of a few centimeters, rendering the implementation of 
the extended KDamper feasible using conventional structural elements, without the need for
special types of bearing. Thus, EKD can be considered a possible retrofitting option for seis-
mic protection.
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3.1 Selection of earthquake ground motion according to seismic design codes
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3.2 Evaluation of optimization constraints and limitations
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5 EFFECT OF DETUNING
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DYNAMIC ANALYSIS OF AN ACTIVE ISOLATION MOUNT USING 
FEEDFORWARD AND FEEDBACK CONTROL SCHEMES 

Grigorios M. Chatziathanasiou , Nikolaos A. Chrysochoidis , and Dimitris A.Saravanos

Keywords:

Abstract. This paper presents the simulation of dynamic analysis and performance of a 2-
Degree-of-Freedom active vibration isolation system. Vibration isolation is studied on both 
feedforward and feedback schemes, exploiting their transmissibility reduction capabilities 
and different effects to the system dynamics. The 2-DoF system is mounted on the isolated
structure of interest, while the disturbance is induced through the secondary structure. The 
two structures are connected with an active mount, where a passive spring-damper element
and a piezoelectric actuator are parallelly placed. In feedforward approach, the optimal con-
troller input is calculated a-priori and offline, while in the feedback scheme, LQR and Pro-
portional-Derivative control algorithms are tested and compared. The results demonstrate 
great vibration suppression capabilities to the structure of interest, as both force transmissi-
bility and displacement are considerably degraded.  
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1 INTRODUCTION

2 DYNAMIC 2-DOF MODEL
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3 DESIGN OF CONTROLLER
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3.1 Feedforward Control
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(7) Fd = 5sinωt

3.2 Feedback Control

3.2.1 LQR Controller
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4.1 Feedforward Results

Figure 6

Figure 6

a. Focus on 21Hz b. Focus on 30Hz

Figure 6: Feedforward Control Results 
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4.2 Feedback Results

4197



45 47 28 7

5 CONCLUDING REMARKS

REFERENCES 

SAE
Tech. Pap.

J. Sound Vib.

J. Sound Vib.

AIAA J.

J. Sound 
Vib.

Proc. 2017 9th Int. Conf. Model. Identif. Control. ICMIC 2017

4198



Journal of Sound and Vibration

J. Sound Vib.

Chinese J. Aeronaut.

Int. J. Autom. 
Control

2012
IEEE Int. Conf. Ind. Technol. ICIT 2012, Proc.

INTER-NOISE 2019 
MADRID - 48th Int. Congr. Exhib. Noise Control Eng.

J. Sound Vib.

Proc. IEEE Conf. Decis. Control

4199



AN INNOVATIVE VOXEL-BASED APPROACH FOR THE OUT-OF-
PLANE HOMOGENIZED LIMIT ANALYSIS OF NON-PERIODIC 

MULTI-LEAF MASONRY WALLS 

Gabriele Milani1 and Simone Tiberti2 

1 Department ABC, Technical University of Milan 
Piazza Leonardo da Vinci 32, 20133 Milan, Italy 

e-mail: gabriele.milani@polimi.it 

2 Department ABC, Technical University of Milan 
Piazza Leonardo da Vinci 32, 20133 Milan, Italy 

e-mail: simone.tiberti@polimi.it 

Keywords: masonry multi-leaf walls, voxel based mesh, limit analysis, homogenization 

Abstract. A recurring construction technique in many European countries (Italy included) is 
based on the erection of multi-leaf walls. Their seismic vulnerability is usually high, due to the 
fact that the wythes are poorly or by no means connected one each other. Hence, masonry 
buildings with multi-leaf walls regularly display an insufficient strength against out-of-plane 
actions (such as those caused by earthquakes and those causing the highest vulnerability), 
which leads to partial or total collapse. This paper proposes a novel approach devoted to the 
out-of-plane analysis of masonry multi-leaf walls at collapse, with special attention given to 
the case of non-periodic masonry – in which the units display different geometries and are 
randomly arranged in the walls. This approach is based on the so-called “voxel strategy”, in 
which the 3D finite element mesh of a multi-leaf wall is created directly from the rasterized 
images of its external wythes. Every pixel of the rasterized images is transformed into its 3D 
counterpart (the “voxel”, indeed), which is then converted into a solid finite element. The 
“voxel strategy” for generating the finite element mesh is translated into a MATLAB function, 
which is itself part of a broader limit analysis approach based on the upper bound theorem, 
that aims at deriving homogenized out-of-plane failure surfaces. These represent macroscopic 
out-of-plane strength criteria for the selected non-periodic multi-leaf masonry walls; they are 
expressed in terms of flexural and torsional moments around the horizontal and vertical axes 
of the considered wall. The approach also enables the extraction of the deformed shapes at 
collapse for single out-of-plane load conditions. The homogenized out-of-plane failure surfaces 
are the results of an upper bound limit analysis problem coupled with homogenization, aptly 
formulated as a standard-form linear programming problem. The solid finite elements of the 
created mesh are rigid, and the velocity jumps at the interfaces between adjacent finite elements 
obey a Mohr-Coulomb failure criterion with separate tension and compression cut-offs and 
associated flow rule. A case study is investigated to benchmark the procedure, namely a rubble 
masonry three-leaf wall with absente interconnection between leaves. 
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1 INTRODUCTION 
Multi-leaf walls are quite common in the architectural heritage of several European countries. 

They are usually structured as follows: two external wythes (called also layers) of masonry are 
erected, leaving a thinner in-between void that is later filled with loose material (e.g. stone chips) 
or low-quality mortar. Multi-leaf walls are often characterized by a rate of transversal intercon-
nection among the wythes that is either very poor or wholly absent most of the times. This 
entails an insufficient resistance against out-of-plane actions: the outer wythe is often ejected, 
weakening the construction up to the point where its partial or even total collapse is a very 
likely occurrence. Unfortunately, in historical masonry buildings the presence of multi-leaf 
walls is only revealed after the local or global failure of the structure. On the left, it is possible 
to observe the ejection of the external wythe caused by the seismic action, although in this case 
the building is still standing. On the right, it is possible to observe that the inner wythe of the 
multi-leaf wall is basically absent, suggesting a total lack of transversal interconnection be-
tween the outer wythes. At present, very few papers are available with the study of multi-leaf 
masonry walls (they are equally subdivided between experimental [1]-[4] and numerical ap-
proaches [5]-[8]), due to the complexity that is typical of this kind of walls, therefore it is very 
difficult to employ micro- or macro-modelling approaches. In general, these walls are charac-
terized by peculiar geometries and units’ arrangements that make each of them a unique in-
stance; an extremely refined analytical model at the microscale is then required, which would 
make any numerical analysis very cumbersome and computationally unfeasible. On the other 
hand, it is also very difficult to properly investigate the mechanical properties of the masonry 
constituents in these walls, not to mention the impossibility to run extensive and effective ex-
perimental tests, thus ruling out any possibility of defining a reliable macroscale model for such 
kind of masonry. Eventually, assessing the actual rate of transversal interconnection between 
adjacent layers represents another delicate issue to be addressed for these walls. 

The pairing of homogenization and limit analysis seems to offer once more an acceptable 
solution to all the aforementioned issues; this is especially true when considering the fact that 
in many cases it is paramount to only assess the out-of-plane behavior at collapse of these walls 
in a swift and straightforward way, and limit analysis with a homogenized approach is poten-
tially a very powerful tool in this sense. 

Therefore, this paper presents a homogenized limit analysis model aiming at investigating 
the out-of-plane collapse behavior of non-periodic multi-leaf masonry walls, which is a novelty 
due to the substantial lack of dedicated models in this regard. Specifically, the out-of-plane 
collapse behavior is addressed by extracting out-of-plane homogenized failure surfaces for the 
multi-leaf walls, which actually represent out-of-plane macroscopic strength criteria for the 
considered wall. The out-of-plane kinematics of the multi-leaf wall is governed by a Kirchhoff-
Love plate model; each wythe of the wall is provided with its own average strain rate tensor 
components, whereas a single average curvature rate tensor is introduced for the wall. The out-
of-plane homogenized failure surfaces are derived from the solution of a mixed limit analysis-
homogenization problem, written into a MATLAB script as a standard-form linear program-
ming problem; a custom-built post-processing phase enables also the extraction of the deformed 
configurations at collapse (“failure modes”) for the considered multi-leaf wall.  

The representative element of volume, irregular both in plane and along the thickness, is 
meshed by means of a very refined voxel-based discretization where dissipation is allowed at 
the interfaces between voxels. Interfaces, where all plastic dissipations occur, behave following 
a cohesive-frictional failure criterion with limited tensile strength and cap in compression. Such 
homogenization approach has been first applied to random one-leaf masonry in [9][10] with a 
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2D pixel discretization, then extended with simple on-thickness integration to multi-leaf ma-
sonries in [11]-[12], finally changed in a more complex voxel procedure applied first to periodic 
masonry in- and out-of-plane loaded in [13] and to rubble masonry in [14]-[17]. In these last 
attempts, it is stressed how the representative element of volume was discretized by means of 
voxels. Conversely, here it is worth mentioning that the novelty of the numerical procedure 
here discussed stands in the generalization of the voxel approach to three-leaf masonry with 
external leafs constituted by the irregular assemblage of stones/blocks. The possibility of a par-
tial interlocking among leafs is in principle accounted for and any configuration of the blocks 
both externally and along the thickness can be easily taken into account by means of the dis-
cretization into small voxels.  
This paper is structured as follows: Section 2 offers a short presentation of the upper bound 
limit analysis problem with homogenization as formulated for the present application, including 
a short overview of the kinematic model here used as well as the several constraints required in 
the linear programming problem. Section 3 presents a preliminary numerical application of this 
model, consisting of a three-leaf rubble masonry wall. The effects on the out-of-plane collapse 
behavior coming from the possible presence of separate but similar masonry bonds in the outer 
wythes is finally investigated. 

2 HOMOGENIZATION PROBLEM FORMULATION IN CASE OF MULTI-LEAF 
WALLS 

This section presents very concisely the bases of the mathematical formulation of the ho-
mogenized limit analysis problem, used to derive out-of-plane homogenized failure surfaces 
for multi-leaf masonry walls Such formulation requires the definition of a kinematic model that 
accounts for the presence of different layers.  

Analogous to the single leaf-case [10][13][14], a representative element of volume REV 
large enough to account for the irregular disposition of the stones in the leaf is a-priori selected, 
in the same way done for irregular textures made by only one leaf. Then, each leaf is meshed 
into rigid-infinitely resistant voxel finite elements with dissipation at the interfaces between 
contiguous voxels, behaving as Mohr-Coulomb interfaces. One of the main advantages is to 
deal exclusively with interfaces parallel to the material axes frame of reference. A standard 
linear programming problem is then written and solved to estimate homogenized failure sur-
faces. Full details of the numerical implementation for single leaf irregular textures –not re-
ported here for the sake of conciseness- can be found in [10][13][14], where the reader is 
referred for further details.  

The main difference with respect to the single-leaf formulation lies in the definition of sep-
arate average strain rate tensors for each wythe; conversely, the average curvature rate tensor 
is still unique for all the wythes. This modification is enforced to reproduce separate in-plane 
behaviors for each wythe, as is usually the case in multi-leaf walls where the wythes are not so 
well connected; the use of a single average curvature rate tensor for all the wythes instead rep-
resents a simplification of the out-of-plane behavior, for which the multiple wythes cannot bend 
differently with respect to each other, therefore removing the possibility of disconnection be-
tween the wythes along the out-of-plane direction (in this case, axis Z). Even though multi-leaf 
walls in general do not behave as sandwich structures, it is also well known that their inner core 
usually consists of either loose materials such as stone chips or materials that display poor me-
chanical properties. Therefore, it is totally reasonable to suppose that there is no actual contact 
between the outer wythes and the inner core, which justifies the simplifications adopted in the 
present formulation. 

The difference between the single- and multi-leaf formulation is displayed in Figure 1, where 
the macroscopic quantities involved in each case are highlighted. 
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Figure 1: Difference in terms of macroscopic quantities between the single-leaf (left) and multi-leaf case 
(right). 

Since each voxel of the multi-leaf wall is rigid and bereft of rotation rate, its kinematics is 
fully determined by the displacement rate field of its centroid , where axis Z repre-
sents the transversal direction. The use of a Kirchhoff-Love plate model leads to the following 
expressions for the three components of the displacement rate field, written for each wythe in 
the general case of a three-leaf masonry wall: 

 (1) 

 (2) 

 (3) 

 (4) 

 (5) 

 (6) 

 (7) 

 (8) 

 (9) 

Where (1)-(3) refers to wythe 1, (4)-(6) to wythe 2, (7)-(9) to wythe 3,  
is the periodic velocities of the element,  are the components of the average in-
plane strain rate tensor of each -th wythe of the multi-leaf wall and  are the 
components of the average curvature rate tensor (with  equal to  for symmetry). In com-
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pliance with the hypothesis of a Kirchhoff-Love plate model, such kinematics satisfies the re-
quirements of , , and .. When compared with a classic 
homogenization problem, the novelty is that a different in-plane average strain rate tensor is 
enforced in the different leaves (3 in this case), so the total number of macroscopic unknowns 
is here equal to 12, namely 9 in-plane macroscopic strain rates 

 and 3 curvature rates , instead of the 
classic 6 components originally included in the single-leaf formulation. 

A master-slave formulation is also adopted to reduce the computational effort, which con-
sists in considering the stones/blocks infinitely resistant, i.e. assuming only 6 kinematic un-
knowns for all the voxels belonging to the same stone. The relations that link the kinematic 
field of a single finite element and that of the masonry unit to which it belongs, are the following: 

 (10) 

 
(11) 

 (12) 

Where , , and  are the components of the displacement rate field of a generic ma-
sonry unit (the “master element”, superscript M) expressed according to Eqs. (1)-(9), , , 
and  are the coordinates of the centroid of the stone/block, , , and  are the compo-
nents of the displacement rate field of a generic finite element belonging to the considered 
masonry unit (the “slave element”, superscript S), expressed according to Eqs. (1)-(9) as well. 

 and  are the rotations of the master element about the X and Y axes, respectively; in 
fact, the kinematics of any master element is here enriched to enable the occurrence of macro-
scopic rotations, which are displayed in the deformed shape of the multi-leaf wall associated to 
an out-of-plane load condition.  

No modifications with respect to the single leaf case are needed by the constraints related to 
the periodicity of the velocity field at the boundaries. Conversely, the equation that expresses 
the normalization of the dissipated external power - needs to be modified as follows: 

 

 

 

 

(13) 

Eventually, the homogenized limit analysis problem is once more formulated as a linear 
programming problem. The objective function that ought to be minimized is still the dissipated 
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internal power, and the equality constraints are still given by periodicity conditions and con-
straints for plastic flow in continuum, provided that they include the modifications introduced 
in the previous equations. In the usual standard form, the components of the average strain 
tensors are split with a decomposition assuring that optimization variables are all non-negative: 

  (14)

The standard form for this linear programming problem can therefore be written as follows: 

Minimize (15) 

Subject to (16) 

 (17) 

Where CTX is the dissipated internal power, X collects all non-negative optimization varia-
bles, according to Eq. (14), which include macroscopic strain and curvature rates, master ele-
ments velocities, periodic velocities and plastic multipliers and AX=B collects all the equality 
constraints, which include among the others Eqs. (10)-(13).  

An efficient linear programming solver as CPLEX is utilized to deal with several variables 
and the need to recursively solve Eqs. (15)-(17) to find an approximation of the homogenized 
strength domain, also changing the REV considered (an operation needed when the external 
leaves are constituted by irregular stones disposed randomly and the identification of a suitable 
test window is required [10]).  

3 CASE STUDY 
A multi-leaf case study is investigated in terms of out-of-plane homogenized failure surfaces. 

The case study deals with a three-leaf wall whose outer wythes consist of rubble masonry. Two 
separate sets of mechanical parameters (cohesion, friction angle, tensile strength, and compres-
sive strength) are employed: one set is dedicated to simulate the properties of the outer wythes, 
the other set is dedicated to simulate the properties of the inner wythe, which is supposed to 
consist of low quality mortar. Both sets are listed in Table 1. 

Type of in-
terface 

Cohesion 
[MPa] 

Friction an-
gle [°] 

Tensile 
strength 
[MPa] 

Compressive 
strength 
[MPa] 

Outer 
wythes 0.15 30 0.1 1.5 

Mortar inner 
wythe 0.05 35 0.02 0.5 

Table 1: Mechanical properties for the material employed. 
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(a) (c) 

  
(b) (d) 

Figure 2:  (a) Test-window C of case study 1; (b) test-window B of case study 1; (c) 
in-plane configuration of both the outer wythes for Instance 1, and of one wythe of 

Instance 2; (d) in-plane configuration of the other outer wythe of Instance 2. 
 

3.1 Three-Leaf Rubble Masonry Wall 
The case study under consideration consists of a three-leaf wall whose outer wythes are rub-

ble masonry walls. Two instances of such wall are created aiming at investigating how the 
possible presence of different rubble masonry bonds influences the out-of-plane response of a 
three-leaf wall: specifically, one is named “Instance 1” and considers test-window C of case 
study 1 illustrated in [10][18], as the masonry bond for both outer wythes (Figure 2a), whereas 
the other is named “Instance 2” and employs the previous masonry bond for a single wythe, 
considering instead test-window B of the same case study as the masonry bond for the opposite 
wythe (Figure 2b). In both instances, a 5×5 coarsing strategy is employed to reduce the number 
of finite elements in the analytical models (Figure 2c and Figure 2d), see also [10][18] for a 
better insight into the coarsing strategy adopted to speed up computations; the outer wythes are 
supposed to be 40 cm thick and the mortar inner one 15 cm thick. The 3D finite element meshes 
of the two instances are shown in Figure 3 along with their exploded view: the outer wythes 
employ 16 finite elements over the thickness, while the mortar inner one employs 6 finite ele-
ments over the thickness. 
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(a) (b) 

(c) (d) 
Figure 3: Case study considered to benchmark the procedure: (a) 3D finite element mesh for Instance 1; (b) 

exploded view of the 3D finite element mesh for Instance 1; (c) 3D finite element mesh for Instance 2; (d) ex-
ploded view of the 3D finite element mesh for Instance 2. 

Figure 4 shows the comparison between the two instances in terms of flexural and torsional 
out-of-plane homogenized failure surfaces. It is possible to observe that Instance 2 (the one 
with different rubble masonry bonds in the outer wythes) displays larger failure surfaces in both 
the flexural and torsional cases: this means that, when it comes to rubble masonry three-leaf 
walls, the presence of different bonds in the outer wythes somehow increases the out-of-plane 
resistance of the wall, probably due to the combined effect of the two different types of irregu-
larity at the extremities. 

The deformed shapes at collapse (“failure modes”) of the two instances of this case study 
are shown in Figure 5, which come from the single application of , , and . The 
outcomes of both the out-of-plane homogenized failure surfaces are corroborated: in fact, it is 
possible to observe how Instance 2 shows less widespread crack patterns for all the applied 
moments, suggesting a more compact (and, in the end, stiffer) out-of-plane response with re-
spect to Instance 1. 
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Figure 4: Flexural and torsional out-of-plane homogenized failure surfaces for the two instances of the first 
case study. 
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Instance 1 Instance 2 

 

 

 

Figure 5:  Failure modes under , , and  for the two instances of the first case study. 

4 CONCLUSIONS 
The paper presented the first results obtained with a simple homogenized limit analysis 

model able to predict the ultimate out-of-plane behavior of non-periodic multi-leaf walls. The 
approach proposed enabled the derivation of out-of-plane homogenized failure surfaces for the 
multi-leaf wall, which can be useful for a quick assessment of the out-of-plane ultimate behav-
ior of entire façades. The out-of-plane homogenized failure surfaces were obtained from the 
iterated solution of a standard linear programming problem with coupled kinematic limit anal-
ysis and homogenization hypotheses. The multi-leaf wall was discretized into infinitely re-
sistant small voxels and the homogenization problem was solved in the rigid-plastic case 
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following a Kirchhoff-Love plate formulation. A preliminary numerical application was dis-
cussed, relying into a three-leaf non-periodic masonry wall, where external leaves consisted of 
rubble masonry. The effect due to the possible presence of separate but similar masonry bonds 
in the outer wythes were also investigated, showing that the presence of two different wythes 
increases the out-of-plane response of the wall both under flexural and torsional actions. The 
effects induced by (i) the presence of quasi periodic masonry for the external leaves and (ii) a 
good transversal interconnection between the outer wythes are two future issues to be investi-
gated. A final implementation of the homogenization procedure at a structural level for the 
determination of the seismic vulnerability of entire multi-leaf masonry façades will be the last 
step of the research. 
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Abstract. Induced seismicity due to gas extraction in the province of Groningen in the Nether-
lands has a noticeable impact on building structures. Historic masonry structures in the area,
which are non-engineered and lacking empirical design features often present in traditionally
seismic regions, are especially vulnerable to dynamic loading. Compounding the problem, gas
extraction additionally generates soil settlement, which can induce damage to masonry build-
ings and thus reduce their capacity to bear seismic loads.

The objective of this paper is the evaluation of the performance of a widely used structural
intervention method applied in masonry structures in the Groningen region of the Netherlands.
This method, initially developed against soil subsidence damage, consists in the embedment of
stainless steel helical bars in repointed bed joints. Additionally, diagonal anchors are placed
in drilled holes across existing cracks in the masonry. The increase in induced seismicity in
Groningen raises the question whether this intervention technique can additionally enhance the
behaviour of masonry structures during seismic loading.

A masonry wall was experimentally tested in two configurations: a) a pre-damaged state,
with simulated damage typical of imposed soil settlement, and b) a post-damaged and post-
intervention state, this being the wall from the previous configuration after being tested to its
maximum base shear and subsequently strengthened. Differences between the two configura-
tions in terms of stiffness, peak force and prevalent damage patterns are discussed.

Accompanying the experimental campaign, results of finite element simulations of the strength-
ened wall are presented. The strengthened wall is simulated using non-linear macro-modelling
techniques. The model accounts for the experimentally simulated damage as well as for the
damage arising after the testing in the first configuration. The analysis results clarify and
quantify the experimental observations on the strengthened wall, particularly as regards stress
development and bond-slip in the reinforcement bars.

Based on the experimental and numerical results, the effectiveness of the intervention in
restoring the strength of the wall and in preventing the re-emergence of major diagonal cracking
is confirmed.
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1 INTRODUCTION

1.1 State of the art and motivation

Induced seismicity is the term used for describing low-magnitude ground shaking caused by

human activity. It is characterised by high frequency of incidence, potentially exceeding hun-

dreds of events every year in a single location. Among the main human activities linked to the

generation of induced seismicity events is gas extraction [1]. While these low-magnitude earth-

quakes typically do not pose a threat to the structural safety of buildings and infrastructure, they

can gradually reduce the durability and aesthetic integrity of structures through the formation

and accumulation of light damage.

Soil-subsidence and uplift are responsible for the formation of damage in structures. The

difference in stiffness between the superstructure/foundation and the soil causes the induction

of bending and shear strain in buildings, an effect known as soil-structure interaction [2]. Gas

extraction, in addition to inducing seismicity, leads to soil subsidence over wide geographic

areas. Masonry structures are particularly vulnerable to soil-structure interaction effects due to

their high stiffness and low tensile strength.

Due to the presence of soft clay, sand and peat top-soils, the Dutch region of Groningen

has continuously experienced soil subsidence. Over the preceding decades, repair measures

have been employed against the effects of soil movement in historic and traditional masonry

buildings. One such widely employed measure consists in the placement of stainless steel

helical bars in bed joints repointed using a high strength mortar. Additional bars are placed

across cracks formed in masonry through drilled pilot holes. In more recent times, gas extraction

operations in the region have not only exacerbated soil subsidence, but have been the cause of

induced seismicity. This combined action poses substantial risk to the durability of the masonry

building stock in the region, including both vernacular and monumental structures [3]. The role

of the embedded reinforcement bars in enhancing the seismic capacity of masonry buildings, a

role for which it was not originally intended, has not been sufficiently studied.

The role of embedded steel or CFRP reinforcement in masonry has received some attention

in the literature, in both experimental and numerical studies [4, 5, 6]. However, the role of

bed joint reinforced repointing as the main means of strengthening has not been sufficiently

investigated, particularly in full-scale structures.

1.2 Objectives

The main objective of the paper is the evaluation of the overall role of bed joint reinforced

repointing for masonry walls on structural behaviour under in-plane earthquake loading. The

conditions in Groningen require that the walls be tested in a combination of subsidence- and

earthquake-induced loads. Further, the nature of induced seismicity requires that structural

behaviour be evaluated for both low- and high-magnitude loading.

The strengthening technique is evaluated in terms of contribution to capacity and ductility.

Additionally, the shift in failure mode during low- and high-magnitude loading is an important

parameter to consider.

1.3 Methodology

The effectiveness of the strengthening was evaluated through preliminary experimental test-

ing of masonry walls with dimensions and layout commonly encountered in Groningen. Two

walls with a window opening and simulated damage were tested up to light damage. Subse-
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quently, one of the walls was strengthened and re-subjected to the light damage loading proto-

col. Finally, both the unstrengthened and strengthened walls were tested up to failure.

Following the experimental testing, a numerical campaign was executed. The primary ob-

jective of the campaign was the simulation of the strengthened wall test. Different modelling

techniques were employed in order to establish the influence of the modelling approach on the

results.

This paper focuses on the numerical simulation of the in-plane testing of the strengthened

wall. The experimental results of both the unstrengthened and strengthened walls are detailed

in a separate work [7]

2 EXPERIMENTAL CAMPAIGN

2.1 Testing of constituent materials

The units were solid clay bricks measuring 210×50×100 mm3 in length × height × width.

The width of the walls is equal to the width of the units. These units are very typical in tradi-

tional clay-brick masonry construction in the Netherlands, including in Groningen, and feature

a high compressive strength [8].

The construction mortar was an O-type lime cement mortar, with an expected compressive

strength of 2.4 N/mm2 at 28 days. While this mortar type is not typically recommended for

load-bearing members in new construction, it offers a reasonable approximation of traditional

mortars while simultaneously not requiring excessive curing time before developing a compres-

sive strength sufficient for low-rise construction. The thickness of all mortar joints was 10 mm.

The properties of the units and mortar as determined experimentally are shown in Table 1.

Parameter Symbol Units Average Coefficient of variation

Unit compressive strength fc,u N/mm2 28.31 0.10

Mortar compressive strength fc,m N/mm2 3.59 0.09

Table 1: Results of masonry constituent material tests.

2.2 Testing of masonry composite

Masonry wallets were subjected to different mechanical tests for the determination of the

properties of the masonry composite. Further, the mechanical properties of the unit-mortar

interface were determined experimentally.

Compressive tests on the masonry composite were executed according to EN 1052-1 [9],

both normal and perpendicular to the bed joints (vertical and horizontal directions).

The shear strength of the unit-mortar interface was characterised through triplet testing ac-

cording to EN 1052-3 [10]. The tensile strength of the interface was determined through

manually-operated bond-wrench testing according to EN 1052-5 [11].

The results of the masonry composite tests are summarised in Table 2.

2.3 Layout of masonry walls

The masonry wall samples measured 3070× 2690× 100 mm3 in length × height × width,

with an eccentric window opening measuring 780×1510 mm2 in length × height. The masonry

was constructed in single-wythe running bond, with a concrete lintel constructed over the open-
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Parameter Symbol Units Average Coeff. of variation

Horizontal compressive strength fc,x N/mm2 13.11 0.18

Vertical compressive strength fc,y N/mm2 12.93 0.07

Horizontal compressive fracture energy Gc,x N/mm 35.06 0.19

Vertical compressive fracture energy Gc,y N/mm 28.63 0.11

Horizontal Young’s modulus Ex N/mm2 3207 0.18

Vertical Young’s modulus Ey N/mm2 3190 0.24

Initial shear strength fv0 N/mm2 0.13 -

Friction coefficient μ - 0.82 -

Shear fracture energy Gv N/mm 0.30 -

Flexural bond strength fw N/mm2 0.08 0.32

Flexural bond fracture energy Gw N/mm 0.0069 -

Density ρ kg/m3 1708 0.07

Table 2: Material properties of masonry composite.

ing. The walls were constructed in a single day by an experienced mason. The samples were

were constructed directly atop a steel HEB 300 beam and capped with a HEB 600 beam.

For the simulation of damage caused by soil settlement, thin plastic sheets were introduced

at targeted locations between the units and the mortar, thus preventing the formation of the

unit-mortar interface bond, but allowing the mortar to develop its compressive strength. This

damage is designated as ‘pre-damage’ in this paper. It consists in diagonal cracks near the edges

of the window, as would be formed from a sagging deformation towards the right of the wall.

The layout of the walls, along with the disposition of the pre- and post-damage, can be seen

in Figure 1a.

2.4 Strengthening method and intervention materials

The strengthening method consists in two interventions: a) the embedment of horizontal

helical bars in repointed bed joints and b) the insertion of diagonal helical bars in pilot holes

across formed cracks, without grout or other anchoring measures.

The repair mortar used in this application is a strong cementitious intervention material that

can be injected in mortar joints. Its expected compressive strength at 28 days is 45 N/mm2. For

the repointing of the bed joints, a 40 mm portion of the joint was removed from one face of the

wall. Subsequently, helical bars were placed in the groove singly or in pairs and the groove was

completely filled with the repair mortar. This intervention method introduces some eccentricity

to the wall, since the bars are not placed centrally along the thickness of the wall and since the

repair mortar, applied on a single face, is much stiffer than the construction mortar.

The helical bars are stainless steel grade ASTM 304, with a diameter of 6 mm. The steel has

a yield strength of 215 N/mm2 and a tensile strength of 505 N/mm2. The bond-slip behaviour

of the bars was investigated in two setups: a) in bars embedded in repair mortar for testing the

behaviour of the bed joint reinforcement and b) in bars inserted vertically in masonry prisms

for testing the behaviour of the diagonal reinforcement [12]. The test results were fitted to the

piecewise Model Code 2010 bond-slip model [13]:
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(a) (b)

Figure 1: a) Layout of strengthened masonry wall. Pre-damage in orange, post-damage in red. Single bed joint

bars in purple, double bed joint bars in green, diagonal anchors in blue. b) Cross-section of repointed joint. All

dimensions in mm.

τ0 (s) =

⎧⎪⎪⎨⎪⎪⎩
τmax (s/s1)

a for 0 ≤ s ≤ s1

τmax for s1 ≤ s ≤ s2

τmax −
(
τmax − τ f

)
(s− s2)/(s3 − s2) for s2 ≤ s ≤ s3

τ f for s3 ≤ s

(1)

where a is a numerical parameter controlling the shape of the initial branch, τmax is the peak

bond stress, τ f is the residual bond stress and s1, s2 and s3 are slip values determining the

inflection points of the bond-slip curve. The value of s1 is here considered as the elastic limit

for the bond-slip. The experimentally determined bond-slip properties according to Eq. 1 are

summarised in Table 3.

s1 s2 s3 τmax τ f a
mm mm mm N/mm2 N/mm2 -

Bed joint 5.0 110.0 120.0 2.0 0.05 0.7

Diagonal 20.0 45.0 50.0 1.3 0.05 0.7

Table 3: Numerical parameters for Model Code 2010 bond-slip model.

The properties of the repair materials are summarised in Table 4. The repair mortar was

tested at 28 days and the properties of the bars are determined according to the properties of

ASTM 304 stainless steel.
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Material Parameter Symbol Units Average Coeff. of variation

Repair mortar
Compressive strength fc,M N/mm2 46.42 0.09

Flexural strength fb,M N/mm2 7.68 0.24

Helical bar

Young’s modulus Es N/mm2 193000 -

Yield strength fy,s N/mm2 215 -

Tensile strength ft,s N/mm2 505 -

Table 4: Mechanical properties of repair materials.

2.5 Testing procedure for masonry walls

A vertical compressive load of 0.12 N/mm2 was applied on the top beam. The testing setup

allowed rotation of the top (cantilever configuration). The horizontal in-plane load was applied

in displacement control through a horizontal actuator to the top steel beam. Digital image

correlation and an arrangement of sensors were employed for monitoring the deformation and

crack pattern of the walls.

Both walls were initially tested in their un-strengthened, pre-damaged state up to light dam-

age. The damage due to this test, similar in pattern for both walls, was documented and des-

ignated as ‘post-damage’ and was concentrated at the mortar joints. These cracks propagate

from the corners of the window, both as extensions of the pre-damage and in new locations, and

propagated primarily in a diagonal direction. One wall was subsequently strengthened using the

repair mortar and helical bars and diagonal ties. Finally, both walls were tested up to failure.

The geometric layout of the bars is illustrated in Figure 1a, while a cross-section of a repointed

bed joint can be seen in Figure 1b.

The loading protocol for in-plane shear-compression was designed in order to simulate the

loading that may arise in regions were both soil settlement and induced seismicity are encoun-

tered [7]. Thus, the loading protocol for both tests was composed of three phases. In phase 1,

low-magnitude repeated in-plane displacement was applied. In phase 2, low magnitude cyclic

loading was applied. In phase 3 the target displacement per cycle was increased in magnitude

up to failure of the wall. The loading protocol is detailed in Table 5. The net displacement refers

to the displacement of the top beam with respect to an external reference point, excluding rota-

tions of the setup and horizontal displacement of the bottom beam with respect to the external

reference.

2.6 Experimental results

The results of the in-plane tests are illustrated in terms of force displacement graphs obtained

in phase 3 in Figure 2. The eccentric placement of the window results in noticeable difference

in the capacity and stiffness of the unstrengthened wall in the negative and positive direction.

The unstrengthened wall presents substantial residual drift accumulation for negative displace-

ment, whereas the residual drift is reduced in magnitude and oscillates according to the loading

direction in the strengthened case.

Despite the wall having sustained substantial damage in the initial test, the strengthening

technique not only restores the strength and stiffness of the wall, but modestly enhances these

parameters. Similarly enhanced is the ductility of the wall, with limited reduction in the shear

force after attaining its peak value. Further, the strengthening reduces the difference between

the response in the negative and positive directions.

The crack patterns registered through digital image correlation for both the unstrengthened
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Phase Cycle Runs Net horizontal displacement

mm

1

C1 30 0.73 -

C2 30 0.92 -

C3 30 1.09 -

C4 30 1.28 -

C5 30 1.50 -

2

C6 30 0.73 -0.75

C7 30 0.92 -0.96

C8 30 1.13 -1.15

C9 30 1.33 -1.37

C10 30 1.53 -1.58

C11 30 1.72 -1.77

C12 30 1.93 -1.98

3

C13 4 2.48 -2.52

C14 4 7.87 -7.91

C15 2 13.28 -13.29

C16 2 26.76 -26.79

C17 2 40.25 -40.30

C18 2 53.77 -53.80

C19 2 67.26 -67.28

C20 2 80.76 -63.31

Table 5: Loading protocol for the in-plane shear-compression test.

and strengthened walls are illustrated in Figure 2. In the unstrengthened wall the diagonal

cracking around the window is prevalent. The presence of the bars in the strengthened wall

produces a shift in the arrangement of the crack pattern. The bed joint reinforcement prevents

for the most part the diagonal cracks from propagating, resulting in the formation of more

pronounced horizontal cracks. These cracks are well-defined at the top of the two piers, but

are more distributed at the base of the piers. Damage in the spandrel is significantly limited

compared to the unstrengthened case. Both piers in both tests are generally undamaged due to

the predominance of rocking in their response. Toe crushing was not extensive due to the low

vertical load.

3 NUMERICAL SIMULATION OF STRENGTHENED WALL

3.1 Modelling approach

The modelling campaign presented here focuses on the strengthened wall. Analyses of the

unstrengthened wall, with the absence of pre-damage, have been presented in a previous work

[14].

For the simulation of the in-plane experiment, a finite element macro-modelling approach is

adopted in this paper. In this approach, the masonry composite is modelled as a plane stress

orthotropic continuum, with no distinction between units and mortar in the analysis domain.

The mean edge length of the finite element mesh was 30 mm. Each cycle of the loading protocol

was executed once. A regular Newton-Raphson scheme was employed for the iterations and an

energy norm of 0.1% was used as a convergence criterion at each load step.

The finite element model was constructed and analysed using the DIANA finite element
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Figure 2: Force-displacement graphs for phase 3: a) unstrengthened wall and b) strengthened wall. Experimen-

tally obtained damage patterns for: c) unstrengthened wall and d) strengthened wall. Damage arising in phase 1

(orange), in phase 2 (red) and in phase 3 (blue).

program. Material non-linearity was modelled using the Engineering Masonry Model, jointly

developed by TU Delft and DIANA FEA [15]. Within an anisotropic total strain context, the

model accounts for the compressive, shear and tensile failure of the masonry composite.

The tensile strength of the masonry composite in two orthogonal in-plane directions is cal-

culated as a function of the masonry bond, unit-mortar bond strength, friction angle and shear

strength.

In the direction normal to the continuous bed joints (vertical), the tensile strength of masonry

is determined at the load of first cracking during the bond strength test, empirically equal to:

ft,y =
2

3
fw (2)

In the direction parallel to the bed joints (horizontal), the tensile strength of masonry is equal

to:
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ft,x = τmax/ tan(α) (3)

where α is the angle between the staircase crack and the bed joint (here equal to 0.50 rad) and

τmax is equal to:

τmax = max [0, fv0 −σyμ] (4)

where σy is the vertical stress, compression being negative. Diagonal staircase cracking, defined

as the opening of a crack at an angle of α from the horizontal, is evaluated against the diagonal

tensile strength, calculated as:

ft,a =
ft,x ft,y

f 2
t,x sin2

(π
2 −α

)
+ f 2

t,y cos2
(π

2 −α
) (5)

The reinforcement bars were modelled as truss elements embedded in the plane stress ele-

ments. Their bond-slip behaviour is modelled by considering a uniaxial constitutive relation

between slip and bond stress according to Eq. 1. Yielding of the bars is also considered with

a uniaxial constitutive relation between axial strain and stress according to the properties of

ASTM 304 stainless steel. The material properties as summarised in Table 2 and Table 3 were

used as input for the model without further calibration.

To model the pre- and post-damage, reduced strength and stiffness were assigned to the

damaged areas of the masonry. The compressive strength was left unchanged due to the damage

having been caused by opening of the unit-mortar interface. The tensile and shear strength, as

well as the tensile and shear fracture energy, were reduced to zero in order to account for the

artificial absence of bond in the pre-damage and the loss of interface cohesion in the post-

damage due to crack opening. The Young’s modulus was reduced by 50% in all damaged

locations.

The top steel beam was modelled as an elastic beam element in perfect bond with the ma-

sonry wall. The model was clamped at the base and unrestrained at the top. Out-of-plane effects

that may arise due to the eccentricity of the reinforcement were not considered in the model.

4 NUMERICAL ANALYSIS RESULTS

The numerical force-displacement curve for phases 1 and 2, in comparison with the experi-

mentally derived curve, is presented in Figure 3. The stiffness of the structure is approximated

well. The peak force is overestimated by 20% in the positive direction, but predicted with good

accuracy in the negative direction. The hysteresis loops are also better approximated in the

negative direction.

The numerically obtained crack patterns are shown in Figure 4 at the instances of peak neg-

ative and positive applied displacement. The cracking pattern matches the experimentally ob-

tained damage to a significant extent, with the exception of the re-opening of the diagonal crack

at the upper left corner of the window for positive displacement instead of the formation of a new

horizontal crack propagating towards the edge of the wall. The difference in the crack pattern

for positive displacement is possibly linked to the overestimation of the peak force in that load-

ing direction. It is interesting to note that this horizontal crack was formed in the unstrengthened

wall during phase 1 but was not formed in the wall that was eventually strengthened.
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Figure 3: Comparison of experimental with numerically-derived force-displacement curve for phase 2.

(a) (b)

Figure 4: Numerically obtained crack patterns, as crack strain vectors parallel to the crack in red, for phase 2 at: a)

peak negative displacement (−1.98 mm) and b) peak positive displacement (1.93 mm).

The bed joint reinforcement, being oriented in parallel with the main direction of cracking,

did not register any substantial slipping. The maximum axial stress borne by the bed joint bars

was 53.2 N/mm2 well below the yield strength (215 N/mm2). The maximum slip of the diago-

nal anchors was roughly 0.26 mm, while the maximum axial stress was limited to 1.5 N/mm2.

The numerical force-displacement curve for phase 3, in comparison with the experimentally

derived curve, is presented in Figure 5. The stiffness of the structure is well approximated,

as is the capacity in the negative direction. As in the simulation of the previous phase, an

overestimation of the capacity in the positive direction was obtained, but this overestimation is

much reduced in this phase. The hysteresis cycles are well approximated up to a displacement

of 20 mm and 40 mm in the positive and negative directions respectively. The residual resistance

of the wall in the positive direction is very well approximated and is slightly overestimated in
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Figure 5: Comparison of experimental with numerically-derived force-displacement curves for phase 3.

The cracking pattern obtained numerically for phase 3 is shown in Figure 6. In the negative

loading direction the network of mostly horizontal cracks formed at the lower right portion of

the base of the wall is reproduced numerically. The cracks at the lower left of the window are

partially reproduced, while the horizontal crack starting at the upper right edge of the window is

partially reproduced in the simulation. For applied positive displacement, the horizontal crack

at the upper left edge of the window propagates to a greater degree and is in better agreement

with the experimental results. The length of the crushed toe is negligible due to the low ratio of

applied vertical stress over the compressive strength.

(a) (b)

Figure 6: Numerically obtained crack patterns, as crack strain vectors parallel to the crack in red, for phase 3 at: a)

peak negative displacement and b) peak positive displacement.

Similarly to the results obtained in phase 1 and 2, slipping in the horizontal bars is negligible.
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However, the peak axial stress registered at the lower right of the opening for maximum applied

horizontal displacement was 239.1 N/mm2, which is slightly higher than the yield strength. The

maximum slip of the diagonal anchors was 8.2 mm and the maximum axial stress 21.9 N/mm2.

The behaviour of the reinforcement at key locations on the structure is detailed in Figure 7.

The axial stress of the bed joint reinforcement follows a generally linear correlation with the

applied net displacement, up to an applied displacement of 40 mm. For higher applied displace-

ment the peak axial stress hovers at a plateau of roughly 230 N/mm2, which is higher than

the yield stress of 215 N/mm2. The bond-slip at the diagonal bars above the window opening

remain below than 1 mm for an applied displacement lower than 7.91 mm. For higher levels

of applied displacement, the bond-slip obtained at the peak of the load cycle increases linearly

with the net horizontal displacement.
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Figure 7: Numerically calculated behaviour of reinforcement during phase 3: a) axial stresses at bed joint rein-

forcement bars below the window opening and b) bond-slip of diagonal anchors above window opening. Locations

of measurement indicated in colour-coded wall drawing insets.

It is generally concluded that the diagonal anchors, due to the low stiffness of their bond with

the masonry, develop very low axial stresses and exhibit substantial bond-slip. Increasing the

bond with the masonry through an enhancement of the mechanical anchoring of these bars could

potentially increase their contribution to the behaviour of the strengthened wall. Conversely, the

bed joint bars, which feature a stronger bond with the repair mortar, contribute more substan-

tially to the response of the wall through the restraint of diagonal crack propagation. Bond-slip

is negligible but yielding occurs below the window opening for high applied net displacement.

Due to their orientation, these bars do not contribute to the rocking mode capacity of the piers,

but are nevertheless effective in reducing crack propagation, particularly in the spandrel.

Overall, without resorting to any undue calibration of material parameters, the numerical ef-

fort is able to reproduce the main characteristics of the response registered in the experiments.

This renders the numerical results a valuable tool in the assessment of the performance of the

reinforcement, direct measurements of which were not possible to be acquired during the ex-

periments. Finally, the capture of the main characteristics of the response through the model

paves the way for application in larger and more complex cases.
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5 CONCLUSIONS

The performance of bed joint reinforced repointing as employed for masonry structures in

the Groningen region of the Netherlands was investigated. A masonry structure subjected to

settlement-induced damage, followed by in-plane seismic loading was experimentally tested.

The structure was strengthened using a technique widely employed in practice but lacking in

rigorous experimental validation.

The reinforcement was experimentally shown to provide a modest increase to the in-plane

stiffness and force capacity of masonry walls, in addition to a substantial increase in displace-

ment capacity. This is accomplished despite the presence of damage induced by settlement and

prior seismic loading. The strengthening is shown to prevent new diagonal cracks from forming

in the spandrels, reduces the obtained crack width and reduces the crack propagation length.

The experimental tests were simulated numerically for assisting in the interpretation of the

experimental results and for the investigation of the performance of the bed joint reinforcement

and anchors. The numerical reproduction of the tests highlights crucial aspects in the perfor-

mance of the reinforcement. Minimal bond-slip occurs and high axial stresses are developed in

the bed joint bars. Conversely, the diagonal anchors exhibit substantial slipping and low axial

stresses. It is therefore concluded that the contribution of the bed joint reinforcement is more

substantial than that of the anchors.
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ADAPTIVE LIMIT ANALYSIS OF HISTORICAL MASONRY 
STRUCTURES MODELED AS NURBS SOLIDS

Nicola Grillanda , Andrea Chiozzi , Gabriele Milani and Antonio Tralli

Keywords:

Abstract. In this work, we propose an adaptive upper bound limit analysis based on the rep-
resentation of geometry through NURBS-solids. A NURBS-solid is a closed volume identified 
by boundary NURBS surfaces (Non-Uniform Rational Bezier Spline). Differently from using
NURBS surfaces representing masonry shell-elements, NURBS-solids allow an accurate rep-
resentation of masonry three-dimensional macro-blocks, such as vaults or walls with variable 
thickness. The initial model is subdivided into very few macro-elements, each one is still a 
NURBS solid and is considered as a rigid block. Since dissipation occurs only along interfac-
es, NURBS boundary surfaces represent possible fracture zones. An upper bound limit analy-
sis is applied. The minimum kinematic multiplier is found by modifying the initial subdivision
of solids until the real collapse mechanism is reproduced. This automatic research is per-
formed through a Genetic Algorithm. A simple numerical example is finally reported.
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2 NURBS SOLIDS: GEOMETRIC DESCRIPTION 
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AN AUTOMATIC AND FAST PROCEDURE FOR THE NUMERICAL 
ANALYSIS OF CURVED MASONRY STRUCTURES 

J. Scacco1, G. Milani1, and P. B. Lourenço2 

1 Department of Architecture, Built Environment and Construction Engineering ABC 
Politecnico di Milano, Piazza Leonardo Da Vinci 32, 20133 Milan, Italy 
E-mail addresses : jacopo.scacco@polimi.it; gabriele.milani@polimi.it  

2 Department of Civil Engineering, ISISE 
University of Minho, Azurém, 4800-058 Guimarães, Portugal 

Email address: pbl@civil.uminho.pt 

Keywords: discrete model, auto-mesh, homogenization, masonry vault. 

Abstract. A fast and innovative discrete model approach coupled with homogenization pro-
cedure is here presented. The method is able to comply with the main features required for an
accurate  simulation of masonry curved elements, such as the orthotropy and the typical in-
and-out-of-plane coupled behavior exhibited by masonry vaults. Furthermore, homogeniza-
tion techniques directly implemented in the method allows reducing consistently the number 
of variables, leading to a fair combination of accuracy and reasonable computational time.
The discrete model is an assembly of elastic units joint by non-linear interfaces. These latter 
are modeled with 3D linear brick elements and Concrete Damage Plasticity (CDP) is used for 
modeling the non-linear mechanical properties coming from the homogenization step. In or-
der to overcome potential difficulties during the preparation of the model, the discretized 
mesh is obtained automatically by means of an ad-hoc script implemented by the Authors. The 
proposed approach is validated taking advantage of numerical data already available on a 
cloister vault. The numerical comparison shows the reliability of the method and its efficacy 
in the simulation of both global behavior and crack pattern, requiring a low computational 
effort. 
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1 INTRODUCTION 
The vulnerability of historical masonry structures when subjected to seismic loads is well 

known and preservation is a fundamental task in order to preserve the structures that assumed 
the role of a cultural landmark. In such historical buildings, the most fascinating and peculiar 
elements are represented by arches, vaults and domes. However, at the same time, these ele-
ments represent often the most vulnerable part of the whole structure. The methodologies ac-
cording to which curved masonry elements were designed in the past result highly effective 
for static loads [1]. On the other hand, strong knowledge about the behavior of such elements 
when subjected to dynamic loads is still missing. From the numerical point of view, the issues 
are related to the difficulty of balancing reliable results with a reasonable computing time. 
Several approaches have been developed in literature ranging from methodologies enable to 
effectively combine ancient and current methods as kinematic limit analyses [2] to approaches 
that allow a full non-linear analysis. This latter can be faced with both macro-modeling [3] 
and micro-modeling [4]. The first case leads to an easy numerical implementation simulating 
the material as a continuum, but the choice of a suitable constitutive model may result cum-
bersome. On the contrary, a micro-modeling procedure can allow a distinction of all the dif-
ferent constituents but my lead to a huge number of variables and to not practical computing 
time. These numerical issues can be overtaken by applying homogenization procedures, that 
ensure a detailed evaluation of the non-linear behavior of masonry at meso-scale [5,6] Such 
information is then transferred at the structural level in a second step.  

In this paper, an innovative and automatic procedure for the non-linear analysis of curved 
masonry structures is presented.  

At the macro-scale level, the structure is described as a repetition of elastic cells joint by 
interfaces. Such a discrete approach allows reproducing properly the orthotropic behavior of 
masonry. The non-linear properties coming from homogenization are lumped exclusively at 
the interfaces, that are modeled as flat brick elements along with a Concrete Damage Plastici-
ty model already available in Abaqus. The main advantage of the method is the direct imple-
mentation of the homogenized parameter at the structural level, where even the mesh of the 
discrete model is created automatically employing a MATLAB script.  

The efficacy of the method has been already described for the case of brick walls loaded 
out-of-plane, in the unreinforced and TRM-reinforced configuration in [7]. The extension of 
the method even to curved structures is suitable as the modeling of interfaces with flat 3D el-
ements leads to a full coupling of in-and-out-of-plane actions. In such a way the influence of 
the normal stress related to the gravity loads on the non-linear behavior in flexion is automati-
cally taken into account. The number of variables involved in the numerical simulations is 
very low when compared to micro approaches, opening the way to further application of the 
method on reinforced structures. 

With the aim to validate the proposed approach, some non-linear simulations have been 
carried out on a cloister vault, of which experimental and numerical data are available in the 
literature [8].

2 METHODOLOGY 
In this section, a general overview of the method is provided.  The validation and its im-

plementation are deeply discussed in [7] and the interested readers are directed to this re-
search for a point of reference. 

The first main step is the implementation of a discrete mesh of the curved structure. In the 
case of the wall, such a step resulted straightforward and without complexity due to the sim-
plicity of the geometrical model. On the contrary, the realization of a discrete mesh for vaults 
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and domes may lead to a tedious procedure.  In fact, the flat 8-noded brick elements employed 
as interfaces have a thickness that, even though negligible, implies the presence of gaps in the 
intersections. In order to overcome such limitations, a MATLAB script was implemented by 
the Authors, enable to provide an automatic discretized mesh. Moreover, the non-linear ho-
mogenized properties are assigned automatically to the interfaces according to their orienta-
tion. The non-linearity is introduced by taking advantage of the constitutive model Concrete 
Damage Plasticity (CDP), already available in Abaqus. Its applicability for modeling masonry 
structures has been widely proved in [9,10] where several non-linear analyses were per-
formed. With such a model, a differential behavior in tension and compression is introduced, 
following a softening exponential law in the first case and a parabolic softening law in the se-
cond one. 

Even if CDP is a continuum isotropic constitutive model, its use in a discrete approach al-
lows preserving the orthotropy peculiar to masonry, opening the way to the implementation 
even in FEM-based software that does not provide an orthotropic constitutive model. 

In this paper, a cloister vault, already numerically reproduced in literature, is selected in 
order to show the capability of the model. The automatic mesh procedure starts with the defi-
nition of a rough but structured mesh of the inner surface of the curved structure.   

Each 4-noded shell element of the coarse mesh generates correspondent elastic units of the 
final discrete mesh. In order to create the space for interfaces, each element is scaled by acting 
on the 3D coordinates of four vertices. Then, the elements are automatically joined with the 
surrounding ones, generating additional 4-noded narrow elements. These latter will be con-
verted to the non-linear 3D interfaces in the final model. After this stage, each 4-noded ele-
ment is partitioned, creating a new mesh for the subsequent discrete model. 

Figure 1: Steps for the automatic implementation of the discrete mesh. 
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The final model is then obtained by extrusion of the discrete shell mesh. A different quanti-
ty can be applied to each node, making possible the modeling of vaults with variable thick-
ness. 

In this work, the cloister vault has been modeled with 160 elastic units having a rough 
mesh of 4 elements on the plane r-s.

Figure 2: Mesh configuration in detail of the homogenized cloister vault. 

According to the experience of the Authors, for reproducing properly the flexural behavior of 
curved masonry structures, 4 elements along the depth of the dome is a sufficient number.  

The possibility to assign automatically the homogenized mechanical properties according 
to the orientation of the interfaces is a promising starting point for the upcoming research by 
the Authors. Indeed, semy-analytical approaches [6] might be directly implemented inside the 
script, leading to a full comprehensive homogenization procedure for curved structures. 

Numerical analyses on the cloister vault are available in [8,12]. For the sake of consisten-
cy, the same homogenized mechanical properties defined in [8] for both directions, are input 
in the Concrete Damage Plasticity. 

Figure 3: Detail of non-linear interfaces 

3 RESULTS 
The cloister vault, with a square base of 2.2 m*2.2 m, used for the validation of the method 

was tested by Foraboschi in 2006 and described in [11].  The test consisted in inducing the 
collapse of the vault by the application of a concentrated force applied at the top. Several non-
linear FE simulations are already available by means of heterogeneous and macroscopic ap-

r
s

t
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proaches. From these latter, a comparison in terms of load-displacement curves is here pro-
vided with the proposed method. 

Figure 4: Comparison in terms of load-displacement curves of the proposed method with previous numerical analyses 
(Left); Collapse mechanism obtained by means of QP non-linear analysis by Milani, 2011 (Right).

Figure 5: Evolution of crack pattern at the intrados (Top), at the extrados (Bottom).

The global behavior described by DIANA analyses and by other numerical approaches im-
plemented in [8,12] presents a final displacement around 2.7 mm and a peak load within the 
range of 25-28 kN. The discrete homogenized approach provides a global behavior that fits 
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satisfactorily the numerical references, with a maximum load nearby 25 kN and maximum 
capacity in displacement around 2.5 mm. The slight difference in the first branch may be at-
tributed to the discrete nature of the method, which does not allow the non-elastic behavior in 
all the structures but only at the interfaces. 

The crack pattern is provided in terms of plastic strains (PE in Abaqus). The cracks start to 
spread symmetrically along the diagonal at the intrados. Afterward, a circular flexural hinge is 
determined by the openings at the extrados of the parallels at approximately 2/3 of the height, 
causing the impossibility to carry further loads. 

4 CONCLUSIONS 
In the present work, a validation of an innovative discrete homogenized method applied on 

a masonry cloister vault has been provided. First of all, a short overview of already existing 
methods is discussed to highlight the required features for a new approach and the necessity 
of implementing it. A discrete method, when complemented with previous homogenization 
procedures, is presented as the right approach for meeting the following requirements: non-
linear simulation, low-number of variables involved, preservation of orthotropy of material 
like-masonry, necessity of keeping coupled the in-out-of-plane effects. 

The method, already validated on UR and RE out-of-plane-loaded walls, is extended to the 
case of a cloister vault, experimentally tested in 2006 and numerically simulated several times 
by different approaches. 

The numerical model of the vault is conceived as a repetition of elastic units jointed by 
non-linear interfaces. These latter are input as flat 8-noded bricks and the non-linearities are 
introduced by means of the constitutive model Concrete Damage Plasticity, available in the 
Abaqus library. The discretized mesh is obtained automatically through a MATLAB script 
implemented by the Authors and the homogenized mechanical properties are, as well, as-
signed by an automatic procedure to each interface according to their orientation, preserving 
the orthotropic behavior. 

Finally, the homogenized outcome, in terms of load-displacement curves, revealed an ex-
cellent capacity to reproduce numerical results coming from more advanced and consuming 
approaches. Even the evolution of the crack pattern is fully consistent with the information 
available in the literature. 

Moreover, given the low computational burden, it is the opinion of the Authors that inter-
esting extension to reinforced curved elements may be proposed in future works, by applying 
in a second moment the reinforcement. 
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THE MODELLING OF MULTIPLE LEAF MASONRY WALLS OF THE 
ARQUATA DEL TRONTO FORTRESS AS A NON-SMOOTH

DYNAMICAL SYSTEM
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Milani , Stefano Lenci

Keywords:

Abstract. In the present paper has been reported the Non-Smooth Contact Dynamics method 
(NSCD) used for the damage evaluation of the multiple leaf masonry walls of the medieval 
fortress of Arquata del Tronto, strongly affected by the last Centre Italy earthquakes of Au-
gust and October 2016. Pursuing this approach, a system of rigid blocks has been used for 
the assembly of the masonry structure. By means of contacts between blocks, which are gov-
erned by the Signorini's impenetrability condition and by dry-friction Coulomb's law, the 
building exhibits discontinuous dynamics. Finally, the NSCD method has proved to be an ef-
fective instrument for investigating the dynamical behaviour of the masonry structures under 
the ground seismic accelerations. Indeed, several possible failure mechanisms have been con-
firmed through the numerical results, which have given a deep insight into the seismic vul-
nerability of this damaged medieval fortress.
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2 HISTORICAL DEVELOPMENTS OF THE MEDIEVAL FORTRESS
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2.1 Damage of the Arquata del Tronto fortress after the Central Italy earthquakes of 
2016

3 THE NON-SMOOTH CONTACT DYNAMICS METHOD 
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DAMAGE ASSESSMENT OF CHURCHES IN THE CITY OF 
CAMERINO AFTER THE 2016 CENTRAL ITALY SEISMIC 

SEQUENCE 

E. Giordano , A. Ferrante , F. Clementi and S. Lenci1 

Keywords:

Abstract. In the present work, the importance of considering the exact nonlinear and three-
dimensional behavior of masonry structures is shown, in order to highlight all the structural 
deficiencies of different churches damaged by the last Centre Italy earthquake in the city of 
Camerino. For this purpose, the exact geometries of the structures are reconstructed, while 
information regarding the mechanical properties of masonry material are derived from pre-
vious investigations and literature references. Based on this information, different numerical 
models are used to reconstruct the damages.  
Different three-dimensional FE models, endowed with an elastic plastic (softening) damage 
constitutive law, are adopted to determine the seismic vulnerability of the building by means 
of nonlinear static analyses using the smeared fracture energy approach. With this method it 
is possible to establish, with a right degree of approximation, the areas where the most im-
portant cracks are expected and, in general, the location of the potential damage caused by 
horizontal forces.
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2 CASE STUDIES

2.1 Historical development

Santa Maria in Via Church (S_M_V)

San Venanzio Church (S_V)
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Santa Maria Annunziata Church (S_M_A)

2.2 Geometric survey

Santa Maria in Via Church (S_M_V)

San Venanzio

Santa Maria Annunziata Church (S_M_A)
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Figure 3

2.3 Damage suffered during the Central Italy Earthquake
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3 NUMERICAL MODEL
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3.1 Dynamic analysis
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3.2 Nonlinear static analysis

Figure 9
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AUTOMATIC ASSESSMENT OF PARTIAL FAILURE MECHANISMS 
IN RETROFITTED HISTORICAL MASONRY AGGREGATES 

THROUGH ADAPTIVE NURBS LIMIT ANALYSIS 

Nicola Grillanda , Marco Valente and Gabriele Milani

Keywords: 

Abstract. The aim of this work is to propose a new automatic procedure for the seismic as-
sessment of partial failure mechanisms in historical masonry aggregates. Starting from the
geometrical survey, a three-dimensional model of the whole aggregate is derived. The model 
is discretized through few NURBS surfaces (Non-Uniform Rational Bezier Spline) and im-
ported into the MATLAB environment. A procedure of kinematic limit analysis is applied to a
pre-selected part of the construction. The walls selected are subdivided into few elements, 
each one is a portion of the initial NURBS surface and is assumed as a rigid body. Rigid-
plastic interfaces are defined on the boundary of each element. As a result, the kinematic limit 
analysis provides a local mechanism involving the selected walls and an associated kinematic 
multiplier. An optimization procedure, here conducted by using a Genetic Algorithm, is ap-
plied with the aim of finding the collapse multiplier. The procedure can take into account the 
most spread reinforcement techniques adopted in historical constructions, such as tie-rods
and FRP strips, which maintain a local response to horizontal loads. An application to a his-
torical masonry aggregate, located in the center of Arsita (Teramo, Italy), is finally presented. 
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2 ADAPTIVE NURBS-BASED LIMIT ANALYSIS
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3 APPLICATION TO HISTORICAL MASONRY AGGREGATES
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MITIGATION OF AMPLIFIED RESPONSE OF RESTRAINED
ROCKING WALLS THROUGH HORIZONTAL DAMPERS
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Abstract. Failure mechanisms in masonry walls are commonly due to the low tensile strength of
masonry that could cause overturning or pounding due to the interaction with transverse walls.
In this paper, the influence of dissipative devices easing the dynamic stability of rocking blocks
is studied considering the main parameters affecting the response. Normalized rotation time-
histories are obtained for six geometrical configurations under several acceleration records
in order to analyse possible resonant effects and beneficial reductions due to the presence of
a damper, accounted for in the equation of motion of the one-sided restrained rocking block.
Rocking response spectra obtained for undamped systems show that possible beat phenomena
may arise for certain geometrical configurations and restraint stiffness values. A design equa-
tion for the damping coefficient is proposed for the anti-seismic device and its influence on
restrained façade walls under real strong motions is analysed.
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1 INTRODUCTION

Recent seismic events demonstrated that out-of-plane mechanisms are commonly developed

in historical constructions causing relevant cracks and sometimes leading to catastrophic col-

lapses. This can be due to not proper wall-to-diaphragm connections [1] or to slender walls as

those of church façades [2, 3, 4, 5]. Portions of the building can tilt as rigid blocks around plas-

tic hinges developed during earthquakes, even of low entity, involving complex phenomena of

friction, impact, sliding and possible overturning [6, 7]. The most significant way to treat these

problems, due to the many uncertainties that affect them, is a probabilistic approach considering

univariate and bivariate fragility curves [8].

Kinematic approach is considered one of the most valid tools for the assessment of local

modes, based on the assumption of the “most probable” mechanisms that can be developed

during a seismic event. This method is widely used worldwide and the Italian national code

[9] suggests this approach as a valid preliminary verification for successive global assessment.

Besides more complex models can account for horizontal restraints or frictions, the method is

based on the pseudo-static application of virtual work principle and collapse mechanisms have

to be assumed, thus setting the limit of the approach.

Recent developments were done on rocking analysis, capable of assessing the dynamic sta-

bility of rigid restrained blocks and suitable to understand the behavior of tilting objects during

seismic motion [2, 10, 11]. Newly published national Italian standards [9, 12] allows the as-

sessment of local mechanisms through the use of nonlinear dynamic analysis of rigid bodies.

During the oscillation of rocking structures, the seismic energy is dissipated through the impacts

and this can be accounted for in the equation of motion through a cofficient of restitution, whose

experimental estimation is of crucial relevance [13]. The rocking block can be free-standing,

namely without restraints [14] or with vertical [15] or horizontal [16] elastic restraints. If a

further source of energy dissipation is desired, to control the stability of the rocking wall, the

restraint could be characterized by a viscous damper.

In this contribution, a damper device is intended to be designed in order to control possi-

ble damages occurring on out-of-plane masonry walls. This paper aims at understanding the

influence of damping and stiffness of anti-seismic devices through rocking analysis.

2 EQUATION OF MOTION AND RESONANCE CONDITION

The full equation of motion of a damped restrained rocking block in one-sided vibrations

under seismic force reads:

I0θ̈ + sign(θ)mgR sinAθ + TK + TK′ + TD = mügR cosAθ, (1)

where I0 is the polar moment of inertia of the block with mass m oscillating about the pivot

points O and O′ of an angle θ (Figure 1), R is the semi diagonal of the block and Aθ = α −
sign(θ)θ, in which α is the angle between the direction of R and the vertical, being also the

inverse of the slenderness of the block (α = tan−1(s/h) � s/h = 1/λ). The term TK relates

to the contribution of a horizontal spring, referring to the elastic stiffness of the damper or to

separate restraints (steel ties). For the scope of this work the pre-tensioning and yielding are not

considered, being the spring indefinitely linear elastic characterized by particular axial stiffness,

K, whose term reads

TK = sign(θ)KR2
t cos(At)(sinαr − sinAt), (2)

where At = αt − sign(θ)θ and geometrical parameters, Rt and αt define the position of the

spring. TK′ is the term given by horizontal bed springs, simulating eventual lateral transversal
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Figure 1: Rocking block model restrained by damper in one-sided motion: geometry and definition of positive

rotation.

walls of stiffness (per unit length), K ′. Assuming,

A = sign(θ)s2 sinθ cosθ(1− cosθ) (3)

B = sin2θ cosθ − cos3θ + cos2θ (4)

C = sign(θ) sinθ cos2θ (5)

the spring bed term can be defined as follows:

TK′ = sign(θ)K ′h′
(
A+

Bh′

2
+
Ch′2

3

)
(6)

where, h′ is the effective height of the spring bed (Figure 1). The term Td depends upon the

damping, c, and the relative velocity between the damper ends, u̇d, function of θ̇, in this specific

case, and reads

Td = cR
2
dcos

2Adθ̇, (7)

where Ad = αd − sign(θ)θ and, at the same way of horizontal spring term, Rd and αd define

the position of the damper (Figure 1). For the specific case of damper and elastic spring at the

same position, αd = αt, and Rd = Rt. It can be noted that the sign of damping term is directly

given by the sign of rotational velocity, θ̇, thus no sign function is necessary in this case.

Previous studies demonstrated that amplified response can be achieved in certain circum-

stances associated with resonance conditions [16]. Depending on the direction of motion, two

rocking systems can be defined, one referring to clockwise rotation (single spring in tension) and

the other to anticlockwise direction (spring bed in compression). Thus, calling the frequency

ratio p =
√
mgR/I0, resonance frequencies can be computed for both systems,

ω+
r = p

√√√√(
KR2

t

mgR
− 1

)
(8)
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and

ω−
r = p

√√√√(
8K ′R2

3mg
− 1

)
(9)

Even if circular frequency of the rocking system varies during the oscillation, it was seen

that the horizontal elastic restraint behaves like a “filter” for the output signal. This aspect is

confirmed in Figure 2 showing the comparison between the fast fourier transform (FFT) of the

displacement response in restrained and in free-standing configuration, under free vibration.

The restrained configuration is defined, here, by the presence of a bidirectional indefinitely

linear elastic tie with stiffness equal to K = 1.0e6N/m. The restrained rocking block response

(a) (b)

Figure 2: Fast fourier transform of horizontal displacement read at the level of restraint; (a) free-standing block;

(b) restrained block.

is characterized by a reduced frequency content if compared to the free-standing configuration.

Ideally, if such a restrained system is forced by excitations with similar frequencies, dangerous

amplified responses may arise and should be controlled. Artificial inputs with similar frequency

content have been adopted in recent studies in order to cause resonant response [17]. In this

paper, possible resonance circumstances are investigated under real ground motion, which are

characterized by a complex frequency content but representative of realistic situations.

3 GEOMETRIES AND HYPOTHESIS

Geometries of unit length were selected in order to study two different slenderness ratios

(λ = 10, 13) and three different wall thickness values (s = 0.3; 0.6 and 0.9m), resulting in a

total of six geometrical layouts representative of common masonry wall façades. The masonry

weight density was assumed equal to 21 kN/m3 for all blocks. The analysis of damped restrained

rocking blocks requires the definition of horizontal restraint elastic stiffness, representing a

possible steel tie rod placed at a certain height of the wall. Moreover, for the definition of the

elastic impact with transverse walls, a value of stiffness (per unit length) needs to be set. A

realistic value of K ′ can be based on transversal walls thickness, t, and effective with, Leff ,

with equivalent lateral elastic modulus, Ex,

K ′ = Ext/Leff . (10)
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label λ [-] s [m] h [m] m [kg] R [m] I0 [kg m2]

block1 10 0.3 3.0 1926 1.51 5837

block2 10 0.6 6.0 7706 3.01 93401

block3 10 0.9 9.0 17339 4.52 472847

block4 13 0.3 3.9 2505 1.96 12773

block5 13 0.6 7.8 10018 3.91 204374

block6 13 0.9 11.7 22541 5.87 1034645

Table 1: Geometrical parameters of selected blocks.

However, if the system global stiffness in the positive direction equates the one in negative

direction [16], the spring bed stiffness becomes a function of horizontal restraint stiffness:

Ksys = K
′
sys → K ′ = K

3

8

R2
t

R3cosα
. (11)

A reference value of tie stiffness, Kd, can be calculated starting from a design value of steel

tie rod diameter, φd, based on simple equilibrium criterium (Equation 12) assuming the seismic

action as a horizontal equivalent static force acting at the center of gravity of the block. The

length of the tie rod is assumed 10m.

Tdht +Ws/2 = μWh/2, (12)

where Td = σd
πφ2

d

4
is the force given by the tie, applied at height ht, computed considering a

S275 steel, a design stress value, σd =
0.7fu,k
1.05

. W is the self weight of the block and μ = 0.2 is

the collapse multiplier.

Even if it is hard to define a critical damping for rocking blocks (appropriate for single-

degree-of-freedom oscillators), mainly because of the non-constant value of eigenfrequency

[18], a reference value of damping can be defined starting from the capacity curve of the free-

standing block. The damping becomes function of the solely geometry of the block and a

characteristic event time, δt [17],

cd =
F0

v
=
μW

δu/δt
= 2mgδt/h (13)

The viscous-elastic damper, which is ruled by a stiffness, K and a coefficient of damping c, is

located at the top of the wall. Furthermore, dampers are ideally bilinear.

It is worth noting that the yielding of the steel tie rod was not considered, as outer the scope

of the study.

4 ANALYSIS AND RESULTS

The influence of the wall geometries and of the viscous-elastic damper on the dynamic sta-

bility of the rocking walls are studied under free and forced vibration in one-sided motion. For

the latter analyses, a selection of several (> 40) real accelerograms was done in order to con-

sider a wide range of frequency content and intensity levels. Strong motion accelerations are

selected among recent seismic events that stroke Central Italy during 2016-2017 and past events

characterized by high level of magnitude (i.e. Mw > 5.0) (Table 2). Two limit states are de-

fined for the scope of these analyses as reference values of moderate (θ/α = 0.4) and limited

(θ/α = 0.1) rocking.
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Event name Event date-(UTC)time Municipality Mw

[yyyy/mm/dd-hh:mm]

Central Italy 2017/01/18-13:33 Cagnano Amiterno 5.0

Central Italy 2017/01/18-10:25 Montereale 5.4

Central Italy 2017/01/18-10:14 Capitignano 5.5

Central Italy 2016/10/30-06:40 Norcia 6.5

Central Italy 2016/10/26-19:18 Ussita 5.9

Central Italy 2016/10/26-17:10 Castelsantangelo sul Nera 5.4

Central Italy 2016/08/24-02:33 Norcia 5.3

Central Italy 2016/08/24-01:36 Accumoli 6.0

Emilia 2nd shock 2012/05/29-07:00 Medolla 6.0

Emilia 1st shock 2012/05/20-02:03 Finale Emilia 5.8

L’Aquila 2009/04/06-01:32 L’Aquila 6.1

Bam 2003/12/26-01:56 Bam 6.6

Bingöl 2003/05/01-00:27 Turkey 6.3

Duzce 1999/11/12-16:57 Pınarlar Köyü 7.3

Umbria-Marche 2nd shock 1997/09/26-09:40 Foligno 6.0

Turkey 1995/10/01-15:57 Dinar 6.2

Greece 1995/06/15-00:15 Fokida 6.5

Western Iran 1990/06/20-21:00 Rudbar-Tarom 7.4

Irpinia 1980/11/23-18:34 Laviano 6.9

Northwestern Uzbekistan 1976/05/17-02:58 Gazli, Bukhara 6.7

Table 2: List of selected seismic events.

4.1 Undamped rocking response spectra

The construction of design response spectra is common in civil engineering with the aim of

defining the seismic input of a given structure [14]. This method is valid for structures that may

be related to classical single degree of freedom systems for which an equivalent period can be

defined. Commonly 5% of damping ratio is considered to take into account the capability of the

building on dissipating energy.

Even if rocking systems are characterized by an amplitude-dependent eigenfrequency, a

rocking spectrum can be defined for a given geometry evaluating the maximum response in

terms of normalized rotations under a certain seismic event, for different values of horizontal

restraint stiffness. Figures 3 and 4 show the rocking spectra obtained for the undamped re-

strained rocking block2 in one-sided motion (K ′ and K calculated according to Equation 11

and 12, respectively, Section 3) under 1995/10/01 - 6.2 Mw and 2016/10/30 - 6.5 Mw - Norcia

earthquakes (Table 2). 50 values of K were chosen within the range 0 ≤ K ≤ Kd. A limit

state of moderate rocking was considered corresponding to θ/α = 0.4 [3]. Amplifications

are clearly visible for different values of K where beats and resonant effects develop (Figure

3). This not monotonic trend observed when the stiffness monotonically increases or decreases

suggests near-resonant conditions. Response time-histories are shown upon the correspond-

ing spectrum peaks (Figure 5). Although values of K different from zero should correspond

to a more stable response (since the block is ideally “more stable”), the peaks on the rocking

spectrum demonstrate the opposite. Indeed, as shown in Figure 5(a), even low values of stiff-

ness result in an amplification response up to three times. For the spectrum built for Norcia
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Figure 3: Rocking spectrum obtained for restrained block2 in one-sided motion under 1995/10/01 - 6.2 Mw - Dinar

(Turkey) earthquake; resonant-like responses shown for K/Kd = 0.10, 0.22 and 0.33.
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Figure 4: Rocking spectrum obtained for restrained block2 in one-sided motion under 2016/10/30 - 6.5 Mw -

Norcia earthquake; resonant-like responses shown for K/Kd = 0.24 and 0.49 .

earthquake (Figure 4), maximum rotations are beyond the moderate limit state only for stiffness

values ranging between 0.02 < K/Kd < 0.3, while amplified responses, sometimes overcom-

ing the free-standing peak, are obtained elsewhere (e.g. K = 0.49Kd, Figure 5(b) ).

Among all selected geometries, block2 and block5 (s = 0.6m, see Table 1) are more sen-

sitive to resonant-like effect under strong-motions, while other geometries respond in a stabler

manner. Given a certain slenderness, the moment of inertia plays a crucial role in the frequency

content of the block (blocks with thickness s = 0.3 and 0.9m show a reduced amplification

response).

4.2 Damped free vibration

To better study the influence of damping in the rocking stability of rigid blocks, preliminary

analyses are performed on block1 under free vibrations. For this purpose, an initial normal-

ized rotation, (θ/α)0 is set equal to 0.9, corresponding to the 90% of the ultimate kinematic

displacement capacity (uG = s/2), read at the center of gravity. Moreover, in order to isolate

4298



Fabio Solarino, Linda Giresini and Daniel V. Oliveira

0 20 40 60 80
time (s)

-2

-1.5

-1

-0.5

0

0.5

1

1.5

/

K = 0.08 Kd
K = 0

(a)

0 10 20 30 40 50
time (s)

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

/

K = 0.49 Kd
K = 0

(b)

Figure 5: Comparison between free and restrained rocking block responses; (a) block2 - 1995/10/01 - 6.2 Mw -

Dinar earthquake; (b) block2 - 2016/10/30 - 6.5 Mw - Norcia earthquake.

the influence of viscous damping, a unit value of restitution coefficient is set (e = 1.0), corre-

sponding to perfectly elastic impacts. Firstly, responses under two-sided motion are computed.

Secondly a realistic value of K ′ is set in order to simulate the presence of transversal walls

under both free and restrained configuration (K = 0.0, and K = Kd, respectively) [16].

Assuming the clockwise direction as the positive rotation (Figure 1), the damping contri-

bution takes the sign of rotational velocity, θ̇, coherent with the self weight term, among the

others. The validation of sign and shape of Td term is shown in Figure 6 for free vibration of

block1 in two-sided motion for the particular case of c = 0.1% cd.

0 1 2 3 4 5 6
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0.5

0 1 2 3 4 5 6
-0.1

0

0.1

0 1 2 3 4 5 6
Time (s)

-200

0
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0
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Figure 6: Validation of damping term sign for a simple free vibration time-history analysis of free-standing block1

in two-sided motion (K = K ′ = 0.0); from top to bottom: (i) normalized rotation; (ii) self weight term; (iii)

normalized rotational velocity.
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Figures 7 shows the influence of four different values of damping (c = 0.0; 0.1; 1.0; and

5.0% cd) on the damped free-standing block1 under two- and one-sided motion (i.e. without and

with the presence of transversal walls with equivalent spring bed stiffness K ′ = 4.5e8N/m/m,

[16]). The beneficial effect of increased damping coefficient is clearly visible from the Figures.

The damping device decreases the successive peaks and delays the first impact time, as evidently

demonstrated passing from c = 1.0% to c = 5% cd.
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Figure 7: Influence of damping on free-standing rocking block1 under free vibrations; (a) two-sided motion; (b)

one-sided motion.

The effect of dampers is also studied for the restrained configuration (that is withK different

from zero) in one-sided motion, setting K = Kd as defined in Section 3. The first impact

time is strongly reduced by the presence of the tie re-centering the block in its “zero” position

(Figure 8). It is visible an increased rotational frequency due to the restrained condition. This

aspect could be problematic in terms of repeated cyclic stresses on the transverse walls, where

masonry could crush for the attainment of compressive strength. It is interesting to note that, for

the same value of damping coefficient, despite the more “regular” response if compared to the

free-standing configuration, higher normalized rotations are obtained for the restrained block.

Indeed, as confirmed in Figure 9, setting c = 1.0% cd, the peak reduction is gradual for the

restrained block, only corresponding to 27% reduction after the first impact, while a reduction

of 82% of normalized rotation is obtained for the free-standing block.

4.3 Damped forced vibration

Nonlinear analyses of the restrained (K = Kd) blocks with the same geometries are per-

formed under real inputs in order to study the influence of dampers on façade-like walls. The

lateral stiffness per unit length is computed according to Equation 11. For the purpose of this

work, a value of Ex = 1.5e9N/m/m can be used according to [12]. Moreover, 30 cm thick-

ness and 1.0m length can be assumed. The analytical value of the coefficient of restitution,

eH = 1− 3
2
sin2α, based on [18] is set.

The beneficial effect of damping is clear in Figure 10 where a significant reduction of max-

imum normalized rotation is obtained for higher values of damping. Amplified response is

obtained for the undamped cases characterized by high and longer oscillations probably caused

by the bouncing and near resonant effects given by the tie. For higher values of damping, the

rotation time-histories shape is similar during the first impacts only, as successive frequency
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Figure 8: Influence of damping on restrained rocking block1 under free vibration in one-sided motion.
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Figure 9: Comparison between free and restrained configuration under free damped vibration in one-sided motion;

block1, c = 1.0% cd.

and peaks values are affected by damping force. Besides the response is strongly dependent on

the geometry of the block and the type of input, damping values of c > 10.0% cd should fulfil

the limited rocking limit state.

5 CONCLUSIONS

This paper analysed the dynamic response of out-of-plane rocking walls with a viscous-

elastic damper at the top under recorded acceleration time histories. Six different geometries

were tested to investigate the role of size and slenderness of the rigid block in the dynamic re-

sponse. From the non-linear analyses outcomes, a not monotonic trend in rocking spectra was

observed when the stiffness was monotonically increased or decreased. The rocking spectra

are therefore recommended in the design of whatsoever horizontal restraint for rocking walls to

avoid such undesired amplifications due to near-resonance conditions. Moreover, the influence

of damping was investigated in free and forced vibrations. As for the response in free vibrations,

the beneficial effect of a greater damping coefficient was clearly visible, since it caused a re-

duction of consecutive peaks and delayed the first impact time. The effect of dampers was also
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Figure 10: Influence of damping on restrained block1 under real seismic input; (a) 2016/10/26 - 5.4 Mw Castel-

santangelo sul Nera earthquake; (b) 2016/08/24 - 6.0 Mw Accumoli earthquake.

studied for the restrained configuration in one-sided motion. The first impact time was strongly

reduced by the presence of the tie that re-centered the block in its “zero” position. Moreover, the

resulting increased rotational frequency due to the restrained condition could be problematic in

terms of repeated cyclic stresses on the transverse walls, where masonry could crush for the at-

tainment of compressive strength. Forced vibrations responses also results in advantageous use

of damper devices for the control of rocking motion of walls, considered in a realistic one-sided

configuration sensitive to possible resonant behaviors. Not only maximum normalized rotations

are strongly reduced by higher values of damping, but responses time-histories present relevant

changes in terms of frequency and shape after the first impacts. A value of c > 10% cd can

be evaluated as the corresponding design value for the limited rocking limit state, but further

analyses are necessary and intended in order to account for pretensioning and plasticity of the

steel and for the possible development of multi-degree-of-freedom mechanisms.
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THE SPECTRAL ACCELERATION IN THE SEISMIC 
VULNERABILITY ASSESSMENT OF A HISTORIC MASONRY 

BUILDING. A COMPARISON BY USING SEVERAL APPROACHES ON 
A CASE STUDY 

Renato Sante Olivito , Saverio Porzio , and Carmelo Scuro

Keywords:

Abstract. This paper concerns the seismic vulnerability assessment of a historic masonry 
building by means of the spectral acceleration values detected with several approaches. This 
comparison is related to the particular geometrical-configuration of the case study, which 
makes the structure particularly prone to collapse mechanisms. These accelerations are eval-
uated in the static and dynamic nonlinear framework through the most common Finite Ele-
ment Method (FEM) strategies employed by the scientific community. In particular, the 
nonlinear static analysis is performed by using a multi-control point pushover methodology 
allowing the detection of the most damaged areas in the building in which the nodes are lo-
cated. The nonlinear dynamic analysis is performed by using an artificial accelerogram, and 
the damage cracks patterns are compared with the ones provided by the static approach. Af-
terward, a comparison between the spectral accelerations obtained with the FEM approaches 
and the limit analysis, according to the kinematic theorem, is proposed. This simplified analy-
sis is used to investigate two of the most relevant out-of-plane failure mechanisms, previously 
highlighted by the global nonlinear investigations. The results show interesting aspects of the 
seismic resilience of the building, the San Fili Castle of Stignano, in the province of Reggio 
Calabria (southern Italy), which is strongly influenced by the absence of the box-like behavior.
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2 NON-LINEAR STATIC AND DYNAMIC ANALYSES 
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Abstract. In this paper, seismic vulnerability and risk assessment of two churches samples, 
located in Teramo and Ischia island in the Naples gulf, both affected by the most recent 
earthquakes occurred in Italy, are presented. An overview of some simplified methods partic-
ularly suitable for seismic evaluations at a territorial scale of ancient churches is presented. 
In particular, the damage index provided by the post-earthquake usability form adopted by 
the Italian Civil Protection Department, the vulnerability and risk analysis method imple-
mented in a recent work and defined LV0, and the LV1 method contemplated in the Italian 
Guidelines for Cultural Heritage have been calculated for the examined samples of churches. 
These methods have an increasing precision level and they may be applied as well in se-
quence at a different scale for screening and identifying the present priorities and, conse-
quently, for designing the required interventions. The obtained results have been compared to 
each other in order to evaluate, starting from the most precise Italian Guidelines method, if 
the other simplified analysis techniques are more or less effective in predicting the large scale 
seismic behaviour of churches. Finally, the comparison among the achieved indexes allows 
for the evaluation of the health state of inspected churches, so to both plan additional in-
depth evaluations and program a priority scale in performing future retrofitting interventions. 
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1 INTRODUCTION 

Seismic vulnerability represents the building attitude to suffer damages related to an as-
signed earthquake. In order to assess vulnerability of buildings, it is sufficient to detect the 
damages caused from seismic events, associating them with the shock intensity. A building 
can show structural damages to load-bearing elements and/or non-structural ones. Damage 
typologies depend on structure geometry, age, materials, construction site, proximity to other 
buildings and placement of non-structural elements, as well as on the earthquake duration and 
intensity. In order to reduce structural damages and the loss of life, buildings need to be se-
cured. Current Italian standards and guidelines [1-3] require that structures should have cer-
tain seismic criteria in order to exhibit a ductile response during a seismic event. 
Seismic vulnerability assessment of historic buildings represents an enormous applicative rel-
evance problem and constitutes an important preliminary step in masonry heritage safeguard-
ing. A common monumental building typology exposed at seismic risk is represented by 
masonry churches. In fact, in many cases churches, due to their singular geometry, have 
shown a vulnerability greater than that of other historical masonry building types. In particu-
lar, the presence of large halls without intermediate walls, usual poor masonry mechanical 
properties, large walls having high slenderness, pushing roof elements, colonnades, decorative 
elements not effectively constrained to the walls and lack of intermediate floors give an ex-
tremely variable seismic response of churches [4-9]. 
The systematic observation of the typical damage scenarios reported by churches following  
earthquakes has also highlighted how the seismic response is attributable to local collapse 
mechanisms connected to the loss of balance and the consequent transformation into a kine-
matic motion of one or more portions of the construction, which detach from it due to crack 
occurrence [10-19]. These observations led to the classification of 28 collapse mechanisms 
developed by the Italian Department of Civil Protection [8, 20]. The possible kinematic 
mechanisms assessment is not an easy solution problem: detailed structural analyses carried 
out using software or finite element methods [21-24], have high computational costs, so to 
make very difficult their application for a territorial scale analysis, and, therefore, simplified 
methodologies can be preferred [25-31]. 
For this reason, in this paper three simplified methodologies are investigated in order to assess 
seismic vulnerability of churches placed in two zones affected by last Italian earthquakes. In 
particular, the damage indexes detected after seismic events have been evaluated and com-
pared to those deriving from application of both Italian Guidelines on Cultural Heritage and a 
method developed by a research group of the University of Basilicata (UniBas) defined as 
LV0, with the final goal to evaluate the more or less reliability of these latter two methodolo-
gies to predict the large scale seismic behaviour of examined churches. 

2 LARGE SCALE ASSESSMENT METHODOLOGIES 

2.1 The church form (A-DC model – Italian Civil Protection Department) 

The proposed methodology, developed by the Italian Civil Protection Department [20], is 
based on the evaluation of a damage index (id) calculated through the observation of 28 poten-
tial local collapse mechanisms that could be activated during a seismic event.  
Local mechanisms are (Figure 1): 

1. Façade overturning
2. Top overturning
3. In-plane damages
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4. Narthex
5. Transverse response of the hall
6. Shear mechanism into lateral walls
7. Longitudinal response of the colonnade
8. Hall or central aisle vaults
9. Lateral aisles vaults
10. Transept wall overturning
11. Shear mechanism into transept walls
12. Transept vault
13. Triumphal arches
14. Dome
15. Lantern
16. Apse overturning
17. Apse shear mechanism
18. Presbytery or apse vaults
19. Roof elements: hall
20. Roof elements: transept
21. Roof elements: apse
22. Chapel overturning
23. Shear mechanism into chapel walls
24. Chapel vaults
25. Interaction due to irregularities
26. Projections
27. Bell tower
28. Belfry

1 2 3 4 

5 6 7 8 

9 10 11 12 

13 14 15 16 
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17 18 19 20 

21 22 23 24 

25 26 27 28 

Figure 1: Local mechanisms of churches 

For each possible mechanism, a damage value dk between 0 (no damage) and 5 (collapse) may 
been assigned, and the resulting global damage index id is calculated as the ratio of the sum of 
the detected damage values dk to the potential mechanisms number n (<=28) multiplied by 5 
according to the following relationship: 

id= Σdk/5n (1)

The application of the above formula provides damage index values id ranging from 0 (no 
damage) to 1 (total collapse of the church examined). 

2.2 Vulnerability and risk analysis method (UniBas) 

In this methodology, developed by a research group of University of Basilicata (UniBas), 
the resulting seismic risk of churches at a territorial scale is based on the evaluation of the fol-
lowing three tools, which an independent score is assigned to [25, 30, 32]: 

- Tool 1: attention priority on actions related to the buildings according to their expo-
sure value (E); 

- Tool 2: description, classification and mapping of seismic hazard (H); 
- Tool 3: evaluation and quantification of the seismic vulnerability level (V). 

The seismic risk score is assessed through a correlation among exposure (E), threats (H) and 
seismic vulnerability (V) according to the following relationship [33, 34]: 

R=E×H×V (2) 

In particular, Tool 1 considers socio-cultural values, i.e. antiquity, historical, symbolic and 
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aesthetic factors, and economic values, i.e. use, financial and scientific factors.  
Tool 2 provides the H score through the analysis of threats, which are classified into sporadic 
events and continuous processes (depending on their occurrence probability), as shown in Ta-
ble 1. Every threats have a score according to the damage severity, namely absent, medium 
and catastrophic. The seismic hazard index (H) is obtained by summing these scores and as-
sumes values between 0 and 2,15. 

Parameters 

Damage gravity 

Absence Average Catastrophic 

Sp
or

ad
ic

 
E

ve
nt

s 

earthquake and tsunami threat 0 0,20 0,40 

landslides 0 0,15 0,25 

volcanic threat 0 0,20 0,40 

hydro-methodological threat 0 0,15 0,25 

chemical-technological threat 0 0,15 0,25 

forest fires 0 0,15 0,25 

C
on

ti
nu

ou
s 

E
ve

nt
s 

erosion threat 0 0,05 0,10 

physical stress of threat 0 0,05 0,10 

air pollution 0 0,01 0,05 
socio-organizational threat 0 0,01 0,05 

demographic decline 0 0,01 0,05 

Table 1: Scenarios description and classification of threats according to the damage severity. 

Finally, the Tool 3 provides the V score, that is the seismic vulnerability. This tool is based on 
the assessment of 13 parameters (see Table 2), of which 10 are derived from the Italian 2nd 
level GNDT vulnerability datasheet [35]. Each parameter is characterised by 4 classes having 
an assigned score and the vulnerability index is defined through the following relation: 

IV= n
i=1 vi·pi (2) 

where: 
vi is the parameter class score, depending from building properties; 
pi is weight correlated to the parameter importance. 
Depending on the vulnerability index obtained, it is possible to define three different vulnera-
bility levels as follows: 

- low: 0 < IV  10.81; 

- medium: 10.81 < IV  55.52; 

- high: 55.52 < IV  100. 

Total seismic risk (R) is obtained by applying the following relation [32]: 

R=IV×(H+1) (3) 
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Parameters Classes Weight 
A B C D 

1 Position of the building and foundations 0 1,35 6,73 12,12 0,75 

2 In-plane configuration 0 1,35 6,73 12,12 0,50 

3 In-elevation configuration 0 1,35 6,73 12,12 1,00 

4 Distance among walls 0 1,35 6,73 12,12 0,25 

5 Non-structural elements 0 0 6,73 12,12 0,25 

6 Resistant system type and organization 0 1,35 6,73 12,12 1,50 

7 Resistant system quality 0 1,35 6,73 12,12 0,25 

8 Floors 0 1,35 6,73 12,12 1,00 

9 Roofs 0 1,35 6,73 12,12 1,00 

10 Conservation state 0 1,35 6,73 12,12 1,00 

11 Environmental alterations 0 1,35 6,73 12,12 0,25 

12 Construction system negative alterations 0 1,35 6,73 12,12 0,25 

13 Fire vulnerability 0 1,35 6,73 12,12 0,25 

Table 2: The UniBas form for seismic vulnerability evaluation of churches. 

2.3 The LV1 Method (Italian Guidelines on Cultural Heritage) 

The Italian LV1 method provides a statistical-based method to assess the vulnerability of 
masonry churches [8]. This methodology is based on 28 mechanisms defined in Section 2.1 
and the vulnerability index iv, framed in the range [0÷1], is assessed through vulnerability in-
dicators and seismic upgrading devices according to the following formula: 

( )
28

1
28

1

1 1

6 2

k ki kp
k

v

k
k

v v
i

ρ

ρ

=

=

−
= +




(4)

where: 
iv is the vulnerability index; 
k represents the 28 collapse mechanisms potentially activated; 

k  is the mechanism weight; 
vki  is the vulnerability score related to the k-th mechanism; 
vkp is the score connected to the upgrading device related to the k-th mechanism. 

The inactive collapse mechanisms have k=0; instead the activated mechanisms n. 4 and 15 
have k = 0.5, those with numbers 10, 11, 12, 18, 20, 22, 23, 24, 25 and 26 have a value be-
tween 0.5 and 1 in relation to their importance and the remaining activated ones have k=1.  
For each mechanism, the possible seismic protection devices and vulnerability indicators are 
suggested in [8] and a score depending from effectiveness or severity degree variable between 
1 and 3 must be defined. Table 3 shows the vulnerability issues and seismic upgrading devic-
es for the most commonly detected local collapse mechanism, namely the façade overturning. 
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Through Table 4 it is possible to calculate the indicators vki and vkp related to vulnerability pa-
rameters and anti-seismic devices, respectively.  

01 – Façade overturning 

Possibility of activation of collapse mechanism: YES [ ] NO[ ] 
YES NO Seismic protection devices Importance 
[ ]  [ ] Presence of metal tie road [ ]  [ ]  [ ] 
[ ]  [ ] Presence of constraining elements [ ]  [ ]  [ ] 
[ ]  [ ] Connection systems at angles of walls [ ]  [ ]  [ ] 

YES NO Vulnerability issues Importance
[ ]  [ ] Presence of pushing elements (arches, vaults, beams) [ ]  [ ]  [ ] 
[ ]  [ ] Presence of big windows [ ]  [ ]  [ ] 

Table 3: Seismic protection devices and vulnerability issues suggested in [8] for façade overturning 
mechanism. 

Number of vulnerability parameters or seis-
mic protection devices  

Importance Score (vk) 

at least 1 3 
3

at least 2 2 

1 2 
2 

at least 2 1 

1 1 1 

None 0 0 

Table 4: vk scores assigned to vulnerability factors and seismic protection devices. 

Starting from vulnerability index iv (eq. 4), it is possible to define an ultimate limit state (ULS) 
seismic acceleration:  

5.1 3.44*
( ) 0.025 1.8 iv

g SLUa − ⋅= ⋅
 

(5)
 For safety check, it is required to evaluate the return period corresponding to the ULS as fol-

lows:  

(6) 

where TR1 and TR2 are the return periods of the seismic hazard and represent the limits of the 
interval where TULS is located, a1S1 and a2S2 are the corresponding peak acceleration values 
on rigid ground taking into account the topographical conditions and FC is the confidence fac-
tor.  
The safety index referred to the ULS is the ratio between the capacity return period at the ul-
timate limit state TULS and the corresponding reference (demand) return period TR,ULS:  

IS,ULS= TULS/TR,ULS (7) 

IS,ULS value greater than or equal to one means that the building is in safe conditions, while 
values lower than the unit show that the building needs seismic upgrading interventions. 
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3 THE CASE STUDIES 

3.1 Teramo’s churches 

Teramo is the provincial capital of the homonymous province, located in the Italian Abruz-
zo region. The 12 investigated churches in the current study, depicted in Figure 2 [22], are:  

1. Saint John church. Hall: 16.50x14.30m, average height 10.00m. There are no apse and
bell tower.

2. Saint Anastasio church. Hall: 14.70x7.20m, average height 6.70m. Apse: 7.50x3.50m,
average height 7.15m. There is a bell tower.

3. Holy Mary of Carmine church. Hall: 11.30x6.20m, average height 7.20m. Apse:
6.45x5.00m, average height 7.00m. There is a bell tower.

4. Saint Nicola church. Hall: 11.00x4,60m, average height 3.50m. There are no apse and
bell tower.

5. Saint Catherine of Alexandria church. Hall: 13.40x6.50m, average height 7.50m.
There are no apse and bell tower.

6. Saint Luca church. Hall: 8.00x4.00m, average height 6.00m. There are no apse and
bell tower.

7. Saint Mary de Praediis church. Hall: 14.50x9.00m, average height 5.00m. Apse:
3.00x1.50m, average height 5.00m. There is not a bell tower.

8. Saint Michael Archangel church. Hall: 16.50x14.30m, average height 10.00m. There
are no apse and bell tower.

9. Saint Francis of Assisi church. Hall: 11.40x7.00m, average height 7.80m. Apse:
5.85x5.80m, average height 6.00m. There is a bell tower.

10. Saint John in Pergulis church. Hall: 14.90x9.30m, average height 8.00m. There are no
apse and bell tower.

11. Holy Salvatore church. Hall: 10.70x7.20m, average height 8.00m. There are no apse
and bell tower.

12. Saint Stephen church. Hall: 14.40x5.25m, average height 5.85m. Apse: 5.25x3.40m,
average height 3.50m. There is a bell tower.

Figure 2: Location of the 12 churches investigated in the city of Teramo. 
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3.2 Ischia’s churches 

Ischia is an Italian island belonging to the Phlegrean islands archipelago located in the 
northern area of the Gulf of Naples. The 10 investigated churches showed in Figure 3 [22] are: 

1. Saint Francis of Paola church.  Hall: 19.50x3.30m, average height 7.00m. Apse:
3.40x3.30m, average height 8.50m. There is a bell tower.

2. Saint Vito church. Hall: 22.00x4.80m, average height 7.10m. Apse: 4.80x2.80m, aver-
age height 10.00m. There is a bell tower.

3. Most Holy Annunciation church. Hall: 6.50x3.90m, average height 6.55m. Apse:
4.80x4.00m, average height 6.55m. There is not a bell tower.

4. Saint Sebastiano church. Hall: 17.30x6.30m, average height 12.30m. Apse:
6.30x4.60m, average height 8.00m. There is a bell tower.

5. Saint Michael Archangel church. Hall: 8.60x5.20m, average height 8.00m. Apse:
5.20x4.70m, average height 8.00m. There is not a bell tower.

6. Saint Mary of Loreto church. Hall: 30.00x5.80m, average height 11.00m. Apse:
8.15x5.80m, average height 10.00m. There is a bell tower.

7. Saint Francis of Assisi church. Hall: 21.00x8.40m, average height 10.00m. Apse:
9.00x6.80m, average height 12.00m. There is not a bell tower.

8. Most Holy Annunciation coven. Hall: 11.00x5.60m, average height 7.00m. Apse:
6.00x5.50m, average height 7.40m. There is a bell tower.

9. Saint Mary of Soccorso church. Hall: 14.80x6.80m, average height 7.50m. Apse:
4.60x4.10m, average height 8.50m. There is a bell tower.

10. Saint Gaetano church. Hall: 17.00x5.80m, average height 13.70m. Apse:
4.70x1.70m, average height 7.15m. There is not a bell tower.

Figure 3: Location of the 10 churches investigated in the Ischia island 

4 APPLICATION OF THE METHODOLOGIES 

4.1 Teramo’s churches 

Collapse mechanisms and damage indices of churches calculated according to the form 
delivered by the Italian Civil Protection Department are reported in the Tables from 5 to 16. 
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For each mechanism, a different colour for each damage value between 0 (no damage) and 5 
(collapse) is assigned, as shown in Figure 4. 

Figure 4: Colours assigned to damage scores 

Activated mechanisms Seismic 
Damage 

Facade overturning

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Longitudinal response of the colonnade 

Hall or central aisle vaults 

Lateral aisles vaults 

Roof elements: hall 

Activated mechanisms Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Hall or central aisle vaults

Triumphal arches

Apse overturning

Apse shear mechanism 

Presbytery or apse vaults 

Roof elements: hall 

Roof elements: apse

Interaction due to irregularities

Bell tower 

Belfry 
Table 5: St. John Church’s activated mechanisms. Table 6: St. Anastasio Church’s activated 

mechanisms. 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Hall or central aisle vaults 

Triumphal arches 

Apse overturning 

Apse shear mechanism 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanisms into lateral walls 

Roof elements: hall 

Projections (sailing, spiers, pinnacles, statues) 
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Presbytery or apse vaults 

Roof elements: hall 

Roof elements: apse

Interaction due to irregularities 

Bell tower 

Belfry 
Table 7: Most Holy Annunciation Church’s activat-

ed mechanisms. 
Table 8: St. Nicola Church’s activated mechanisms. 

Activated mechanisms 
Seismic 
Damage 

In-plane damages 

Shear mechanisms into lateral walls 

Roof elements: hall 

Projections (sailing, spiers, pinnacles, statues) 

Activated mechanisms 
Seismic 
Damage 

Facade overturning

Top overturning

In-plane damages

Transverse response of the hall 

Roof elements: hall 

Interaction due to irregularities 

Projections (sailing, spiers, pinnacles, statues) 
Table 9: St. Catherine of Alessandria Church’s activated 

mechanisms.  
Table 10: St. Luca Church’s activated mechanisms. 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 
Longitudinal response of the colonnade 

Apse overturning 

Apse shear mechanism 

Presbytery or apse vaults 

Roof elements: hall 

Roof elements: apse
Projections (sailing, spiers, pinnacles, 
statues) 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls

Roof elements: hall 

Projections (sailing, spiers, pinnacles, statues) 

Table 11: St. Mary de Praediis Church’s activated 
mechanisms.  

Table 12: St. Michael Archangel Church’s activated 
mechanisms. 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 
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Shear mechanism into lateral walls 

Triumphal arches 

Apse overturning 

Apse shear mechanism 

Presbytery or apse vaults 

Roof elements: hall 

Roof elements: apse
Projections (sailing, spiers, pinnacles, 
statues) 

Bell tower 

Belfry 

Roof elements: hall 

Roof elements: apse 

Projections (sailing, spiers, pinnacles, statues) 

Table 13: St. Francis of Assisi Church’s activated 
mechanisms. 

Table 14: St. John in Pergulis Church’s activated 
mechanisms. 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Hall or central aisle vaults 

Transept wall overturning 

Transept shear mechanisms 

Transept vaults 

Roof elements: hall 

Roof elements: transept 

Interaction due to irregularities 

Bell tower 

Belfry 

Activated mechanisms 
Seismic 
Damage 

Facade overturning

Top overturning

In-plane damages

Transverse response of the hall 

Shear mechanism into lateral walls 

Hall or central aisle vaults 

Roof elements: hall 

Roof elements: transept

Bell tower 

Belfry 

Table 15: Most Holy Salvatore Church’s activated mech-
anisms.  

Table 16: St. Stephan Church’s activated mechanisms. 

The filling of the previous forms for all of the investigated churches has lead towards the 
evaluation of the following damage index id: 

- St. John Church (Table 5): id =(1/40)= 0,02 
- St. Anastasio Church (Table 6): id = (19/75) = 0.25 
- Most Holy Annunciation Church (Table 7): id = (11/75)= 0,15 
- Saint Nicola Church (Table 8): id= (3/35)= 0,08. 
- Saint Catherine of Alessandria Church (Table 9): id= (5/20)= 0,25 
- Saint Luca Church (Table 10): id= (10/35)= 0,29 
- Saint Mary de Praediis Church (Table 11): id= (16/60)= 0,27 
- Saint Michael Archangel Church (Table 12): id= (8/35)= 0,23 
- Saint Francis of Assisi Church (Table 13): id= (4/70) = 0,06 
- Saint John in Pergulis Church (Table 14): id= (4/35)= 0,11 
- Most Holy Salvatore Church (Table 15): id= (5/65)= 0,08 
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- Saint Stephan Church (Table 16): id= (13/50)= 0,26 

The results obtained from applying the LV0 method to the churches inspected in Teramo are 
shown in Table 17. 

Churches 
Vulnerability 

Index 

St. John  21,22 

St. Anastasio 51,52 

Holy Mary of Carmine 31,32 

St. Nicola 53,18 

St. Catherine of Alexandria 66,32 

St. Luca 22,23 

St. Mary de Praediis 39,06 

St. Michael Archangel 37,37 

St. Francis of Assisi 22,23 

St. John in Pergulis 28,96 

Most Holy Salvatore 45,44 

St. Stephen 30,64 

Table 17: Vulnerability indexes of Teramo’s churches using vulnerabily method implemented by the 
University of Basilicata (UniBas). 

Table 18 shows vulnerability indexes and results of the ULS safety checks achieved from the 
LV1 method developed in the Italian Guidelines for Cultural Heritage described in Section 
2.3.  

Churches 
Vulnerability 

Index 
Safety 
Index 

St. John  0,23 1,41 

St. Anastasio 0,39 0,57 

Holy Mary of Carmine 0,32 0,81 

St. Nicola 0,31 0,85 

St. Catherine of Alexandria 0,32 0,66 

St. Luca 0,43 0,44 

St. Mary de Praediis 0,57 0,57 

St. Michael Archangel 0,41 0,49 

St. Francis of Assisi 0,24 1,29 

St. John in Pergulis 0,31 0,88 

Most Holy Salvatore 0,25 1,21 

St. Stephen 0,38 0,57 

Table 18: Vulnerability indexes and ULS safety checks for Teramo’s churches using LV1 method. 
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4.2 Ischia’s churches 

The damage indexes of Ischia’s churches deriving from the “A-DC model” form developed by 
the Italian Civil Protection Department have been evaluated started from filling Tables from 
19 to 28. 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall

Shear mechanism into lateral walls 

Longitudinal response of the colonnade 

Hall or central aisle vaults 

Lateral aisles vaults 

Triumphal arches

Dome 

Apse overturning 

Apse shear mechanism 

Roof elements: hall 

Roof elements: apse 

Bell tower 

Belfry 

Activated mechanisms 
Seismic 
Damage

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Longitudinal response of the colonnade 

Hall or central aisle vaults

Lateral aisles vaults 

Triumphal arches 

Dome 

Apse overturning 

Apse shear mechanism 

Roof elements: hall 

Roof elements: apse

Bell tower 

Belfry 
Table 19: St. Francis of Paola Church’s activated 

mechanisms. 
Table 20: St. Vito Church’s activated mechanisms. 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Transept wall overturning 

Shear mechanism into transept walls 

Transept vaults 

Triumphal arches 

Apse overturning

Apse shear mechanism 

Presbytery or apse vaults 

Roof elements: transept 

Roof elements: apse 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Shear mechanism into lateral walls

Lateral aisles vaults 

Dome 

Apse overturning 

Apse shear mechanism

Presbytery or apse vaults 

Roof elements: hall 

Roof elements: apse 

Chapel overturning 

Shear mechanism into chapel walls

Chapel vaults 
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Projections (sailing, spiers, pinnacles, statues)

Facade overturning 

Interaction due to irregularities 

Bell tower 

Belfry 
Table 21: Most Holy Annunciation Church’s activated 

mechanisms.
Table 22: St. Sebastiano Church’s activated mech-

anisms.

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Hall or central aisle vaults 

Dome 

Apse overturning

Apse shear mechanism 

Roof elements: hall 

Roof elements: apse 

Chapel overturning 

Shear mechanism into chapel walls 

Chapel vaults 

Projections (sailing, spiers, pinnacles, statues)

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls

Longitudinal response of the colonnade

Lateral aisles vaults 

Triumphal arches 

Dome 

Apse overturning 

Apse shear mechanism

Presbytery or apse vaults 

Roof elements: hall 

Roof elements: apse 

Interaction due to irregularities 

Bell tower 

Belfry 
Table 23: St. Michael Archangel Church’s activated 

mechanisms.
Table 24: St. Mary of Loreto Church’s activated 

mechanisms.

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Hall or central aisle vaults 

Lateral aisles vaults 

Triumphal arches 

Apse overturning 

Apse shear mechanism

Presbytery or apse vaults 

Roof elements: hall 

Roof elements: apse 

Shear mechanism into chapel walls 

Activated mechanisms 
Seismic 
Damage 

Facade overturning

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Hall or central aisle vaults 

Apse overturning 

Apse shear mechanism 

Presbytery or apse vaults 

Roof elements: hall 

Roof elements: apse 

Interaction due to irregularities 

Projections (sailing, spiers, pinnacles, statues) 

Bell tower

4332



Generoso Vaiano, Michele D’Amato and Antonio Formisano 

Chapel vaults 

Interaction due to irregularities 

Belfry 

Table 25: St. Francis of Assisi Church’s activated 
mechanisms.

Table 26: Most Holy Annunciation Coven’s activated 
mechanisms.

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

Top overturning 

In-plane damages 

Transverse response of the hall 

Shear mechanism into lateral walls 

Hall or central aisle vaults 

Lateral aisles vaults 

Triumphal arches 

Dome 

Apse overturning

Apse shear mechanism 

Roof elements: hall 

Roof elements: apse 

Chapel overturning 

Shear mechanism into chapel walls 

Chapel vaults 

Projections (sailing, spiers, pinnacles, statues)

Bell tower 

Belfry 

Activated mechanisms 
Seismic 
Damage 

Facade overturning 

In-plane damages 

Shear mechanism into lateral walls 

Hall or central aisle vaults 

Triumphal arches

Dome 

Apse overturning

Apse shear mechanism 

Presbytery or apse vaults

Roof elements: hall 

Roof elements: apse

Chapel overturning 

Shear mechanism into chapel walls 

Chapel overturning 

Shear mechanism into chapel walls 

Chapel vaults 
Projections (sailing, spiers, pinna-
cles, statues)

Table 27: St. Mary of Soccorso Church’s activated mech-
anisms.

Table 28: St. Gaetano Church’s activated mecha-
nisms.

The damage indexes of the inspected churches have been calculated on the basis of the previ-
ous tables, leading to the following results: 

- St. Francis of Paola church (Table 19): id =(7/80)= 0,09 
- Saint Vito church (Table 20): id= (6/80)= 0,08 
- Most Holy Annunciation church (Table 21): id= (12/65)= 0,16 
- Saint Sebastiano church (Table 22): id= (17/80)= 0,19 
- Saint Michael Archangel church (Table 23): id= (23/70)= 0,33 
- Saint Mary of Loreto church (Table 24): id= (16/85)= 0,18 
- Saint Francis of Assisi church (Table 25): id= (8/80)= 0,10 
- Most Holy Annunciation Coven church (Table 26): id= (4/70)= 0,06 
- Saint Mary of Soccorso church (Table 27): id= (8/80)= 0,10 
- Saint Gaetano church (Table 28): id= (4/75)= 0,05 

The application of the LV0 method (developed by a reserach group pf the University of Basil-
icata) has led to the results depicted in Table 29. Finally, Table 30 shows vulnerability index 
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values and ULS safety checks obtained through LV1 method developed by the Italian Guide-
lines for Cultural Heritage as described in Section2.3.  

Churches 
Vulnerability 

Index 

St. Francis of Paola 25,93 

St. Vito 25,93 

Most Holy Annunciation  38,64 

St. Sebastiano 34,33 

St. Michael Archangel 46,46 

St. Mary of Loreto 32,66 

St. Francis of Assisi 24,25 

Most Holy Annunciation coven 21,56 

St. Mary of Soccorso 23,24 

St. Gaetano 32,33 

Table 29: Vulnerability indexes of Ischia’s churches using the LV0 method. 

Churches 
Vulnerability 

Index 
Safety 
Index 

St. Francis of Paola 0,36 1,16 

St. Vito 0,36 1,18 

Most Holy Annunciation  0,42 0,85 

St. Sebastiano 0,43 0,78 

St. Michael Archangel 0,48 0,66 

St. Mary of Loreto 0,43 0,78 

St. Francis of Assisi 0,40 0,93 

Most Holy Annunciation coven 0,40 0,93 

St. Mary of Soccorso 0,34 1,30 

St. Gaetano 0,36 1,21 

Table 30: Vulnerability indexes and ULS safety checks for Ischia’s churches using LV1 method. 

4.3 Comparison of results 

All results from examined methodologies are grouped in Tables 31 and 32, respectively, 
for Teramo’s churches and Ischia’s ones. In the first column of Tables 31 and 32 the ranking 
is reported in descending order (from the worst church to the best one) in terms of vulnerabil-
ity indexes (Iv) defined according to the LV1 method developed in the Italian Guidelines for 
Cultural Heritage. In the subsequent columns of the above mentioned tables, the safety index-
es (Is) of the LV1 method, the vulnerability indexes calculated on the basis of the LV0 method, 
indicating the method proposed by a UniBas research group and expressed in percentage 
terms and the damage indexes id resulting from filling the “A-DC model” form, developed by 
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the Italian Civil Protection Department, after the post-earthquake emergency phase have been 
reported too. 

Church 
Iv 

(LV1 method) 
Is 

(LV1 method) 
Iv 

(LV0 method) 
id

(A-DC form) 
St. Luca 0,435 0,44 0,22 0,30 

St. Michael Archangel 0,414 0,495 0,37 0,27 

St. Mary of Praediis 0,388 0,57 0,39 0,27 

St. Anastasio 0,388 0,57 0,52 0,25 

St. Stephan 0,38 0,573 0,31 0,26 

St. Catherine of Alessandria 0,322 0,664 0,66 0,20 

St. Mary of Carmine 0,322 0,813 0,32 0,15 

St. Nicola 0,315 0,848 0,53 0,08 

St. John in Pergulis 0,309 0,88 0,29 0,11 

St. Salvatore 0,255 1,21 0,45 0,08 

St. Francis of Assisi 0,244 1,29 0,22 0,05 

St. John 0,229 1,41 0,21 0,02 

Table 31: Comparison between al examined methodologies for Teramo’s churches 

Church 
iv 

(LV1 method) 
Is 

(LV1 method) 
Iv 

(LV0 method) 
id 

(A-DC form) 

St. Michael Archangel 0,48 0,659 0,46 0,33 

St. Sebastiano 0,43 0,779 0,34 0,19 

St. Mary of Loreto 0,43 0,782 0,33 0,18 

Most Holy Annunciation 0,42 0,85 0,24 0,10 

St. Francis of Assisi 0,40 0,93 0,39 0,16 

Most holy Annunciation 
Coven 0,36 1,05 0,26 0,08 

St. Francis of Paola 0,36 1,165 0,26 0,09 

St. Vito 0,36 1,18 0,22 0,06 

St. Gaetano 0,36 1,21 0,32 0,05 

St. Mary of Soccorso 0,34 1,3 0,23 0,07 

Table 32: Comparison between al examined methodologies for Ischia’s churches 

For comparison purpose, it is believed that damage indexes provided by the Italian Civil 
Protection Department form represent the reference values, since they have been proposed 
starting from damages occurred after last Italian earthquakes. From comparison in term of 
vulnerability index, it has been detected that the LV0 method provides very frequently lower 
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values (82% of the cases examined). In particular, this always occurs for the Ischia’s churches, 
while for the Teramo’s ones the LV0 indexes are greater than damage indexes only in four 
cases. These results allow to say that the LV0 method, even if it provides a ranking similar to 
that of the A-DC form, is not on the safe side in predicting the vulnerability of examined 
churches. On the other hand, it seems that the LV1 method is good in predicting the vulnera-
bility ranking and indexes of churches under investigation. 
Finally, from A-DC form values, it has been revealed that churches usable only after prompt 
interventions are those characterised by indexes in the range between 0,2 and 0,3, while the 
worst conditions that carry out the church unusable are obtained for a damage index higher 
than 0,3. This limit value could be reached for vulnerability indexes greater than 0,32 and 
0,40, respectively, in the areas of Teramo and Ischia. This is due to the fact that Teramo be-
longs to a territory with seismicity greater than that of Ischia.  

5 CONCLUSIONS  

In the context of the cultural heritage conservation and protection it is essential to have an 
adequate knowledge of the existing constructions, which allows to well identify the structural 
element for a reliable seismic safety assessment and the choice of the intervention strategies 
for improving their structural performance. To this purpose, it is preferable to perform anal-
yses with sophisticated finite element programs. However, the use of such programs for vul-
nerability assessment at a territorial scale is not suitable, since it would take too long time. For 
these reasons expeditious methodologies are preferred. In this paper three different quick vul-
nerability analysis methods, namely the LV1 Italian Guidelines method, the “Church form –A-
DC model” developed by the Italian Civil Protection and the LV0 methodology developed by 
a research group of the University of Basilicata, have been proposed and applied to two sam-
ples of churches located in Teramo and in the Ischia island, both affected by the last Italian 
earthquakes. The churches of these two areas have in common many features, but there are 
also some structural differences which have modified the values of their vulnerability index.  
A comparative seismic risk and vulnerability analysis considering the above three methods 
has been conducted at a territorial level for both areas considered.  
From the analyses carried out, it can be revealed that the damage indexes provided by the Ital-
ian Civil Protection Department A-DC form represent the reference values, since they have 
been calculated on the basis of the damages really occurred after last earthquakes. In particu-
lar, churches usable only after prompt interventions are those characterised by indexes in the 
range between 0,2 and 0,3, while unusable church have damage index higher than 0,3. This 
limit value could be reached for vulnerability indexes greater than 0,32 and 0,40, respectively, 
in the areas of Teramo and Ischia. This occurred since Teramo belongs to a territory with 
seismicity greater than that of Ischia. Starting from this evidence, it has been detected that the 
LV1 method provides, in the cases analysed, more conservative results with respect to LV0 
method, even if providing, similarly to the A-DC form, a macro-element approach is followed 
in evaluating the vulnerability index. 
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Abstract. The knowledge path applied to the conservation of archaeological sites represents 
a crucial phase with the aim of qualifying materials and structural features, as well as identi-
fying vulnerabilities for the selection of possible interventions. The use of non-destructive 
testing (NDT) techniques can significantly contribute to understand the overall structural be-
havior and correctly simulate the response through suitably calibrated numerical models. Ar-
cheological ruins often show several vulnerabilities due to the presence of incomplete 
structures, discontinuities, deterioration, and cumulated damages. In this framework, the pa-
per describes a multidisciplinary approach for the structural assessment and conservation of 
some incomplete structures in the archeological site of Hierapolis of Phrygia (TR). The re-
gion is still nowadays characterized by high seismicity. This study is part of a bigger project 
consisting of the development of an archaeo-seismic park in Hierapolis. On this site, pre-
served and visible seismic effects on structures and soils making an educational function for 
valorization, prevention, and conservation purposes. The applied methodology consists of the 
execution of structural and geophysical inspections on selected structures (e.g,. Roman Bath 
complex, Nymphaeum) to experimentally define their dynamic response and characterize soil 
properties for an accurate simulation of the seismic behavior. Dynamic identification test on 
structures (with the support of other NDTs), ground penetrating radar (GPR), electrical resis-
tivity tomography (ERT) and seismic prospection methods on soils were applied. The out-
comes are used to calibrate and validate numerical models, mainly based on the discrete 
element method (DEM), able to simulate the dynamic behavior of structures composed by 
large stone blocks with thin mortar layers or massive multi-leaves freestanding walls, which 
represent the main structural types in Hierapolis. The study has been used to define an ap-
propriate methodology to choose practical and reliable solutions for inspections and the cor-
rect selection of numerical tools for structural analyses and simulations. 
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1 INTRODUCTION 

Archaeological sites reveal important signs of our culture and history. Nowadays, the 
structure of ancient buildings appears often incomplete, e.g., lacking of bearing walls and 
piers, of horizontal components (floor and roofs, vaults and domes), and of mutual connec-
tions. Moreover, some monuments with peculiar functions in the past (e.g., amphitheater, 
nymphaea, temples) were built as relevant massive constructions, whose stability is also jeop-
ardized by local failures, despite their thick sections. All those structures require particular 
care for their conservation in the current environmental conditions, and present high vulnera-
bility to dynamic actions [1].  

In such a context, the archaeological site of Hierapolis of Phrygia (Turkey) is paradigmatic, 
because: a) it includes a large variability of remains belonging to constructions that had vari-
ous functions from its foundation as Greco-Roman city (around 3rd century B.C.) up to its 
abandonment (about the 14th century); b) it extends on a wide area (over 40 hectares) having 
high seismicity (expected peak ground acceleration PGA=0.4g) [2]. The site has been studied 
for over seven decades from the Italian Archaeological Mission in Hierapolis (MAIER) [3], 
that contributed to the excavations and restoration works for its valorization and use. The final 
aim is to complete the recovering of the whole site to make an archaeo-seismic park, i.e., a 
site where visitors can appreciate the ruins also in terms of their important seismic history. 

In this paper, the results of an integrated multi-disciplinary approach aimed at analyzing 
the current structural conditions of typical remains in the area are discussed. The research in-
volved the geophysical investigation of soil to identify the current seismic parameters, which 
integrated a series of structural investigations. They were based on dynamic tests used for the 
calibration of numerical models able to evaluate the seismic vulnerability and simulate the 
mechanical behavior under the expected earthquake. 

Two categories of constructions were analyzed: (i) massive large travertine block remains 
(as for the Roman Baths and Latrines); (ii) multi-layer thick masonry structures (as for the 
Nymphaeum of Apollo and the Martyrion of St. Philip) [4][5][5]. 

Figure 1: Archaeological chart of Hierapolis (after [7]) with location of two investigated monuments. 
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2 MATERIALS AND METHODS 

Two extensive on-site investigation campaigns were performed by the authors in 2015 and 
2018. Structural inspections and geophysical prospections were combined and integrated to 
assess the quality of building materials and their conservation condition, and to characterize 
the soil properties of some emblematic monuments in the archaeological site. Onsite testing 
on structures included visual inspections, critical and structural surveys, dynamic identifica-
tion tests, sonic pulse velocity test, ground penetrating radar (GPR) applications, and video-
endoscopy. Prospections on ground were performed through MASW (multichannel analysis 
of surface waves) and HVSR (horizontal to vertical spectral ratio) methods, to characterize 
the seismic properties of soils and identify the possible local amplification of the response 
during earthquakes. ERT (electrical resistivity tomography) measurements were also per-
formed to support the seismic characterization of soil in its laterally and in-depth variation. 

2.1 Geophysical prospections 

The use of geophysical measurements in the characterization of soils and in the structure 
analysis supports since decades geological and engineering studies [8][9][10][11]. In the 
framework of this multidisciplinary project controlled source seismic refraction, surface wave, 
passive seismic measurements, as well as ERT and GPR data were collected across the Ro-
man Bath and the Nymphaeum area in front of the Apollo temple, to characterize the shallow 
soil system. Seismic acquisitions were performed using vertical geophones (4.5 Hz natural 
frequency) and a Geode system digital seismograph, covering a maximum total array length 
of 94 m. Table 1 shows the acquisition parameters for the seismic controlled source measure-
ments. 

Controlled source seismic prospection 
Instrument N. 2 Geode digital seismographs 
Source 5 kg Sledgehammer on steel plate 
Trigger system Electric circuit 
Receivers 24-48 vertical geophones 
Receiver spacing 1 - 2 m 
Survey length  47 - 94 m 
Record length 2 s 
Sampling 0.25 ms 
Electrical resistivity tomography (ERT) 
Instrument Iris Syscal Pro 72 
Power source External battery 
Electrodes 48 
Electrode spacing 1 - 2 m 
Survey lenght 47 - 94 m 
Stacks 3-6 
Time  250 ms 
Ground penetrating radar (GPR) 
Instrument PulseEkko Pro (500 MHz antenna)  

IDS Ris Hi-Mod Dual frequency (200-600 
MHz) 

Table 1: Details of controlled-source seismic measurements at Hierapolis. 
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2.2 Structural investigations 

The combination of modal analysis using ambient vibrations on the upper structures and 
seismometers on the ground demonstrated to be very useful to define the fundamental fre-
quencies and assess possible resonance, local amplification phenomena and soil-structure in-
teractions.  

The outcomes of onsite inspections were used to create and calibrate engineering models, 
i.e. numerical (Finite Element, FE [12][13]) and Discrete Element, DE [14][15]) methods and 
kinematic limit analyses [16][17], able to assess the global and local seismic vulnerability of 
the structures.  

Ambient vibrations tests (AVT) and output-only identification techniques were performed 
to identify modal parameters (natural frequencies, damping ratios and mode shapes) of Ro-
man Bath and Apollo’s Nymphaeum monuments. A network of accelerometers connected to 
an acquisition unit was installed in specific points of the two buildings. A preliminary FE 
model was constructed to analyze mode shapes and select the optimum sensor locations. Tests 
consisted in acquiring data implementing several setups, over a predetermined period, at a 
specific sampling rate. Time series acquired at a sampling frequency of 100 Hz were com-
posed by 131’072 points with an overall signal recording duration of 21’51’’. 

3 RESULTS 

The results of geophysical prospections were combined and integrated with ones of the 
structural investigations. Moreover, the outcomes of inspections on structures were used to 
calibrate and validate analytical and numerical models, able to simulate the dynamic response 
and assess the seismic vulnerability of the site monuments. A selection of the analysis carried 
out for the archaeological remains of Hierapolis are reported hereinafter. 

3.1 Soil characterization 

Controlled-source seismic surveys were used for both refraction seismic method [18] and 
surface wave method. The refraction method was used to estimate the 2D structure of the sub-
soil beneath the monuments and evaluate the velocity of compressional seismic velocities 
(Vp). The surface method was indeed used to estimate the shear velocities (Vs) characteristic 
of the first subsoil and the Vs30 seismic soil classification for a seismic design (according to 
Eurocode 8 [19]). The shear seismic wave velocity (Vs) is the most critical parameter for the 
seismic response analysis [20][19] and it was estimated onsite by the MASW technique [21]. 
2D seismic surveys enhanced the lateral variation complexity of the studied subsoil, while Vs 
surveys showed a progressive improvement of mechanical behaviour of the subsoil in deep, 
thus highlighting the presence of a shallow thin layer of loose sediment overlying a deep frac-
tured rock. In term of seismic soil characterization, being Vs30 = 760 m/s, the site is classifia-
ble as soil B, according to (‘Deposits of very dense sand, gravel or very stiff clay, at least 
several tens of m in thickness, characterized by a gradual increase of mechanical properties 
with depth’) [19]. The passive seismic method allowed evaluating the possible soil resonance 
frequency behaviour: the results of HVSR [22] analysis were consistent with the previous 
surveys, indicating a resonance frequency peak of 16 Hz, to be related to a main seismic im-
pedance contrast at 6 m depth. Moreover, the combination of ERT and seismic methods out-
side the eastern part of the Roman Bath with the GPR measurements provided new 
information about the fractured system of the soil.  
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All geophysical methods confirmed the presence of multistep normal faults in the shallow 
layers around the Roman Bath and the Nymphaeum of Apollo. These information supported 
the structural analysis with seismic soil classification and geometrical description of the faults 
system, which is responsible for the structural damage of the buildings still standing in the site. 

3.2 Dynamic and structural characterization 

Ambient vibration data collected through dynamic identification tests were pre-processed 
applying a high-pass filter with cut-off frequency of 1 Hz and a decimation of 2 (Nyquist fre-
quency of 25 Hz), with segment length of 1024 points and 66.67% window overlap. System 
identification was performed using a modal analysis software, implementing a non-parametric 
frequency domain techniques, i.e., Enhanced Frequency Domain Decomposition (EFDD) [23]. 
Peaks in the frequency domain related to structural frequencies were selected and the corre-
sponding mode shapes and damping ratios identified. 

In the case of the Roman Bath complex, it was rather difficult to excite the structure 
through ambient vibrations; therefore, an additional external input was necessary. Modal 
analysis results demonstrated that the structure, despite the high level of damage, is able to 
show a unitary dynamic response with clear mode shapes (Figure 2). On the contrary, in the 
case of Apollo’s Nymphaeum, it was very difficult to identify a global dynamic response, due 
to the stiff and rigid walls that composed the building. In this case, the predominant effect of 
out-of-plane failure of blocks was detected. 

All the performed inspections (both visual and instrumental) were used to construct and 
validate structural models, later used for the seismic assessment.  

a) b) 

Figure 2: Characterization of dynamic response through modal analysis (a) and creation of FEM model (b) of 
Roman Bath complex. 

3.3 Structural and seismic assessment 

The structural and seismic assessment of the investigated structures was performed through 
a combination of local and global analyses, able to simulate their seismic response. Outcomes 
of in-situ surveys were implemented to validate the adopted behavioral models.  

The assessment procedure was performed according to the Italian [24] and European [19] 
codes. Target spectrum was calculated according to FEMA-368 guidelines, with PGA of 
0.33g, average return period Tr=475 years, damping 5%, magnitude Mmin=6.0 and 
Mmax=7.0, and minimum and maximum distance from the epicenter of 0 and 25 km respec-
tively. 

DEM has proven to be an effective tool to simulate the response of structures composed by 
large blocks of stone connected through thin mortar layers. Blocks can be considered rigid 
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and displacements lumped at joint interfaces, while seismic behavior is ruled by rocking phe-
nomena rather than structural resistance. The Nymphaeum of Apollo is an extraordinary ex-
ample of this type of archaeologic remain, made of huge travertine blocks and average 4 m 
thick wings. Structural survey was limited to external accessible leaves, but allowed to vali-
date previous data and detect some thickness values of top travertine blocks. On this basis, a 
statistical analysis on unit dimensions was performed [25].  

The DE model was generated in 3DEC environment [26] (Figure 3.a). The structure was 
discretized by means of rigid block through the automatic generation of joints tool, on the ba-
sis of the statistical distribution, assuming that inner infill has a composition similar to exter-
nal leaves. Linear and nonlinear properties were lumped at the interfaces, characterized 
according to [27], on the basis of calibration results of a preliminary FE model [28]. 

Nonlinear dynamic time-histories analyses were performed. Artificial time-histories of 25 s 
length were generated from the elastic spectrum, according to [19], and final deformed con-
figurations were observed at progressive levels of PGA. Results showed that up to about 0.5g 
no significant damage occur (Figure 3.b). At about 0.75g, some blocks shift from the original 
positions, leaving small gaps in the interfaces (Figure 3.c); this is best observable in the inter-
section of North and East walls. The simulation at extremely high PGA levels (e.g., from 1g 
to 1.25g) show the partial collapse of the outward portion of North wing and of the end of 
West one (Figure 3.d, e). This provided a qualitative approximation of possible failure modes. 
Major response is due to out-of-plane mechanism, as detected by experimental mode shapes.  

a) 

b) c) 

d) e) 

Figure 3: DE model of Nymphaeum of Apollo (a) and final configuration of time-histories analyses for increas-
ing PGAs: 0.50g (b), 0.75g (c), 1.00g (d), 1.25g (e). 
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4 CONCLUSIONS 

The paper presented an integrated methodology for the assessment of archaeological struc-
tures in Hierapolis of Phrygia (Tukey). Structural inspections and geophysical prospections on 
selected structures were used to experimentally define the dynamic response and characterize 
the soil properties for a reliable simulation of their seismic behavior. On one hand, dynamic 
tests were able to identify modal parameters and assess the response (thus determining wheth-
er or not the buildings show a unitary behavior, despite the high level of damage). On the oth-
er hand, indirect information on soil properties and foundations supported the structural 
analysis with seismic soil classification and geometrical description of the shallow faults sys-
tem. 

Test results were implemented to calibrate and validate numerical models, i.e., a combined 
modeling approach involving FE and DE methods. DEM was particularly suitable to perform 
dynamic simulations, as the typical monumental structures in the site are made of large stone 
blocks with thin mortar layers or massive multi-leaves freestanding walls. 

This study could represent a basis to define appropriate procedures to choose practical and 
reliable solutions for inspections and the correct selection of numerical tools for structural 
analyses and simulations of incomplete structures in archaeological sites. 
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Abstract. The dynamic response to time varying loads, e.g. wind loads or earthquakes, is in
many cases decisive when designing a tall timber building. The structural parameters gov-
erning the dynamic behaviour are the mass, the damping and the stiffness. The last two pa-
rameters are not well-known at serviceability levels for timber structures in general and for
timber connections specifically. Results from forced vibration tests on single components and
on a full-scale truss for an eight-storey residential building have been analyzed. In parallel,
a detailed Finite Element (FE) model of a large Glulam truss with slotted-in steel plates and
dowels connections has been developed and simulations have been made. The damping caused
by the structural components, the embedment of fasteners and friction of mating surfaces of
components in the selected connection types is quantified experimentally. The materials’ stiff-
ness values in the model were evaluated. The results from this study bring knowledge on the
structural dynamic properties of large timber structures with mechanical connections and will
facilitate the performance prediction of new tall timber buildings for better comfort at higher
levels in environmentally friendly expansions of our cities.
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1 INTRODUCTION

Tall timber buildings are becoming more common due to their environmental benefits and

low weights. Large engineered wood products such as Glulam members or Cross-Laminated-

Timber plates are often used. For instance, the largest column of the 18-storey Mjøstårnet in

Norway, is made of glued spruce lumbers and has a cross sectional area equal to 625 x 1485

mm2. To assemble the structural elements, slotted-in steel plates and dowels are used [1].

This connection technique has traditionally been used in long-span bridges and roof structures.

Moreover, the density and the modulus of elasticity of the wood material are well known; they

are lower than the corresponding values for steel and concrete. When the height of timber

buildings rises in cities around the world, new types of challenges appear for structural design-

ers. One of them is wind-induced vibrations which appears to be annoying for the occupants

at lower heights for buildings made of timber than for traditional high-rise buildings [2]. Mass,

stiffness and damping matrices (denoted M, K and C) need to be fairly well known to accurately

predict responses of structures subjected to time varying excitations. For tall timber buildings,

it is relevant to analyze the accuracy of the mass and stiffness matrices used by structural de-

signers in FE-analysis for serviceability load levels. Unfortunately, some dynamical properties

of large timber structures are not well known [2]. The damping is the least known dynamical

property and recently started research projects aim to close the knowledge gap through ambient

vibration tests [3, 4, 5] and forced vibration tests of tall timber buildings [6].

The load distribution in timber structures depends on the stiffness of the structural elements

and the stiffness of the connections. Glulam structures are usually modeled as beam elements

with well-known stiffness but the load distribution in connections with multiple fasteners is un-

certain. The joints are often modelled either with constrains in displacement and rotation, i.e.

clamped, or only with constrains in displacement, i.e. pinned [1]. Most connections in Glulam

structures consist of many steel dowels and several slotted-in steel plates in parallel. However,

most of the experimental and numerical studies have been performed on single dowel connec-

tions. Building design codes for timber structures propose simple parameters to evaluate the

slip of single connections, e.g. [7] and [8] but better slip models for connections with multiple

fasteners and several shear planes are needed [9]. Wood is a complex material to model: high

orthotropy, inhomogeneities at different scales and large variability, and this must be consid-

ered when predicting the embedment between timber and steel [10]. Phenomenological models

for embedment have recently been developed based on the beam on foundation approach [11],

with elastic and plastic foundation modulus [12]. Such material models are suitable for beam

element models to predict deformations and load capacity. Constitutive models with non-linear

material stiffness and embedment stiffness with criteria for yielding and softening [13, 14, 15]

have also been developed recently and they are applicable to solid FE-models mainly to predict

load capacity but not focusing on the deformations at serviceability levels.

Damping in timber structures has mainly been studied experimentally through cyclic tests,

representing seismic load histories, on single components or large structures [16], but not much

through vibrational tests to assess the damping at serviceability levels [17]. Standard values of

the critical viscous damping ratio are set to 1 % and 1.5 % for timber bridges without respec-

tively with mechanical connections when designed for pedestrian induced vibrations [18].
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2 FORCED VIBRATION TESTS ON A LARGE TIMBER TRUSS

2.1 The Glulam truss

A truss made of Glulam members assembled with slotted-in steel plates and dowels connec-

tions has been vibrational tested in the factory where it was manufactured, in Töreboda, Sweden.

It has 14 Glulam members of quality GL30c according to [19], an overall height of 18.5 m and a

width of 4.3 m. It is now part of the lateral stabilizing timber structure of a six-storey residential

building and it stands up on a concrete foundation to prevent the building from collapse in case

of strong winds. The short elements, diagonals and beams have a rectangular cross-section of

215 x 360 mm. The first column has a rectangular cross-section of 215 x 540 mm. The second

column is composed of a similar cross-section glued with 90 x 215 members on each side to

form a T-shaped cross-section. Holes, cutting and details for the Glulam members were made

with a CNC-machine. The steel plates and the dowels are made of S355JO steel quality. The

plates are 8 mm thick and weight between 8 and 37 kg. The dowels are 12 mm in diameter and

have a length of 210 mm. Each connection has two steel plates and 8 to 45 dowels hammered

in each timber member. In total there are 650 dowels and 28 steel plates in the truss. Heavy

steel feet with welded 8 mm plates, weighting 88 and 106 kg, are mounted with dowels at the

end of both columns. The overall weight of the Glulam truss including the steel elements is

4280 kg and the densities of the timber members have been measured and the mean density was

evaluated to 426.8 kg/m3.

2.2 The vibration test

When the truss was assembled, forced vibrations tests (FVT) were made at the factory. With

overhead cranes, the truss was lifted from the ground with lift straps placed close to the center

of gravity of the truss, see figure 1. Excitations were made in different directions on and close to

the steel foot of the lower column (bottom end) with a short-sledge impulse hammer. During the

tests, fourteen tri-axial piezo electrical accelerometers at the center of each truss connection and

twelve single axial accelerometers on the middle of the short Glulam elements were used. The

accelerometers, with a sensitivity of 100 mV/g (± 10 %), were glued on one side of the Glulam

members. The data were recorded with an LMS data acquisition system with 56 input channels

that measured 50 accelerations in the X- Y- or Z-directions, see figure 1, and the excitation force

from the impulse hammer.

Further information on the Glulam truss properties and details of the vibration test performed

are available in paper [20].

3 A NUMERICAL MODEL OF THE LARGE TIMBER TRUSS

3.1 The 3D FE-model with solid elements

The Glulam truss has been modeled, as an FE-model, to numerically evaluate the structural

dynamic properties and compare them with the experimental results. The model was devel-

oped using the pre- and post-processor MSC Simxpert and analyzed with the FE-solver MSC

Nastran. The model consists of 1 726 778 eight-noded solid elements (CHEXA) and 523 961

six-noded solid elements (CPENTA) with a total of 2 715 641 nodes. Different element sizes

have been used with densified meshes around details such as the holes for the dowels in the tim-

ber members and the steel parts and coarser meshes in areas without complexity, see figure 2. To

ensure continuity between solid elements from the same part but with non-congruent meshes,

contact constraints paired and permanently glued slaves contact bodies to masters contact bod-
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Figure 1: The Glulam truss during a forced vibration test.

Modulus of elas-

ticity parallel to

the fiber direction

Modulus of elas-

ticity perpendicu-

lar to the fiber

Shear modulus

in the 0,90-plane

Shear mod-

ulus in the

90,90-plane

Poisson’s

ratios

E0 ∈ [10.5, 11.8]
in GPa

E90 = 300 MPa G0,90 = 650 MPa G90,90 = 65 MPa ν0,90 = 0.5

ν90,90 = 0.2

acc. to [20] acc. to [19] acc. to [19] acc. to [19] acc. to [21]

Table 1: The material properties used in the FE-models of the Glulam members.

ies with non-congruent meshes. Permanent glue contacts constrained parts of different material

together, i.e. timber member to dowel and dowel to steel plates. The MSC Nastran node-to-

segment contact method has been used and it created multi-point constraint equations among

the nodes from a slave body which met the surface of a master body. Then, the augmented

Lagrange multiplier method was used to embed constraints into the modal analysis.

Steel parts were modeled using an isotropic material model with a Young’s modulus of 210

GPa, a Poisson’s ratio of 0.3 and a density of 7850 kg/m3. The Glulam members were modeled

using an orthotropic material model with the six stiffness parameters presented in Table 1.

Two spring elements representing the hoisting loops were attached to the ground and to

several points of the upper timber column with an interpolation constraint element (RBE3).

The RBE3 elements defined the motion at a reference grid point as the weighted average of the

motions at a set of other grid points. The axial stiffness of the springs was calibrated to match

the natural frequency of the global bouncing mode in the Y-direction from the experimental

results.
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Figure 2: a) the FE-model representing the truss and b) the meshing details of the top-middle connection.

3.2 The numerical analysis

In a structural dynamic system without damping, the vectors of displacement, u, and accel-

eration, ü, are related to the mass matrix [M], the stiffness matrix [K] and the excitation force

vector, p, according to the equation of motion:

[M ]ü+ [K]u = p (1)

The eigenfrequencies and eigenmode shapes of the model were extracted using the normal

mode analysis in MSC Nastran implementing the block shifted Lanczos eigenvalue extraction

method. The numerical mode shapes with very low displacement out of the plane of the truss,

which is the structurally operational plane, and with eigenfrequencies between 5 and 130 Hz

were investigated.

4 COMPARISON AND DISCUSSION

During the FVT, five eigenmodes corresponding to motion in the plane of the truss and

with eigenfrequencies between 5 Hz and 100 Hz were identified and their corresponding mode

shapes and damping values were extracted. From the numerical analysis, 23 in-plane eigen-

modes were calculated. Modal Assurance Criterion (MAC) values comparing the experimental

modes shapes ΦX
r , stemming from modal testing, to the analytical mode shapes ΦA

s , stemming

from the FE-analysis, are calculated according to equation 2 and are presented in the matrix in

figure 3.

MACr,s =
(ΦX

r
T
ΦA

s )
2

ΦX
r

TΦX
r Φ

A
s
TΦA

s

(2)
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Figure 3: A representation of the MAC matrix comparing experimental mode shapes to numerical mode shapes.

According to the MAC values, five numerical modes (mode 1, 2, 3, 6 and 16) have high

consistency with the five experimental modes ; their MAC values are between 0.88 and 0.99.

Table 2 presents graphical representations of the mode shapes, the eigenfrequencies, the exper-

imental damping and the MAC values of the paired eigenmodes. The numerical eigenmode 2

corresponds to a local motion of the end of the pillar and matches in both eigenfrequency and

shape the paired experimental eigenmode 2. The numerical eigenmodes 3, 6 and 16 are stiffer

and have eigenfrequencies 10 % higher than their experimental counterparts. These modes are

global bending vibration modes and are of interest when investigating structural timber trusses

aimed for stabilization against lateral forces e.g. wind loads. The total mass of the glulam and

the stiffness of the single elements are correct at a global scale. At a smaller scale, slightly

lower than the diameter of the dowels, timber presents large variability in the density and in

the orthotropic stiffnesses [22]. At this lower scale, the embedment stiffness between timber

and dowels is sensitive to the local variations of the modulus of elasticity and the shear mod-

ulus. Higher frequencies in the numerical models can signify that this embedment stiffness in

the FE-model is overestimated. Linear material model for timber with standard elastic modu-

lus stemming from clear wood testing might not be suitable. Bi-linear material models with a

yield criterion for timber friction and gaps between timber and dowels should be considered in

FE-models made of solid element to predict the dynamic properties of timber structures. The

damping ratios (relative to the critical viscous damping) from the test data of the experimental

modes 2, 3, 4 and 5 vary between 0.6 % and 1.0 %. They are lower than the damping ratios of

timber floors tested in lab [17] and the standard values for timber bridges [18].

Experimental results Numerical results

Exp. 1: 8.97 Hz and ζ1 = 1.7 % Num. 1: 8.97 Hz (0%) and MAC1,1 = 0.99

Exp. 2: 25.25 Hz and ζ2 = 0.9 % Num. 2: 26.9 Hz (+6%) and MAC2,2 = 0.99
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Exp. 3: 42.65 Hz and ζ3 = 1.0 % Num. 3: 47.5 Hz (+11%) and MAC3,3 = 0.97

Exp. 4: 61.57 Hz and ζ4 = 0.6 % Num. 6: 67.7 Hz (+10%) and MAC4,6 = 0.88

Exp. 5: 92.78 Hz and ζ5 = 0.7 % Num. 16: 103 Hz (+11%) and MAC5,16 = 0.9

Table 2: Experimental and numerical eigenmodes and their MAC values.

5 CONCLUSIONS

There is still limited knowledge on the stiffness and damping of real timber connections for

dynamic loads. This study, comparing modal data measured on a real large structure and modal

data from a detailed 3D FE-model, shows the suitability of modal analysis methods. Non-linear

embedment stiffness between timber and the dowels is likely to be important and further studies

on damping properties in timber structures must be performed to better evaluate the dissipation

of energy. The FE-model presented in this article will be further developed and reduced in

coming investigations.
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Abstract. The use of new composite materials for reinforcement of heritage masonry struc-
tures, especially in seismic prone areas, is of interest structural engineers and conservators. 
However, the need to increase the structural performance of masonry structures is often in 
contrast with the principles of conservation in terms of reversibility, limited visual impact, 
compatibility of new materials with masonry. With the aim at striking a balance between 
structural safety and heritage protection, this paper investigates strengthening stone and 
brickwork masonry walls using glass-fiber reinforced polymer (GFRP) meshes embedded into 
a coating of lime or cement mortar. An experimental research program was undertaken in the 
laboratory on large-scale wall panels. Both clay brick and stone work specimens were tested, 
with and without strengthening. Single-sided and double-sided strengthenings were consid-
ered, as it is often not practicable to apply the reinforcement to both sides of a wall. Static 
tests were carried out on twelve masonry panels, under in-plane diagonal shear loading. The 
mechanisms by which load was carried were observed, varying from the initial, uncracked 
state, to the final, fully cracked state. The results demonstrate that a significant increase of 
the in-plane shear capacity of masonry can be achieved by using the proposed retrofitting 
technique. The experimental data were used to assess the effectiveness of the strengthening, 
and a finite element (FE) numerical model is discussed and calibrated against experimental 
results. The FE model was used to investigate further aspects of the reinforced masonry under 
shear-loading.
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1 INTRODUCTION
The performance of historic and heritage masonry buildings during previous earthquakes 

in Italy and other parts of Europe has demonstrated that many structural failures could be at-
tributed to inadequate shear capacity of their wall panels [1, 2, 3]. This was particularly seri-
ous not only for very old ashlar stone masonry buildings, but also for those buildings, often 
more recently built, made of brickwork masonry [4]. The use of very weak lime mortar in 
construction and inadequate construction methods, not fulfilling the so-called “rules of the 
art” as defined in historic manuals and recent studies constitute the primary reasons for poor 
performance.  

While it is not socially and economically acceptable to demolish these unsafe buildings, it 
is possible to retrofit them. A large portion of its programmed economic stimulus in Italy is 
associated with upgrading the building stock through, for instance schemes for improvement 
of structural safety of old masonry buildings against the seismic loading (Fig. 1). The antici-
pated cost benefit of lightweight composite reinforcements that can be easily transported and 
applied without interfering with the use of the buildings, against the conventional 
steel/concrete, are presented in Table 1. This table also reports the grade of reversibility and 
compatibility for different traditional and innovative retrofitting methods for shear walls [5, 
6]. 

Reinforcement
method 

Brickwork 
masonry

Stone work 
masonry

Grade of 
structural 
efficiency

Reversibility 
of interven-
tion 

Compatibility 
with masonry

Lime grout 
injections Unsuitable Suitable/

Unsuitable* High Low Good

Deep repointing of 
mortar joints with lime 
new mortar

Suitable/
Unsuitable*

Suitable/
Unsuitable*

Low to 
Medium High Very Good

Epoxy-bonded FRP 
jacketing Suitable Suitable High Low Very Low

Reinforced Concrete 
Jacketing Suitable Suitable Very

High Low Very Low

FRCM 
Jacketing Suitable Suitable Medium 

to High High Good
* highly depends on the masonry type, dimensions the mortar joints, if there are internal voids in the shear walls

Table 1: Reinforcement of shear walls: commercially available methods. 

During the past two decades applications of Fiber Reinforced Polymer (FRP) products 
have increased significantly, most notably for seismic retrofitting. Among many beneficial 
characteristics of FRP materials are light weight, ease of installation, high tensile strength, 
and immunity to corrosion [7, 8, 9].  

With regard to shear walls, it is well known that FRP jackets can provide additional shear 
capacity, confinement and clamping force within wall leaves, enhancing wall performance 
especially when stressed by the action of an earthquake. However, serious limitations remain 
for the use of epoxy adhesives. These resins are typically employed to fix the composite rein-
forcements to masonry. Their long term behavior, as well their “compatibility” with masonry 
materials and the limited “reversibility” of these interventions are object of debate in the sci-
entific community [10]. Conservation bodies often do not authorize the use of epoxy-bonded 
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FRPs on listed masonry buildings and different retrofitting solutions have been recently pro-
posed.  

 a.  b. c.

Figure 1: Examples of different methods to retrofit shear walls:  a. Epoxy-bonded Carbon FRP, b. Steel mesh 
reinforced concrete jacketing, c. Grout Injection in the internal core of multi-leaf stone walls. 

The most important Italian Conservation Body (Soprintendenza Archeologia, Belle Arti e 
Paesaggio) supervises  around 9.66 M heritage items (archeological sites, heritage buildings 
and museum assets) with a density of about 33.3 items/100 km2. In Italy, the density of this
enormous quantity of assets is much higher in seismic prone areas (Tuscany, Campania, 
Marche and Umbria have a density of 40, 41, 49 and 53 items/100 km2, respectively). In this
situation, to overcome the limitations of the use of epoxy-bonded reinforcement, the use of 
inorganic, i.e. lime or cement based, coatings reinforced with composites meshes has been 
proposed. The final result is a Fiber Reinforced Cementitious Mortar (FRCM) [11, 12, 13]: 
this can be easily used to create a jacket, to apply to one or both surfaces of the shear walls. 
Low fire resistance of FRPs is an issue that can be resolved by using FRCMs: composite ma-
terials are embedded in the mortar jacketing and this can also protect the reinforcement. 

To verify the effectiveness of FRCM reinforcement with respect to real-scale laterally 
loaded wall panels, to study the structural behaviour of FRCM reinforced members and to in-
vestigate some specific aspects of the modelling of shear walls, shear tests on large-scale pan-
els reinforced with FRCM have been performed. The variables considered in this test program 
included masonry type, single-side and double-side reinforcement, and method of application 
of the reinforcement (preventive method, i.e. reinforcement applied to un-cracked walls, or 
repair method, i.e. reinforcement used to repair damaged or cracked shear walls). Combined 
experimental and analytical research is underway at the Structures Laboratory of the Universi-
ty of Perugia to investigate the effectiveness of FRCM jackets on the seismic performance of 
shear walls. Some preliminary results on shear walls tested under simulated seismic loading 
are presented in the paper. Analytical research, leading to a seismic design approach is also 
presented. Design performance levels are compared with experimentally obtained drift capaci-
ties, verifying the applicability of the design procedure. 
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2 EXPERIMENTAL VALIDATION

2.1 Wall geometry and test method 
The specimens in this study are twelve full-scale shear walls, made of solid bricks or ashlar 

stone blocks. The walls are 1200 x 1200 mm. The nominal thickness of the brick and stone 
walls was 240 mm. Thus, all the test specimens had been constructed at once by an expert 
mason at the Structures Laboratory (Lastru) of the University of Perugia, located in Terni, Ita-
ly.  

 a. b.

Figure 2:Realization of full-scale shear walls: a. Solid bricks test specimens, b. shear test setup. 

Figure 2 shows the test setup: the shear wall panel is subjected to a diagonal, compressive, 
in-plane loading and fails by a diagonal shear crack, typically originating from the panel’s 
centroid where the stresses are maximum. A highly strained region is assumed to form in the 
panel’s centre at the crack location.

Hence for a linear elastic membrane under in-plane loading, the plane-stress components 
xx, xy and yy at the panel’s centroid are given by:

where F is the diagonal force and An is the wall horizontal cross section.
The principal stresses I and II are:

(2)

According to the interpretation provided by the RILEM guidelines (Fig. 3), at failure 
(F=Fmax), I is equal to the masonry tensile strength ft:
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(3)

The masonry shear strength, 0, at failure, is then given by:

(4)

The two sides of each wall panel have been labelled with letters A and B. Contact instru-
mentation (LVDT: Linear Variable Differential Transformers) was used to measure the de-
formation of the panels along the unloaded (in tension) and loaded (in compression) wall’s 
diagonals. The change in length of the wall’s diagonal in compression ( lCSA and lCSB for 
side A and B of the wall panel, respectively) and in tension ( lTSA and lTSB), are giving the 
compressive and tension strains as:

(5)

where lCSA and  lCSB are the gage lengths of the LVDTs applied along the compressed diag-
onals on side A and B, respectively. Similarly, lTSA and lTSB are the gage lengths for the 
stretched wall diagonals. Hence, the compressive and tensile axial strains, c and t, and the 
shear strain, , are given by

(6)

(7)

a.         b.

Figure 3: : a. Components of plane stress at panel centroid,   
b. Graphical interpretation: Mohr’s circle (tangential stress (τ), normal stress ( )) (units in MPa).

A value of the shear stiffness modulus (G), representative of the cracked condition of the ma-
sonry, was calculated starting from the tangential stress (τ) versus angular strain (γ) curve. 
This was obtained by taking into account the envelope curve of the loading and unloading cy-
cles and by constructing a bilinear curve, with a subtended equivalent-area to the tangential 
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stress (τ) versus angular strain (γ) curve. The equivalent bilinear curve is made of a horizontal 
and an inclined lines. The bilinear was calculated using the following procedure:
- The horizontal line of the bilinear was determined starting from the ultimate tension (τu) of 
the load test and ends at the ultimate angular strain (γu)

- By imposing energy equality, i.e. the equality between the area (A) underlying the dia-
gram of the envelope curve and that of the bilinear equivalent, the value of the average angu-
lar deformation of the panel at the end of the inclined section of the bilinear (γy)

(8)

- The slope of the inclined line was thus obtained represents the value of the modulus of shear 
stiffness G (Fig. 4)

Figure 4: Determination of the shear modulus (G).

Type of   
Masonry

Single- or 
Double side 
Reinforce-

ment

Mesh 
Type

Coating Material

MAT-01-U - - -
MAT-02-D Double 1 Basic M15
MAT-03-S Brickwork Single 1 Basic M15
MAT-04-D Masonry Double 2 Basic M15
MAT-05-S Single 2 Basic M15
MAT-06-S Single 1 Betonfix RCA
MAT-07-S Single 2 Betonfix RCA
PIE-01-U - - -
PIE-02-D Stone Double 1 Basic M15
PIE-03-S Masonry Single 1 Basic M15
PIE-04-D Double 2 Basic M15
PIE-05-S Single 2 Basic M15

Table 2: Reinforcement of shear walls: test matrix. 

Bilinear
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Table 2 shows the test matrix: it can be noted that a total of twelve full-scale wall panels 
were tested: seven walls were made of solid bricks (MAT-series), while the remaining five 
(PIE-series) was constituted by ashlar (rubble) calcareous stones. The letter designations U, D 
and S were used to identify unreinforced, double-sided and single-sided strengthenings, re-
spectively. 

2.2 Materials and retrofitting method 
A composite grid, made of fiberglass (GFRP), was applied, using an inorganic mortar, to 

the prepared surface of the wall panels. To connect the two coatings on the wall surfaces, 
composite connectors were also inserted into holes cut horizontally and transversally into the 
walls. The composite grids were fully embedded in the mortar coating and were secured in 
place by fixing them to the composite connectors. The same structural mortar used in the grid 
application was also employed to fill the holes. 

Reinforcement application is not difficult and it can be carried on both uncracked and 
damaged shear walls. Furthermore, it is worth noting that the proposed retrofitting method 
can be used as a rapidly deployable emergency repair technique or a long-term and permanent 
strengthening procedure suitable for seismic protection of heritage buildings. Different meth-
ods of applying FRCM composite strengthening systems to the walls were investigated.  

Type 1 Type 2
Mesh Material Fiberglass, AR Fiberglass, AR

Weight density (dry fiber) (g/m2) 235 465
Weight density (pre-preg) (g/m2) 335 581
Mesh size (mm) 50 x 50 35 x 30
Mesh unit uensile strength (kN/m) 63 110

Single Cord Young’s modulus (GPa) 72 72
Elongation at Failure (%) 3.5 1.5
Tensile strength (MPa) 1200 1200

AR = Alkali Resistant

Table 3: Two types of fiberglass mesh used for reinforcement: physical and mechanical properties. 

Two types of composite grids have been used for shear reinforcement. The main mechani-
cal properties of the GFRP meshes are listed in Table 3. These values are given in the pro-
duced data sheet (Kimia ltd., Perugia, Italy). The superficial weight density, and mesh size of 
Type 1 are 335 g/m2 (for impregnated, pre-preg, fibres) and 50 x 50 mm, respectively, while
higher values characterized the Type 2. A detail of the GFRP meshes are shown in Figures 5 
and 6. 

Two types of mortars (Basic M15 and Betonfix RCA) were used for the coating (Tab. 2): 
Both are ready-to-use mortars, having a special fibre-reinforced composition. Basic M15 is a 
lime (hydraulic) mortar and the producer (Kimia ltd.) reports in the data sheet a compressive 
strength > 15 MPa. On opposite Betonfix RCA is a cement mortar with a compressive strength 
> 25 MPa.

Figure 7 and Table 4 show the masonry units (brick and typical stone) and the main me-
chanical properties.
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 a.     b.

Figure 5: The two types of fiberglass mesh used for reinforcement: a. Type 1, b. Type 2 

 a.    b.

Figure 6: Reinforcement materials and application: a. Fiberglass L-shaped connectors, b. Detail of the mesh rein-
forcement before the application of the second layer of mortar coating. 

a.  b.      c.

Figure 7: a. Used materials for wall construction: Solid bricks (240 x 120 x 55 mm); b. Bonding pattern,     c. 
Ashlar calcareous stone. 

Brick Dimensions (mm) 240 x 120 x 55
Compressive strength (MPa) 39.00
Bending strength (MPa) 3.61

Bedding mortar Compressive strength (MPa) 2.69
Bending strength (MPa) 0.76

Table 4: Bricks and mortar properties. 

50 mm 35 mm

50 mm 30 mm
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2.3 Test results and analysis 

Table 5 shows the results in terms of the maximum load Fmax, masonry tensile strength ft
and shear modulus. A multi-letter designation MAT has been used for brickwork panels, 
while this was PIE for stone work specimens. A further letter (U = unreinforced, S = single-
sided reinforcement, D = double-sided reinforcement) has been adopted to specify the type of 
reinforcement. All GFRP-reinforcements have been applied to undamaged, sound, wall pan-
els. Ten wall panels were reinforced (6 single-sided reinforcements, and 4 double-sided) with 
the GFRP grid, applied using a low-cement mortar. Panel 1 in both brickwork (MAT) and 
stone (PIE) series was the control panel and unreinforced. 

Wall 
Thickness 

(mm)

Single- or 
Double-side
Reinforce-

ment

Fmax
(kN)

ft
(MPa)

G
(MPa)

MAT-01-U 240 - 67.03 0.077 1080
MAT-02-D 291 Double 205.0 0.236 1490
MAT-03-S 260 Single 100.3 0.117 1052
MAT-04-D 297 Double 199.8 0.233 2512
MAT-05-S 270 Single 113.4 0.133 2703
MAT-06-S 267 Single 120.9 0.141 1624
MAT-07-S 265 Single 120.9 0.138 1834
PIE-01-U 245 - 73.80 0.084 2092
PIE-02-D 303 Double 182.3 0.206 2034
PIE-03-S 285 Single 136.1 0.155 954
PIE-04-D 307 Double 209.6 0.242 876
PIE-05-S 293 Single 138.2 0.160 1902

Table 5: Results of shear tests. 

For the brickwork panels, the test results show that the increase in the shear load capacity 
(Fmax) is nearly three times, for double-sided reinforcement, that of the load capacity without 
the GFRP composite. However, for single-sided reinforcement, this increment reduced to 
about 70%, ranging from 49.5 % (MAT-02-D) to 80.5 % (MAT-06-S). The brickwork speci-
mens showed the largest increase in shear capacity. The shear modulus variations were small-
er in percentage and more scattered: for single-sided reinforcement, the stiffness of the wall 
panels increased in a range between -3.6 % and 150%.  

Results from the shear tests on stone work panels are also shown in Table 5; they indicate 
that the average shear capacity of both single- and double-sided reinforced panels was 84 % 
and 164% stronger than the unreinforced wall panel.  

For both brickwork and stone unreinforced panels, the shear load – angular strain curves 
show a quasi-elastic behaviour with a weak yield plateau: this was mainly caused by the de-
velopment of a diagonal cracks along the compressed diagonal. The two unreinforced panels 
(denoted MAT-01-U and PIE-01-U) presented a brittle, zig-zag shaped failure along the com-
pressed diagonal. Cracking appeared suddenly in the mortar joints and, more rarely, in the 
bricks, producing the instant failure of the masonry walls.  

For the reinforced wall panels, shear load – angular strain curves underline two stages of 
the global behaviour: a first elastic and a second plastic (Figs. 8 and 9). The elastic phase of 
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the curves of the reinforced panels are characterized by the steeper slope as those of the unre-
inforced, regardless to the type of the composite reinforcement (Type 1 or Type 2). The load 
corresponding to the elastic limit and the ultimate load are much higher than that of unrein-
forced control panels. The gain in strength is quite significant. Thus, a first consequence of 
the reinforcement is the increase of the shear capacity of the walls. Moreover, it can be also 
noted an important increase of the post-elastic deformation capability of the reinforced walls, 
emphasized by the presence of a relevant post-elastic plateau. Because tests were conducted 
in load stroke-control (and not displacement-control) this is a pseudo-ductility and reader 
should be alerted about the limitations of the post-peak test data. Figure 10 shows the typical 
failure modes on both unreinforced and reinforced wall panels. 

Figure 8: Envelope of the shear stress (τ) versus angular strain (γ) curves for the brickwork panels.

Figure 9: Envelope of the shear stress (τ) versus angular strain (γ) curves for the stone panels.

Angular Strain

Angular Strain
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Figure 12: FE model with mesh discretization: a. Reinforced model; b. Mortar coating; c. GFRP mesh.

As for reinforcement, a shared node approach was instead used for simulating the GFRP 
meshes embedded into the mortar coating. Accordingly, the connection between the mortar 
matrix and the reinforcement was achieved treating the glass meshes (modelled by means of 
2-noded uniaxial tension-compression Link 180 elements) as a slave material, which is 
merged to the surrounding master material. 

This allows to capture the more critical details avoiding distorted meshes as well as shear 
lock effects. Figure 12 shows the full FE model, which is characterized by 85,642 elements 
and 90,356 nodes, with 271,068 DOF. 

a.

b.

Figure 13. Experimental vs FE model crack pattern: a. Unreinforced face; b. Reinforced face. 
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To model the behavior of brickwork masonry, a 3d nonlinear analysis was implemented 
through the use of a damage mechanic approach. Based on this, a tensile cut-off failure crite-
rion was adopted for each masonry component (brick units, bead and head joints). The afore-
mentioned elastic-plastic model, generally used for brittle materials such as concrete, can ac-
count for either crushing or cracking failure modes using a smeared model. More specifically, 
the cracking pattern observed during the damaging process of both bricks and mortar joints 
was simulated by means of only 2 material parameters (assigned according to the material 
properties obtained through the experimental tests): compressive (fc) and tensile (ft) strength. 
Moreover, to increase the reliability of the proposed analysis, the simulation of the contacts 
between the panel and loading plates was performed using unilateral contact interfaces. Ac-
cordingly, surface-to-surface contact elements were adopted, determining the contacting 
properties for the tangent and normal behavior through the use of a trial-and-error procedure.
In detail, a Coulomb friction law was used assuming that at each interface sliding may (or 
may not) occur by introducing a coefficient of friction (μ = 0.3).

3.2 FEA results 
According to the aim of simulating the in-plane response of the specimens and therefore 

providing an interpretation of the detected damage pattern, FE analyses were developed, in 
which each model was firstly subjected to self-weight, followed by a ramped 9000 N shear 
load. Figure 13 reports the cracking pattern observed during the FE analysis on the panels. In 
agreement with the damage observed at the end of the experimental tests, cracking is not pre-
sent on the whole panel, but mainly on its bed and head joints. More specifically, following 
predominant horizontal cracking initiated at the specimen mid-height, when the interface 
bond strength was attained, stepped diagonal cracks spread (through horizontal and vertical 
joints) along the compressed diagonal. 

As shown in Table 6, in order to evaluate the efficiency and accuracy of the proposed 
FEM, the estimates of the ultimate shear capacity were then compared with laboratory 
outcomes. Even in this case, it can be emphasized how FE models satisfactorily reproduce the 
observed ultimate capacities, since in all cases the maximum deviations between predicted 
and measured response (i.e., error of the model) were found to be no more than 14%.

Predicted in-plane 
capacity

(kN)

Experimental    
in-plane capacity

(kN)

Error 
of the model

(-)
MAT-01-U 67.5 67.03 1.01
MAT-02-D 176.25 205.0 0.86
MAT-03-S 112.5 100.3 1.12
MAT-04-D 172.5 199.8 0.86
MAT-05-S 112.5 113.4 0.99
MAT-06-S 135 120.9 1.12
MAT-07-S 135 120.9 1.12

Table 6. Experimental vs predicted shear load capacities.
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4 CONCLUSIONS
This research has investigated the shear behavior of stone and brickwork masonry walls, 

strengthened using GFRP meshes embedded into a mortar coating.  Full-scale shear tests and 
numerical simulations were performed to determine the strength capacity of wall panels 
reinforced with the proposed retrofitting method. 

The following conclusions can be drawn:
- brickwork panels, test results show that the increase in the shear load capacity, for 

double-sided reinforcement, is nearly three times higher than the shear capacity of 
unreinforced wall panels. For single-sided reinforcement, this increment reduced to about 70 
%, ranging from 49.5 % to 80.5 %. The brickwork specimens showed the largest increase in 
shear capacity. The shear modulus variations were smaller in percentage and more scattered: 
for single-sided reinforcement, the stiffness of the wall panels increased in a range between -
3.6 % and 150 %.

- Stone work panels, they indicate that the average shear capacity of both single- and 
double-sided reinforced panels was 84 % and 164 % stronger than the unreinforced wall 
panel. 

- For both brickwork and stone unreinforced panels, the shear load – angular strain curves 
showed a quasi-elastic behaviour with a weak yield plateau: this was mainly caused by the 
development of a diagonal shear crack along the compressed diagonal. For the reinforced 
panels, shear load – angular strain curves underline two stages of the global behaviour: a first 
elastic and a second plastic.

- Although the number of tested panels was limited and not exhaustive, we can remark that 
the reinforcement caused a significant increase of the ultimate strength of the panels; the 
typical failure mode was due to masonry crushing.

- Furthermore, this initial attempt to model the GFRP-reinforced wall panels, while not 
complete, demonstrates that structural modeling is possible given accurate information on 
material property evolution and structural response of both unreinforced and reinforced 
panels. In addition, we require a better understanding of boundary conditions at interface 
coating-to-masonry. As we continue this part of the program we wish to develop further 
examples and isolate those details that are critical to making accurate predictions. The 
experimental data were implemented numerically using a non-linear constitutive law and 
adopting a 3D finite element model. The results of the numerical analysis are in agreement 
with the observations of the experimental tests: unit (stone or bricks) cracking was not noted, 
but failure mainly occurred at the bed and head joints. Moreover, the numerical ultimate shear 
capacity was then compared with laboratory results in order to evaluate the efficiency and 
accuracy of the proposed FEM. Considering that the maximum error of the numerical 
simulation was 14 %, it can be highlighted that FE model satisfactorily reproduced the 
observed experimental ultimate capacities.
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Abstract. Recent studies [1-9] highlighted aspects of the seismic motion and the structural 
response which are usually ignored or not properly considered: the chaotic and spatial na-
ture of the seismic motion, the importance of the vertical seismic component and its effect on 
the vulnerability of the structures. Considering seismic acceleration as a vector in space, the 
path outlined by the vector at each instant is the 3D representation of the accelerograms. The 
study of spatial accelerograms reveals interesting new aspects related to the variation of ac-
celeration and the impulsive nature of the seismic motion. The seismic jerk (first derivative of 
acceleration and third derivative of displacement) is the fundamental component of the impul-
sive actions associated to high frequency content of the seismic motion. During the seismic 
event, the continuous variation of acceleration, in terms of modulus and direction, causes im-
pulses (hammering, shaking, disconnection, etc.). In masonry structures they lead to local 
failures of the connections, disaggregation and damage accumulation with loss of ductility. 
Monitoring the seismic jerk in three directions may provide more significant information on 
the damage rather than monitoring the interstory drift. A design process is finally outlined: 
the study of the seismic motion impulsive content leads to solutions for structural retrofit 
aimed at strengthening masonry elements and improvement of connections.  
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1 SEISMIC MOTION: ACCELERATION 
The classic representation of a seismic event is a set of acceleration time series (also 

known as accelerograms) where ground acceleration is sampled in three mutually orthogonal 
directions.  

By combining the three components of ground acceleration, one may plot a 3D path where 
each point is defined by the three components of the acceleration vector applied in the origin 
of the system. In this chart acceleration is not plotted against time but time is involved in indi-
rect manner since each point corresponds to a different instant. 

a) b)

c) d)

Figure 1. Traditional representation of accelerogram as time series: each component of ground acceleration is 
plotted against time. (a) EW component; (b) NS component; (c) Vertical component and (d) the three compo-

nents overlaid in the same chart. 
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The 3D chart represents the seismic ground motion in a unified way: it highlights the sim-
ultaneity of the three components of ground acceleration and allows for direct comparison be-
tween them.  

The graphic elaboration was carried out by means of the original software Seismic3D [10] 
specially developed for the purpose. Starting from the seismic event records, the software per-
forms several elaborations aimed at studying the seismic ground motion. 

a)

b) 
Figure 2. (a) Evolution of the accelerogram from time series to 3D path (from plane to space) 

(b) Acceleration path outlined at any time by the acceleration vector 

The 3D curve has the shape of a tangle: the more similar are the three components of ac-
celeration the more compact and spherical is the tangle. In the following, the term “tangle” 
refers to the acceleration path when 2 or 3 components are considered. 

Figures 1-2 show the evolution of the accelerogram from three separated time series in the 
plane (t, ag) to one 3D path in the space (agEW, agNS, agVert). The elaboration is based on 
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ground acceleration records at station CLO (Castelluccio di Norcia) from 30 October 2016 
Norcia earthquake in Central Italy (mainshock). 

The accelerograms in Figure 1 represent acceleration in a bracket duration: time span be-
tween the first and last peak exceeding 0.010 g. 

At each instant, the acceleration vector is characterized by magnitude and direction. Mag-
nitude (or modulus) is given by the square root of the sum of the squares of the three compo-
nents. By ignoring one of the components, the 3D path is reduced to its projection on the 
plane of the other two components. For instance, by ignoring the vertical component we get a 
2D path in the horizontal plane (agEW, agNS). Comparison between the 3D path and its pro-
jection on the horizontal plane highlights the contribution of the vertical component to total 
ground acceleration (Figure 3). 

a)

b)

Figure 3. Acceleration paths (or tangles).  
(a) 3D path considering the three components; (b) 2D path ignoring vertical component 
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Figure 4 shows the projection of the 3D acceleration path (tangle) on the horizontal plane 
(agEW, agNS) and on the vertical planes (agEW, agVert) and (agNS, agVert). By comparing the 
2D tangles one may observe that in this particular record the maximum values of the three 
acceleration components are very similar to each other. 

The charts show the chaotic nature of the acceleration paths and the sharp variation in 
magnitude and direction of the acceleration vector. The plane accelerogram as time series 
shows the variation of one acceleration component at a time. Even when the time series of the 
three components are overlaid in the same chart, they cannot explicitly represent the real na-
ture of the seismic motion. The ground acceleration records conceal a more complex reality 
which is finally revealed by their combination into the plot of the acceleration paths. 

a)

b) c)

Figure 4. Projections of the acceleration path on: 
(a) horizontal plane (agEW,agNS); (b) vertical plane (agEW, agVert); (c) vertical plane (agNS, agVert) 
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Figure 5. 3D Accelerogram: freezing motion of acceleration vector with color scale based on its magnitude 

An interesting re-elaboration of the 3D chart can be obtained by “freezing” the motion of 
the acceleration vector at given time intervals, visualized with a color scale based on its mag-
nitude (Figure 5). 

As can be seen in Figure 5, the highest accelerations correspond to the “borders” of the 
path (characterized by dark red vectors) but the central core associated to lower accelerations 
(yellow or orange vectors) appears very dense showing countless variations in magnitude and 
directions which characterize a significant part of the seismic event. 

To better understand the level of complexity one could zoom in the central core. Figure 6 
shows the core in different levels of magnification. In order to reach this level of details, the 
acceleration record has been considered in a wide bracket duration, the time span between the 
first and last peak exceeding 0.005 g (15.385 s - 57.360 s, duration 41.985 s). In Figure 7 the 
same sequence is presented in the vertical plane (agNS, agVert). 

These figures recall the fractals: whatever the scale, the curve always presents the same 
characteristics. 
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a) full box b) limit box: 0.500 g

c) limit box: 0.250 g d) limit box: 0.100 g

e) limit box: 0.050 g f) limit box: 0.025 g

g) limit box: 0.010 g h) limit box: 0.005 g

Figure 6. Different levels of magnification of the acceleration path: 3D view 
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a) full box b) limit box: 0.500 g

c) limit box: 0.250 g d) limit box: 0.100 g

e) limit box: 0.050 g f) limit box: 0.025 g

g) limit box: 0.010 g h) limit box: 0.005 g

Figure 7. Different levels of magnification of the acceleration path: projection on vertical plane NS-Vert 
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The charts show what happened in Castelluccio di Norcia on 30 October 2016 in about 40 
seconds. Considering the bracket time span between the first and last acceleration peak ex-
ceeding 0.250 g, we obtain the chart shown in Figure 8 for a time span of 6.48 s (17.435 s to 
23.915 s). The red labels in the chart point out the acceleration reached at each second. In this 
way “time” re-appears in the chart highlighting the progression of the path.  

In 6 seconds, the ground motion was characterized by violent accelerations especially in 
the vertical direction. The ground accelerations generated inertial and impulsive forces which 
caused collapses and severe damages to the buildings. A destruction happened in a very short 
time interval caused by a chaotic event, extremely different in its nature from the static ac-
tions that stress the buildings under operating conditions. 

The 3D accelerograms, that are the paths outlined by the acceleration vector, indicate a 
new perspective: studying the shape of the curves and their evolution throughout the duration 
of the seismic event. The continuous changes of the acceleration vector in terms of magnitude 
and direction suggest to further investigate on the variation of acceleration. In fact, the safety 
verification applied in terms of resistance and deformation under inertial forces, may not be 
enough to fully describe the structural response. Assessment of the structural capacity cannot 
ignore verifications on the impulsive effects, that are the forces related to the short time inter-
vals in which accelerations change, increase, decrease or change sign. 

Figure 8. 3D Accelerogram at station CLO during 2016 Norcia mainshock: 
about 6 seconds while acceleration is above 0.25 g 

2 JERK: FIRST DERIVATIVE OF ACCELERATION 
The time derivative of acceleration (TDoA), that is the velocity of acceleration or the third 

derivative of displacement, is referred to as jerk and associated to the symbol j: 

  

Since force acting on a body is equal to mass times acceleration, the jerk is related to the 
variation of the force acting on the body: 
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In absence of jerk, a mass in constant acceleration is subject to static loading (constant 
force) and in this condition vibrations cannot occur. Therefore, when a body in motion under-
goes vibration, jerk is always there. 

Tong et al. (2005) [11] investigated on seismic jerk stating from the need of obtaining 
quantitative understanding about its amplitude, duration and frequency content. The study is 
based on records from the 1999 Chi-Chi Earthquake in Taiwan (MW 7.6, 17:47, 20 September 
1999) and one of its aftershocks (MW 6.2, 00:14, 22 September 1999). At that time, jerk sen-
sors were not widely available; therefore, jerk time series were obtained from ground acceler-
ation records via numerical methods. This methodology, which can be applied to other 
seismic events where jerk records are not available, was implemented in the software Seismic 
3D [10] 

Seismic acceleration is a discrete signal, therefore seismic jerk can be calculated by the fol-
lowing mi-point differentiation formula: 

  

where: is the acceleration at instant ti, N is the number of samples, is the sampling
period. 

The formula is applied separately for each of the three components of the jerk vector j.
The accuracy of the jerk elaboration relies on the accuracy of the acceleration records and 

the sampling rate. Ground acceleration records of the main seismic events on the Italian terri-
tory are provided by ITACA [12] with a sampling period of 5 ms (200 Hz). The records are 
also corrected to reduce errors in high and low frequency; therefore, quality of the records is 
excellent for the purposes of this work. 

At this point it comes naturally to represent the variation of jerk both as time series of its 
three components and as 3D path outlined by the jerk vector in space. In this way one can get 
graphs like the ones seen for acceleration. 

In the 3D graph of the acceleration path it is worth noticing that the j vector is tangent to 
the path at each point. 

Figure 9 shows the time series of the three jerk components at station CLO (Castelluccio di 
Norcia) from the 30 October 2016 Norcia earthquake. Table 1 summarize the maximum am-
plitude of acceleration (PGA) and jerk (PGJ) for each of the three components, and the instant 
in the record when they occur.   
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a) b)

c) d)

Figure 9. Jerk time series: each component of ground jerk plotted against time. (a) EW component; (b) NS com-
ponent; (c) Vertical component and (d) the three components overlaid in the same chart.  

EW t (s) NS t (s) Vert. t (s) 

PGA (g) 0.427 20.775 0.583 19.445 0.797 19.560 

PGJ (g/s) 14.36 18.335 12.50 18.995 40.70 19.540 

Table 1. Station CLO (Castelluccio di Norcia), 30 October 2016 Norcia earthquake. Maximum acceleration 
(PGA) and maximum jerk (PGJ) for each of the three components and corresponding time instant 

The maximum values of jerk (PGJ) occur at different instants of time than the ones of ac-
celeration (PGA). They occur in a time interval between 18 s and 21 s and there is not a clear 
relationship with the occurrence of PGA values in the three directions. 
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In this event both vertical acceleration and jerk are rather strong with respect to the hori-
zontal component. Vertical acceleration almost reached 0.8 g (Figure 1) and the vertical PGJ 
of about 40 g/s (Figure 9) is almost double than the horizontal ones. 

In order to understand the relationship between acceleration and jerk, let us consider the 
time series of their vertical component focusing on a small time interval between 19.3 s and 
19.8 s (0.5 s) in which both PGA and PGJ occur.    

Figure 10. Comparison between acceleration and jerk time series. The detail on the right shows how the points 
where jerk is zero correspond to local maximum or minimum of acceleration. 

Since jerk is the first derivative of acceleration it is equal to zero when acceleration shows 
a local maximum or minimum. 

The detail in Figure 10 highlights (a) the absolute maximum of jerk (PGJ); (b) the absolute 
maximum of acceleration correspondent (like other local maximum) to zero in jerk; (c) the 
sector between two consecutive zeros of jerk correspondent to local minimum and maximum 
of acceleration.  

Figure 11 shows the time series of acceleration and jerk for the three components in the 
time span between 18.0 s and 21.0 s. Jerk time series feature a higher number of fluctuations 
between positive and negative values: this is even more evident from the detail in Figure 12. 
Throughout the seismic event, the secondary fluctuation of acceleration corresponds to signif-
icant jerk peaks of alternate sign. The operation of derivation generates a “jerky” function 
characterized by denser peaks, that is in strict terms, by higher frequencies. 
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Figure 11. Acceleration and jerk time series for the three components (EW, NS, Vert) 

Figure 12. Secondary fluctuation of acceleration correspondent to jerk peaks 
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The graphs of jerk variation in space as the 3D path outlined by the j vector are similar to 
the ones already seen for acceleration. Comparison between acceleration and jerk paths is 
given in Figure 13 (3D view), Figure 14 (EW-NS plane), Figure 15 (EW-Vert plane) and Fig-
ure 16 (NS-Vert plane). 

a) b)

Figure 13. Comparison between (a) acceleration and (b) jerk paths: 3D view 

a) b)

Figure 14. Comparison between (a) acceleration and (b) jerk paths: projection on horizontal plane EW-NS
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a) b)

Figure 15. Comparison between (a) acceleration and (b) jerk paths: projection on vertical plane EW-Vert

a) b)

Figure 16. Comparison between (a) acceleration and (b) jerk paths: projection on vertical plane NS-Vert

All the views highlight that the jerk tangle is denser than the acceleration one: this is in 
agreement with what previously noted in the comparison between acceleration and jerk time 
series. The projection of the jerk tangle on the vertical planes appears stretched in the vertical 
direction and this points out the importance of the vertical seismic component.  

It is worth noticing that even the jerk paths feature a fractal type shape. Figure 17 shows 
different levels of magnification of the jerk path, from the box which envelopes the curve to 
the 0.5 g/s box. 

This proves the chaotic nature of the represented phenomenon: the zoom in the core of the 
paths clearly highlights that, although the amplitude is lower, the number of fluctuations is 
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very high: this leads to the hypothesis that the phenomenon may disrupt the intimate constitu-
tive bonds of the materials. 

Since jerk is the first derivative of acceleration, a good way to understand its evolution is 
to represent the j vector on the acceleration path. Applying differential geometry of curves in 

, it can be proved that at the i-th instant the vector is tangent to the curve in the
point  . The modulus of vector j is given by the square root of the sum of the squares of 
its three components, each one being the time derivative of the correspondent acceleration 
component evaluated at instant  : 

Jerk is the rate of change of acceleration, that is, velocity of acceleration: there is com-
plete analogy with velocity as rate of change of displacement. Figure 18 shows the jerk vec-
tor on the 3D accelerogram (acceleration path). The bracket duration is defined as the time 
span between the first and last acceleration peak exceeding 0.250 g (17.435 – 23.915 s). The j 
vector is represented at instant t = 19.375 s by a red arrow, which of course is tangent to the 
curve from any point of view. 
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a) full box b) limit box: 10 g/s

c) limit box: 5 g/s d) limit box: 2.5 g/s

e) limit box: 1 g/s f) limit box: 0.5 g/s

Figure 17. Different levels of magnification of the 3D jerk path 
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Figure 18. The jerk vector on the 3D accelerogram (acceleration path) from different points of view 

Considering acceleration and jerk as vectors in space, PGA and PGJ may not only be ex-
pressed for the three separated components but also with respect to the magnitude (modulus) 
of the vectors. Therefore, Table 2 updates Table 1 with the inclusion of global PGA and PGJ 
and the instant when they occurred. 

EW t (s) NS t (s) Vert. t (s) 3D t (s) 

PGA (g) 0.427 20.775 0.583 19.445 0.797 19.560 0.829 19.410 

PGJ (g/s) 14.36 18.335 12.50 18.995 40.70 19.540 41.69 19.540 

Table 2. Station CLO, 30 October 2016 Norcia mainshock. Peak ground acceleration (PGA) and peak ground 
jerk (PGJ). Three separated components and magnitude of the 3D vectors 
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Peaks of vectors magnitude are of course higher than the peaks of the singular components 
and they generally occur at different time instants. The maximum effects of seismic ground 
motion, both in terms of acceleration and jerk, did not occur along one of the three axes of the 
reference system (X,Y, Z) but along a random direction in space. 

Figure 19 shows the time series of acceleration and jerk magnitude (3D) for two different 
bracket duration. The maximum values of these time series are given in Table 2 as 3D values. 

a) b)

c) d)

Figure 19. Station CLO, 2016 Norcia mainshock: acceleration and jerk 3D magnitude time series. 
 (a, b) acceleration time series; (c, d) jerk time series; 

(a, c) time series cut-of at the acceleration threshold of 0.010 g (16.330 - 55.715 s); 
(b, d) time series cut-of at the acceleration threshold of 0.025 g (17.435 - 23.915 s). 
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3 IMPULSIVE FORCES DUE TO JERK 
During a seismic event, ground acceleration varies quickly, and the correspondent inertial 

forces also fluctuate in short time intervals of the order of few milliseconds. This sharp varia-
tion causes “jolts”, that is, impulsive forces that act very briefly. Therefore, jerk could become 
a useful parameter for structural analysis and design if it is considered with the corresponding 
impulsive forces. A new approach is introduced below. 

The study is based on ground acceleration records at station CLO (Castelluccio di Norcia) 
from 30 October 2016 Norcia mainshock: the same records considered in previous paragraphs. 

Impulsive forces due to seismic jerk are distinct from inertial forces due to acceleration. 
The former are generated by the variation of acceleration and may be much higher than the 
latter. Their influence on a structure depends on the frequency content of the jerk and the dy-
namic properties of the structure itself. 

The integral of jerk is, by its own definition, an acceleration. Since acceleration, according 
to Newton’s Second Law, is force per unit mass, the definite integral of jerk in the interval 
between two consecutive zeros may be referred to as “impulsive force per unit mass” 
( . Two consecutive zeros of jerk correspond to a maximum and a minimum of accel-
eration, or vice-versa. The signed area bounded by the jerk function in that interval corre-
sponds to the impulse of acceleration or deceleration. Therefore, considering the interval 
between instants and , the impulsive force per unit mass is given by: 

  

This expression can be applied to any of the three jerk components, each one characterized 
by its own sequence of zeros.   

Figure 20 illustrates the definition of impulsive force per unit mass as the area bounded by 
the jerk function between two consecutive zeros. Yellow color indicates the positive im-
pulsive force corresponding to an interval where acceleration increases: goes from a 
minimum to a maximum. Instead, green color indicates the previous negative impulsive force 
corresponding to the interval where acceleration decreases going from a maximum to a mini-
mum.  
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Figure 20. Impulsive force per unit mass, defined as the integral of jerk between two consecutive zeros 

Figure 20 refers to the vertical component of the ground motion recorded at station CLO 
(Castelluccio di Norcia) from 30 October 2016 Norcia mainshock in the time interval (19.000 
– 20.000 s).

It is worth noticing the very short duration of the impulsive forces. The considered jerk ze-
ros correspond to the following instants in the record: = 19.200 s, = 19.245 s, =
19.320 s. The negative impulsive force corresponding to decreasing acceleration lasts 45 ms 
while the following positive impulsive force lasts 75 ms. 

Thus, impulsive force may be calculated throughout the record for each time interval be-
tween two consecutive jerk zeros. The result is a step function that represents the time series 
of impulsive force per unit mass.    
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a) b)

c) d)

Figure 21. Jerk and impulsive forces per unit mass for the vertical seismic component. 
CLO - 30 October 2016 Norcia mainshock 

Figure 21 shows jerk time series and step function of impulsive forces per unit mass 
(dashed line) for the vertical component of the reference seismic motion. The graphs on the 
right (b, d) also display the correspondent acceleration time series. The graphs at the top (a, b) 
refer to the time span between first and last acceleration peak exceeding 0.250 g, while the 
graphs at the bottom (c, d) refer to a shorter time interval (19.000 – 20.000 s).  

The detail shown in Figure 22 highlights an important aspect: the value of the impulsive 
force cannot be directly correlated to the jerk level because it depends also on the time inter-
val between two zeros. Therefore, lower jerk peaks with longer duration may yield higher im-
pulsive forces than higher jerk peaks with shorter duration (cfr. Impulsive forces A and B in 
Figure 22).    

4394



Massimo Mariani and Francesco Pugi 

Figure 22. Peaks of jerk and correspondent impulsive forces 

This behavior has general validity, it applies to all the components of seismic motion and 
different seismic events: the maximum values of jerk and impulsive force do not occur at the 
same time. The same happens between peaks of acceleration and peaks of jerk. Therefore, we 
get to the following property: PGA, PGJ and are not simultaneous and there is not a 
direct relationship between them. This applies for any seismic event, any station, any of the 
three components of seismic motion. 

Figures 23-25 show, for the reference seismic motion, the time series of impulsive force 
for each of the three components cut-off at the acceleration threshold of 0.250 g. The graphs 
on the left also include overlaid jerk time series (scale is uniform among the graphs on the left 
and among the graphs on the right). 

Figure 26 shows the time series of the three components of impulsive forces overlaid in the 
same graph.    

Thus, the dynamic nature of the seismic action is expressed, through jerk, by a series of 
consecutive impulses which determine vibrations; these are concept well known in Mechani-
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cal Engineering, where forces induced by jerk are kept under control e.g. in order to optimize 
production processes [13]. 

Table 3 extends the information given in Table 2 with the maximum impulsive forces so to 
compare them with PGA and PGJ. Given their instantaneous nature and the independence be-
tween the three components, the impulsive forces are not combined in a unified 3D value. 
However, given the chaotic nature of the seismic motion, high values of impulsive force may 
occur simultaneously in different directions.   

Figure 23. Jerk and impulsive force per unit mass: EW component 

Figure 24. Jerk and impulsive force per unit mass: NS component 
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Figure 25. Jerk and impulsive force per unit mass: vertical component 

Figure 26. Time series of impulsive force per unit mass. All three components overlaid 

Table 3 made clear how high the values of impulsive forces may be: for the reference 
seismic event (CLO, 30 October 2016 Norcia mainshock) the vertical impulsive force per unit 
mass exceeds gravity and reaches 1.159 g. 

This means that during the seismic event there was a short time interval (55 ms, 19.505 s –
19.560 s) where the vertical “jolt” induced a force which exceeded weight (force of gravity) 
by more than 15%. Structures were subject to very demanding dynamic stress causing damag-
es and collapses which cannot be fully understood if the analysis considers only the inertial 
forces due to ground acceleration.  
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Jerk thresholds significant for building damages need to be identified. Tong et Al. (2005) 
[11] highlighted that jerk larger than 2 g/s causes discomfort in people inside buildings. It is a 
threshold much higher (about 10 times higher) than criteria used by the transportation indus-
try to ensure passenger comfort (about 0.2 g/s). The threshold of 10 g/s is the one within 
which structural damages may become severe. 

Furthermore, the effects of jerk must be related to its frequency content: these aspects may 
be addressed through Fourier analysis.    

EW t (s) NS t (s) Vert. t (s) 3D t (s) 

PGA (g) 0.427 20.775 0.583 19.445 0.797 19.560 0.829 19.410 

PGJ (g/s) 14.36 18.335 12.50 18.995 40.70 19.540 41.69 19.540 

 (g) 0.537 
20.685  
20.775 

 (90 ms)
0.984 

19.265 
19.445 
(180 ms)

1.159 
19.505 
19.560 
(55 ms)

Table 3. Peaks of acceleration, jerk and impulsive force per unit mass. Station CLO, 2016 Norcia mainshock 

4 FREQUENCY ANALYSIS 
The frequency content of a time series is expressed by the Fourier amplitude spectrum. 

Identification of the dominant frequency of the seismic motion is crucial for the comparison 
with the fundamental frequency of the structures. 

Tong et al. (2005) [11], in their study on the 1999 Chi-Chi earthquake in Taiwan, provided 
Fourier amplitude spectra both for acceleration and jerk. The dominant frequency contents of 
the acceleration and jerk time series are between 1 and 10 Hz; however, jerk distributes in a 
much wider frequency band and its higher frequency contents are prominent. 

This characteristic, observed for the first time in this seismic event in Taiwan, is confirmed 
for all seismic events in the Italian territory elaborated in this work. The jerk Fourier spectrum 
features a window of dominant frequency wider than the acceleration one. The jerk higher 
frequency content appears more important. 

A parameter that characterized the frequency content is the mean period , defined as the 
average of periods in the Fourier spectrum, each weighted by the square of its Fourier ampli-
tude (Rathje et al. [14]) 

While the mean period of acceleration is generally quite large with values even higher than 
1 s, the mean period of jerk is much lower with values comparable to typical fundamental pe-
riods of buildings. 

Fourier analysis has been performed on the seismic records from station CLO (Castelluccio 
di Norcia) for 30 October 2016 Norcia earthquake. Figures 27-29 show the Fourier amplitude 
spectra of acceleration and jerk with the indication of the mean period for the three compo-
nents of the seismic motion (EW, NS, Vert.). 
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Figure 27. CLO, 2016 Norcia earthquake: 
acceleration and jerk Fourier amplitude spectra for EW component 

Figure 28. CLO, 2016 Norcia earthquake: 
acceleration and jerk Fourier amplitude spectra for NS component 

Figure 29. CLO, 2016 Norcia earthquake: 
acceleration and jerk Fourier amplitude spectra for vertical component 

(s) EW NS Vert.

Acceleration 0.657 0.540 0.319

Jerk 0.107 0.137 0.073

Table 4. Mean period of acceleration and jerk. CLO, 2016 Norcia earthquake 
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Table 4 highlights an important aspect: the main frequencies of the vertical component are 
significantly higher than the horizontal ones. This is also evident by the overlaid three-
components Fourier spectra shown in Figures 30-31 for acceleration and jerk respectively. 
The jerk mean periods appear very close to fundamental periods of rigid structures like ma-
sonry buildings. This points out the prospect of critical issues caused by impulsive action on 
structural elements.  

Records from CLO station for 30 October 2016 Norcia earthquake have been taken as ref-
erence for the elaborations presented so far, but the highlighted observation can be general-
ized and deepened through the analysis of a larger number of records. 

Figure 30. CLO, 2016 Norcia earthquake:  
overlaid Fourier spectra for the three components of acceleration 

Figure 31. CLO, 2016 Norcia earthquake:  
overlaid Fourier spectra for the three components of jerk 
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Figure 32. CLO, 2016 Norcia earthquake:  
overlaid Fourier spectra for the three components of jerk 

(logarithmic scale for frequency, natural scale for amplitude) 

5 SEISMIC EVENTS ON ITALIAN TERRITORY: ELABORATIONS AND 
ANALYSES 

The following study is based on ground motion records provided by ITACA project [12]
for 8 reference seismic events: 30 October 2016 Norcia; 24 August 2016 Accumuli; 29 May 
2012 Emilia; 6 April 2009 L’Aquila; 26 September 1997 Umbria-Marche; 23 November 1980 
Irpinia; 19 September 1979 Valnerina; 6 May 1976 Friuli. 

ITACA database provides records of these events taken from numerous stations. The sig-
nals are already corrected, thus, can be directly elaborated for the purposes of this work. 

The performed elaborations highlighted some common aspects: 
the farer is the station from the epicenter, the shorter is jerk duration and the lower is
its peak value.
the farer is the epicenter the lower are the impulsive forces per unit mass; however,
they remain higher than peak ground acceleration.
the mean period of the vertical jerk component is always significantly lower than the
horizontal components. Jerk represents the impulsive content of the seismic motion
which is enhanced in the vertical component.
stations farer form epicenter show attenuation of impulsive content through jerk drop.
Vertical jerk component attenuates with respect to other horizontal components.

As an example, Table 5 reports the results for three stations recording 30 October 2016 
Norcia mainshock. 

Through statistical elaboration of the records, trend lines correlating PGA, PGJ and Impul-
sive Forces may be outlined. 
This constitutes the first step for considering impulsive forces in structural design. If ground 
jerk and correspondent impulsive forces are not known, an estimation is required in order to 
evaluate their effects on structures. 
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30 October 2016
Norcia earthquake.

Station and epicentral 
distance

1_1 - CLO
Castelluccio di 
Norcia, 7.8 km

1_2 - ACC
Accumuli
18.6 km

1_3 - FBR
Fabriano
59.1 km

Acceleration, Jerk and Impulsive Force per unit mass

Δt(jg ≥ 2.0 g/s) 31.440
(16.410 - 47.850)

13.750
(7.395 - 21.145)

7.905
(17.465 - 25.370)

EW:     PGA 0.427 0.434 0.079
PGJ 14.36 18.25 5.39
Fimp max 0.537 0.744 0.155

NS:   PGA 0.583 0.392 0.066
PGJ 12.50 12.15 3.46
Fimp max 0.984 0.660 0.121

Vert.:  PGA 0.797 0.558 0.049
PGJ 40.70 35.88 2.21
Fimp max 1.159 0.887 0.095

Mean period from Fourier amplitude spectra (Tm)
EW:     Acc. 0.657 0.397 0.234

Jerk 0.107 0.081 0.054
NS:   Acc. 0.540 0.456 0.247

Jerk 0.137 0.083 0.060
Vert.:  Acc. 0.319 0.179 0.232

Jerk 0.073 0.044 0.060
Seismic parameters and unit of measure:
Δt(jg≥ 2.0 
g/s)

(s) Time span between first and last jerk peak exceeding 2.0 
g/s

PGA (g) Peak ground acceleration
PGJ (g/s) Peak ground jerk
Fimp max (g) Maximum impulsive force per unit mass (based on jerk)
Tm (s) Mean period from Fourier amplitude spectra

Table 5. Acceleration and jerk and impulsive forces for 30 October 2016 Norcia earthquake 

Among all the ground station records available for the 8 events considered, the ones taken 
into account in the statistical analysis were those with bracket duration of ground acceleration 
record longer than 100 ms when the threshold of 0.005 g is applied. In total 447 station rec-
ords were considered. For each of them and for each of the three components (EW, NS, Vert.) 
the following parameters were elaborated by means of the software Seismic 3D: 
1. peak ground acceleration (PGA)
2. peak ground jerk (PGJ)
3. maximum value of impulsive force per unit mass (Fimp)
4. mean period (Tm) of acceleration and jerk from Fourier spectra

The statistical elaboration was performed separately for horizontal and vertical components. 
In the pursuit of useful correlation between the considered parameters, distinction between the 
two horizontal components (coming from different stations) appears inappropriate. 

The correlations obtained between PGA, PGJ and Fimp are illustrated in Figures 33, 34, 35. 
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Figure 33. Correlation PGA-PGJ for horizontal and vertical components 

4403



Massimo Mariani and Francesco Pugi 

Figure 34. Correlation PGJ-Fimp determined through (5), for horizontal and vertical components 
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Figure 35. Correlation PGA-Fimp for horizontal and vertical components 

The PGA-Fimp graphs show an excellent correlation: the relationship between peak ground 
acceleration and peak impulsive force is well described by the trend line.  

Acceleration, jerk and impulsive force are generated by a chaotic phenomenon: the analyt-
ical operations carried out for determining jerk (through derivation of acceleration) or for cal-
culating the impulsive forces are processes which do not correspond to a predefined analytical 
function. 
The correlation between PGA and impulsive forces, obtained through elaboration of the main 
seismic events in Italy, is an intrinsic property of the events themselves. The fact that the cor-
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relation has a coefficient of determination very close to 1 represents an excellent support for 
estimating the impulsive actions based on ground acceleration data.  

The correlation obtained through statistical analysis between PGA (s) and PGJ (g/s) and 
between PGA (g) and maximum impulsive force per unit mass (g) are summed up in the fol-
lowing expressions (H stand for horizontal component, V stands for vertical component): 

  
  

  
  

In order to validate the relationships determined through statistical analysis on Italian 
seismic events, we operate a comparison between the jerk values elaborated by Tong et al. [11] 
for the 1999 Chi-Chi earthquake in Taiwan and those calculated from PGA with expressions 
(6-7).  

Station Component PGA (g) PGJ (g/s)
(Tong et Al.)

PGJ (g/s)
(Mariani, Pugi)

PGJ delta vs
Tong et Al. Fimp (g)

CHY028
EW 0.630 21.50 27.94 30% 1.018
NS 0.764 26.30 33.93 29% 1.235

VERT 0.342 23.20 25.72 11% 0.529

TCU095
EW 0.378 13.80 16.68 21% 0.611
NS 0.712 31.80 31.61 -1% 1.150

VERT 0.255 19.80 18.97 -4% 0.394

Table 6. Comparison between the elaborations of Tong et Al. (2005) [11] and Mariani and Pugi (2020) 

CHY028 station yields a difference of about 30% for the horizontal component.  The dif-
ference is rather high, but it drops to 11% for the vertical component. Given the fact that the 
seismic event in Taiwan has no relation whatsoever with the Italian events and that the analyt-
ical procedure for calculating jerk (based on numerical differentiation) has been carried out 
independently, the result is satisfactory. Considering that the impulsive phenomenon is par-
ticularly associated to the vertical component, the value of 25.72 g/s estimated through (7) is 
in good agreement with the 23.20 g/s in Tong et Al. Moreover, these jerk values are rather 
high, definitely higher than the 10 g/s threshold considered the cause of important damages on 
buildings: the values of 25.72 and 23.20 g/s would result in similar effects induced on the 
structures. 

A surprisingly high agreement is obtained for TCU095 station where the peak ground jerk 
for the NS component is practically coincident with the value calculated through (7): 31.61 vs. 
31.80 (g/s). Also, the vertical jerk component is very close: 18.97 vs 19.80 g/s.   

The statistical investigation carried out on jerk should be completed with the analysis of 
the frequency content. In fact, the effects of seismic motion depend on the way they are fil-
tered by the structures: a reliable model for the evaluation of jerk impulsive action effects on 
structures requires a frequency analysis which could be carried out through the study of the 
mean period from Fourier amplitude spectra. 

The definition of a statistical value of the mean period would provide a realistic estima-
tion of the main frequencies of acceleration and jerk.   
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The mean period calculated from Fourier spectra has no relations with peak ground ac-
celeration, peak ground jerk or maximum impulsive forces. Therefore, the investigation on the 
mean periods is carried out comparing directly the values of the 447 station records con-
sidered. Some stations yielded values significantly far from average due to local site ef-
fects. Since the scope of the analysis is the pursuit of a value which could be 
representative of acceleration and jerk for generic events, it is preferable to associate it to the 
median value rather than the mean. The median value is less influenced by extremely large or 
small values and gives a better idea of which is the “typical” value.

Figures 36-41 report for the three components of acceleration and jerk the following in-
formation: 

the mean period for each station considered. The graphs also show the mean value
(black line) and the median value (red line) which in all the cases is lower than the mean.
the frequency distribution with discretization of the periods in intervals of 0.1 s for ac-
celeration and 0.025 s for jerk

Figure 36. Statistical elaboration on the mean period  of acceleration EW component
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Figure 37. Statistical elaboration on the mean period  of acceleration NS component

Figure 38. Statistical elaboration on the mean period  of acceleration vertical component
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Figure 39. Statistical elaboration on the mean period  of jerk EW component

Figure 40. Statistical elaboration on the mean period  of jerk NS component
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Figure 41. Statistical elaboration on the mean period  of jerk vertical component

Table 7 sums up the representative values of the mean periods and the main contribution to 
the distribution. 

 (s) and main contribution to the distribution 
Component Acceleration Jerk 

EW 0.508    (19% for 0.500) 0.102    (23% for 0.100) 

NS 0.509    (19% for 0.500) 0.101    (22% for 0.100) 

Vert. 0.506    (15% for 0.300) 0.078    (28% for 0.075) 

Table 7. Representative  for acceleration and jerk

From the analysis of the Fourier spectra it is evident that the main jerk frequencies are 
much higher than the acceleration ones. This aspect was already clear by the comparison of 
the Fourier spectra elaborated for Castelluccio di Norcia records of 2016 Norcia earthquake 
(Figures 27-29). This highlights the very nature of jerk which can be associated to the impul-
sive content of acceleration. 

Moreover, while for acceleration there are not significant differences among the horizontal 
and vertical components, all characterized by  0.500 s, for jerk the difference is substan-
tial ( 0.100 s for horizontal components and 0.075 s for the vertical). 

Therefore, jerk consists of higher frequency than acceleration and the vertical component 
accentuate this characteristic with respect to the horizontal components. 
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Jerk vertical component is particularly important since it represents the most impulsive 
content of seismic motion. 

The conception that buildings, being designed to resist vertical loading, can undergo im-
pulsive seismic action without damages while they suffer only the horizontal seismic action 
effects, is definitely overcome. 

Moreover, in lights of the study on jerk, the negative effects of the vertical seismic compo-
nent involve failures triggered by the rapid alternation of compression and decompression in-
duced by vertical vibrations.  

The seismic motion is a dynamic phenomenon; thus, the structural response is totally dif-
ferent from that under static loading. 

Where the main frequencies of the seismic motion are close to the fundamental frequencies 
of buildings, seismic effects undergo maximum amplification and structural elements are sub-
ject to the most demanding actions.    

Studying the different building typologies one can identify the cases where jerk effects 
may be critical and potentially cause damages: e.g., the fact that jerk mean periods are close to 
fundamental periods of masonry buildings suggests to investigate the link between impulsive 
forces and local damages such as masonry disaggregation and connection failures. 

6 EFFECTS OF IMPULSIVE ACTIONS ON BUILDINGS 
During this research, the few available studies on the variation of seismic acceleration were 

collected. Based on the various considerations of the authors and the results of this work, the 
following 7 aspects may be highlighted:  
1) Inertial force induced by acceleration and impulsive action due to variation of accelera-

tion are two complementary aspects: both should be considered when assessing the struc-
tural behavior (Tong et Al. [11]);

2) During 1999 Chi-Chi earthquake acceleration records obtained from sensor placed at dif-
ferent levels of seven-story RC building showed that jerk amplification is substantially
similar to that of acceleration (Tong et Al. [11]);

3) The attenuation of the Jerk design response spectrum with respect to the elastic spectrum
is lower than what occur for acceleration. For low periods (rigid structures) the impact
reduction factor RJ is practically equal to 1, so the jerk design response spectrum is al-
most coincident with the elastic one (Haoxiang He et Al. [15]).

4) In general, improving ductility jerk effect will reduce, that is, the impact reduction factor
RJ increases, in a manner similar to the behavior factor q for acceleration spectra
(Haoxiang He et Al. [15]). For the horizontal components of the seismic motion, useful
information for design purposes are given by the jerk response spectra illustrated in Fig-
ures 42-43 (Haoxiang He et Al. [15]).

5) The propagation of jerk vibrational waves is directly related to stress concentration and
local damages, which in homogeneous material are initiated by molecular bond separa-
tion (Y. Xueshan et Al. [16]). In the case of masonry, it comes naturally to extend this
concept to the macroscopic level of stones separation for mortar disaggregation.

6) In existing masonry buildings, strengthening interventions aimed at confining the struc-
tural elements prevent local concentration of stresses and improve the response with re-
spect to jerk (Sofronie [17-18]). Considering the short duration of the impulsive action
and the rigid-brittle behavior of masonry, such interventions may be verified in terms of
resistance. In general, in existing masonry buildings, it is crucial to ensure resistance with
respect to local damages such as masonry disaggregation and failure of connections be-
tween different structural elements.
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7) The effects of jerk are particularly important in vertical direction. In fact, the vertical
components are more impulsive than the horizontal ones, as described by the lower mean
period in Fourier spectra (Table 7).

Figure 42. Acceleration and jerk inelastic response spectra for site A. 
Statistical elaboration by Haoxiang He et Al. [15]  

Figure 43. Acceleration and jerk inelastic response spectra for site C. 
Statistical elaboration by Haoxiang He et Al. [15] 

In light of the correlation between seismic jerk and physical damage of materials and struc-
tural elements during a seismic event, some considerations on seismic monitoring activity 
should be made. 

At the moment, drift ratio, that is the relative displacement between two floors divided by 
the vertical distance between them, is the main parametric indicator of damage condition in a 
monitored building [19].  

This parameter is monitored through software processing real-time measurements of dis-
placements acquired through double integration of accelerometer time-series data. Other mon-
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itored parameter are the periods of vibration, the peak ground acceleration (PGA) and peak 
structure acceleration (PSA), but only in the two horizontal direction X and Y. 

Drift ratio is truly representative of damage condition in framed steel or RC structures; but 
in masonry structures, very rigid and strongly characterized by brittle types of failures, this 
parameter appears less consistent with respect to jerk monitoring. 

The difference between the two parameters is also the possibility to represent through jerk 
the spatial effects of seismic motion, including the vertical component: drift ratio completely 
disregards this aspect. 

Furthermore, jerk monitoring may provide important information on the assessment of lo-
cal failures in other structural typologies: e.g. joint failures in steel frames [20, 21].  

Given the relation between high values of impulsive forces and damage in areas with high 
stress concentration, the maximum values of jerk (PGJ and PSJ) play a significant role in the 
assessment of the negative effects induced by the seismic motion. 

Placement of triaxial jerk sensor, available for some years now [16], or the real-time ana-
lytical calculation of jerk time series, may further enhance the quality of the monitored infor-
mation with clear benefits on the quick definition of the damage scenarios, one of the main 
objectives of seismic monitoring.  

The negative effects of the vertical jerk component are highlighted by the impulsive nature 
of the phenomenon and the high vertical stiffness of the structure. Therefore, amplification 
effects due to high similarity between fundamental period of the structures and jerk mean pe-
riod should be investigated. 

Jerk is characterized by high frequencies. The statistical analysis on the main recent seis-
mic events in Italy found that the representative mean period of the vertical jerk component is 
about 0.075 s, which is very close to the fundamental period of vertical vibration of many rig-
id structures, such as masonry buildings. 

To be more specific about the amplification of the structural response in terms of dis-
placements and internal actions, considering that seismic input is a combination of many har-
monic excitations, we can refer to the theory of driven harmonic oscillators with viscous 
damping. 

Study of the simple oscillator leads to an amplification factor given in expression 
(10): 

 

where: is the fundamental period of the structure; is the period of the applied force (in 
this case coincident with the mean period of vertical jerk component); is the equivalent 
viscous damping coefficient. 

By applying (10) we get that with a period of the applied force T = 0.075 s, the vertical 
impulsive effect is amplified for fundamental periods in the range [0 - 0.105 s] with maxi-
mum amplifications for  in the range [0.050 s – 0.090 s]. 

With T = 0.050 s, the amplification is obtained for in the range [0 - 0.070 s] with maxi-
mum amplifications for  in the range [0.040 s – 0.060 s]. 

With T = 0.050 s, the amplification is obtained for in the range [0 - 0.140 s] with maxi-
mum amplifications for  in the range [0.075 s – 0.120 s]. 
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In all the examined cases, amplification occurs for ranges of vertical fundamental periods 
which include those of a wide class of masonry buildings. This aspect is crucial for deter-

mining the vertical impulsive actions along the building elevation and their effects on the 
structural elements. 

Moreover, the structural effects of the impulsive actions are also affected by jerk variation, 
that is, the time derivative of jerk referred to as snap [21-22]. We can imagine that the varia-
tion of acceleration generates a “jolt” which in turn contains a series of smaller “jolts” related 
to higher-order derivatives. Snap can be represented in space as a vector with one component 
tangent to the acceleration path (thus parallel to jerk) and one orthogonal component associat-
ed to the change of direction. When the changes of direction are particularly important, 
strengthening elements able to resist “jolts” along different and suddenly variable directions 
should be designed. Therefore, the strengthening intervention should provide resistance dis-
tributed as much as possible. 

7 CONSTRUCTION DETAILS FOR MASONRY ELEMENTS STRENGTHENING 
In light of the findings of this research about the effects of impulsive actions on existing

masonry buildings, two construction details of particular strengthening interventions are pre-
sented.  

The interventions aim at enhancing the resistance of structural discontinuity regions, load 
application points, stress concentration areas, joints, etc., in agreement with current Technical 
Standards (Italian guidelines: CNR DT 214/2018 - Istruzioni per la valutazione della robust-
ezza delle costruzioni, §6.1.1).  

This work highlighted the importance of masonry confinement and improvement of con-
nections between distinct structural elements, both in vertical and horizontal planes. The in-
terventions aim at enhancing structure robustness through three-dimensional ties. 

Figure 44. Vertical connection between reinforced mortar and internal masonry pier in correspondence of a steel 
slab (original drawings by Massimo Mariani)  
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Figure 45. Horizontal connection between orthogonal masonry piers in presence of reinforced mortar on both 
faces and internal wrapping with steel plates connected to masonry through the “Dispositivo Massimo Mariani”, 
a device allowing to manually prestress the connection jacks in order to enhance the collaboration between steel 
plate and masonry structure. Prestress is exerted through torque wrench; ties and steel plate are fully covered by 

the mortar (original drawings by Massimo Mariani) 

8 CONCLUSIONS 
This work outlined that the variation of acceleration covers an important role in the design 

of strengthening interventions on existing structures, in particular for masonry buildings. 
The variation of acceleration is responsible of local failures such as masonry disaggregation 
and loss of connection between structural elements. 

In this context, particularly important is the vertical component of the seismic motion. In 
that direction the structures feature a non-dissipative behavior and the seismic input may un-
dergo amplification related to resonance phenomena. 

As indicated by current technical standards, the seismic evaluation of a structure cannot 
prescind form an accurate assessment of the local capacities. The latter should always precede 
analyses that count on the structural dignity of the elements and assess the behavior of the 
structure as a whole. 

This research will be continued by the Authors with the objective of dimensioning the 
strengthening elements applied in the proposed construction details and providing design so-
lution and analysis methods that take into account the effects of the three-dimensional impul-
sive actions. 
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Abstract. Nuclear power plants are considered vital structures for generating electricity 
worldwide. In general, a nuclear power plant structure includes two containments, external 
and internal ones. The internal containment surrounds the main reactor as a primary shield. 
The external containment is considered as a final shield between the internal of the reactor 
and the environment. This paper studies the integrity of external containment after being hit 
by different aeroplanes. Analytical model is constructed using ANSYS® software in order to 
simulate the RC containment including the circular shell and dome subjected to impact of 
different aeroplanes. An existing design of the typical external containment is used in 
modeling. According to ASCE 58, the circular wall and the dome are considered lined with 
inner steel liner plates in order to reduce the radiation emission to the environment in case of 
accidents. The studied external RC containment is subjected to the impact of different 
aeroplanes, Boeing 747-200c and Boeing 707-320. Riera Method is used to simulate the 
impact load with respect to time at the outer surface of the external shell, at a vertical level of 
30m above the upper foundation level. The impact load is concentrated at 16 nodes at the 
outer surface of containment. Heavy weight concrete is used for the RC containment with a 
compressive strength of 60MPa. The analysis of RC containment after the impact of the 
different aeroplanes showed the displacement, velocity, acceleration and the shape of the 
cracks. It was found that the containment is stable after the impact of an aeroplane, but clear 
damage affected the elements within the impact region. From the impact of different 
aeroplanes on RC containment, Boeing 747-220c is the most damaging according to results 
concerning the displacement, velocity and acceleration on the RC containment.
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1 INTRODUCTION 
Nuclear Power Plants include several structures such as the internal, external containment 

structures and others. The external RC containment structure is the physical building that 
separates the reactor from the outer atmosphere, and houses the internal containment structure 
that surrounds the nuclear reactors and the associated chain reactions [1]. Most typical current 
external containment structures ranges from 150 to 200 feet tall with a diameter of 
approximately 150 feet. The RC containment structure should be airtight to prevent the 
release of radioactive particles into the atmosphere. The secondary containment is necessary 
when radiation levels at the site boundary exceed the allowable limits [1], [2].  

Concrete containments for Boiling Water Reactor Mark II and parts of Mark III are mainly 
reinforced deformed bar concrete, whereas for the Pressurized Water Reactors both deformed 
bar and pre-stressed concrete containments are common. The design loads consist mainly of 
internal pressure, temperature, tornado, and earthquake, all of which result in different states 
of stresses in the concrete elements such as tension, compression, radial and tangential shears. 
These loads are categorized as axisymmetric loads, such as the internal pressure and 
temperature, and non-axisymmetric loads, such as tornadoes and earthquakes [1]. In addition, 
most current external containment structures have been designed as RC structures.  Concrete 
containment structures lined with steel are even more economical than steel containment 
structures for dry containment design [1]. This is attributed to the fact that a steel containment 
structure would require a concrete shield structure, thus concrete is required in either case, 
and the more economical choice is typically used. 

The response of the containment structure due to impact of an aeroplane can be determined 
by equating the work done by the impact load to the strain energy produced in the structure 
through applying the three basic principles of mechanics: conservation of energy, 
conservation of linear momentum, and virtual work principle. In addition, in the evaluation of 
the aeroplane crash on the outer containment structure, the following steps are considered [3]: 

• Global structural response including excessive structural deformations or
displacements. 

• Localized structural damage due to the effects of missile impact, including penetration,
perforation, scabbing, that may lead to the failure of structural elements as a result of the 
effects of an aeroplane impact.   

In the carried out analysis, the normal impact was chosen, according to Riera formulation, 
since it corresponds to the worst condition for the containment structure accident scenario. It 
was also assumed that the concrete may undergo gradual failure modes representing the 
progressive cracking and crushing of concrete itself caused by the abrupt stiffness changes [3].
Moreover in the impact analysis, the damping effect was considered to be negligible as it does 
not affect the maximum response to impulse loading. Moreover, concrete as a construction 
material is commonly used for biological shielding in nuclear power plants and atomic 
research and testing facilities [4].  

1.1 Problem Definition 
The damage caused by missile impact might lead to the leakage of nuclear radiation.  

Earlier research showed that RC containments with thicknesses greater than 1.4 m, permanent 
damage is negligible, whereas for thicknesses lower than 1.0 m considerable plastic strains 
occurred on opposite surfaces of the containment shell [5]. This is the case where the impact 
load of an aeroplane on the outer RC containment results from the effects of a finite amount 
of kinetic energy that depends upon the inertial and stiffness properties of the missile and 
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target structure [3]. This paper studies and evaluates the effects of impact caused by impact of 
an aeroplane Boeing 747-200c upon typical external RC containment of the nuclear power 
plants.  Nonlinear response of such impact is studied then analyzed to identify the propagating 
damage in the containment structure. Two different aeroplanes were hitting the external RC 
containment, were made as parametric study to show the most damage aeroplane on the RC 
containment and its effect on displacement, velocity and acceleration of the RC containment. 

1.2 Case Study 
The studied RC outer containment consists of 3 major components, the cylindrical wall, 

the hemispherical dome, and the cylindrical base mat foundation as shown in Figure(1) at 
which the external RC containment wall is fixed to the foundation. In addition, based on an 
existing design, the cylindrical wall is assumed to be 1.2m thickness whereas the thickness of 
the RC hemispherical dome is assumed to be 1.05m [1]. The effective concrete cover is 
150mm at both faces till the reinforcement. The height of the cylindrical wall from the top of 
foundation till the spring line is 36.45 m. The total height of containment from the top of 
foundation till the apex of the dome is 60m. The cylindrical wall and dome of the RC 
containment is axisymmetric, inner diameter of the containment is 45 m as shown in Figure 
(1). 

Figure 1: Section elevation of the RC containment wall and dome 

The massive concrete containment structure was described as follows as per [2]. The RC 
dome is typically three and a half feet thick with two layers of reinforcement for the typical 
containment structure; #18 bars at 12 inches [6]. The cylindrical walls are even larger in order 
to carry the entire dead load including the shell to the base slab. The walls are at least four 
feet thick with #18 vertical bars at 12 inches for each face and #18 horizontal bars on both 
sides of the vertical reinforcing as shown in Figure (2).
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Moreover, since the containment structure must be airtight to prevent any fission emissions 
from bypassing, and knowing that concrete as a material is porous, then the studied 
containment is assumed to have a steel liner on the entire internal surface. This lining thus 
acts as a part of the system for the concrete wall. Based on [2], [1] the required minimum 
thickness for the steel liner plates is a quarter of an inch; however, the studied existing design 
considered the steel liner plate of thickness three-eighths of an inch  as shown in Figure (2).

Figure 2: Cross section elevation details of shell wall reinforcement 

2. MODELING
In the finite element model applied in ANSYS® software, the connection between the

foundation and the cylindrical wall is assumed to be fixed. In addition, the local details in the 
RC containment structure, including penetrations, temporary openings, and embedded parts, 
were not considered in modeling. The meshing of the containment volume is as shown in 
Figure (3).

Figure 3: Meshing of the external RC containment building 

2.1. Jet Impact Modeling on RC Containment 
Impact loads due to the effects of a finite amount of kinetic energy that depends on the 

inertial and stiffness properties of missile and target structure, differs from the “impulse” load 
that is generally a force independent of the inertial and stiffness properties of missile and 
target. As a result of a jet impact, kinetic energy is transferred from the aeroplane to the 
building walls and thereby absorbed by the building components in the form of strain energy.  
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From literature review, it was observed that the Riera method is an efficient in evaluating 
damage of RC structures from severe impact loads. The riera method is an approximate 
method for constructing a force-time history for an aeroplane striking a rigid wall based on a 
known distribution of mass and crushing characteristics of the aeroplane along the length [7],
[8]. This is the case where the riera approach assumes that the aeroplane can be represented 
like a soft missile. Moreover, it is assumed that as the aeroplane strikes the target, a part of it 
close to the target gets crushed and the remaining portion of projectile undergoes elastic 
deformation. 

The basic assumptions of the Riera method [7] can be summarized in:
The target is rigid
The aeroplane axis is perpendicular to the target; angle of incidence is 90 degree.

The aeroplane is separated into two parts, one being uncrushed and moving with
velocity (v) and the other crushed with zero velocity.
All crushing takes place within a local region adjacent to the rigid target.
The crushing or material behavior of the missile is rigid-perfectly plastic.
The crushed mass of the aeroplane moves with the target structure.

Consequently, some parameters clearly affect the impact scenario. Such parameters include 
the velocity and impact angles of the aeroplane, the mass and stiffness of the aeroplane as a 
function of the aeroplane length as shown in Table (1) [3].

Air plane type Boeing 747-200c Boeing 707-320
Mass at take-off (Kg) 350000 150000

Engine mass (Kg) 4 x 21300 4 x8100
Impact speed (m/s) 269 272

Table 1: Parameters of different aeroplanes

Furthermore, it is assumed that the load versus time curve affect a constant equivalent area 
to the average of total cross-sectional area of fuselage and wings. Thus, the impact contact 
area of the Boeing 747-200c in the analysis model is assumed to be 37 m2 [3]. Moreover, in
this analysis, the load is assumed to act on 16 nodes as concentrated point loads on the outer 
external RC wall of the containment. Figure (4) shows a schematic of the distribution of the 
loads on the loaded nodes. 

Figure 4: Impact load distribution on nodes in the impact region 

The impact force, F(t), acting on the rigid fixed containment is calculated with the riera 
method as shown in Figure (5) [3].
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(a)- Boeing 747-200c (b)-Boeing 707-320

Figure 5: Load-time history curve of different aeroplanes 

The key formula in the computation of the force applied to the rigid target, F(t), or the 
impact force time history is given by equation (1) [8]. 

F(t)=Pc(x)+μ(x)(dx/dt)2 (1)

where x (t) is the crushed length of the missile, the distance from the nose of the missile 
when uncrushed to the point at which crushing has progressed at time t, Pc(x) is the static 
force required to axially crush a cross-section of the missile at location x, and μ(x) is the mass 
per unit length at location x. 

2.2. Containment Materials Modelling 

2.2.1. Concrete modelling 
The concrete material is assumed to be homogenous and isotropic. The compressive multi-

linear stress-strain relationship for concrete [9], as defined by ANSYS®, is shown in Figure 
(6), and calculated by the following equations: 

     fc= Ec Ɛ   for  0< Ɛ< Ɛ1 (2) 

  fc=fc´       for Ɛo< Ɛ< Ɛcu (3) 

fc= Ec Ɛ  / (1+ (Ɛ/Ɛo) 2)  for Ɛ1< Ɛ< Ɛo   (4) 

Ɛ1= (0.3×fc)/ Ec       (5) 

Ɛo = (2fc)/ Ec       (6) 

Where Ɛ1 is the strain corresponding to 0.3 fc, Ɛo is the strain at peak point, and Ɛcu is the 
ultimate compressive strain [9]. 
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Figure 6: Uniaxial compressive stress-strain curve for concrete 

Furthermore, the Poisson ratio for concrete is taken 0.2, and the modulus of elasticity, Ec,
is calculated from Equation (7), whereas the modulus of rupture for concrete, fr, is calculated 
from Equation (8) according to [10] specifications [9]. 

Ec=4700  (7) 

fr=0.62 (8) 

In the analysis, the uniaxial compressive strength of concrete is assumed to be 60 MPa, 
whereas the uniaxial rupture stress fr is assumed to be 4.8 MPa. Moreover, the shear transfer 
coefficients ranges from 0.0 to 1.0, with 0.0 representing a smooth crack (complete loss of 
shear transfer) and 1.0 representing a rough crack (no loss of shear transfer). This 
specification may be made for both the closed and open crack as shown in Table (2) [11], 
[12]. 

Input strength parameter Values

Open shear transfer coefficient 0.3

Closed  shear transfer coefficient 0.9

E (Modulus of Elasticity of 
concrete)(MPA)

36406.043

Table 2: Concrete strength input data

2.2.2. Reinforcing Rebar Modeling 
The reinforcement rebar used in the containment structure is according to ASTM A-615 

Grade 60 steel [13]. The stress-strain curve of the reinforcing bar is assumed to be elastic 
perfectly plastic as shown in Figure (7). Figure (7) also shows the bilinear material model 
defining the linear isotropic hardening of the reinforcement in which the yield stress is 
assumed to be 400 MPA, the elastic modulus, Es is assumed 2×105 N/mm2, and the Poisson
ratio assumed 0.3 [13]. 
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In addition, within ANSYS® software, rebar reinforcement is treated as an equivalent
uniaxial material, the reinforcement layers were thus defined using the smeared reinforcement 
option of the SOLID65 element. The reinforcement is assumed to be uniformly spread 
throughout the defined layer and has uniaxial stiffness only in each direction.  The amount of 
reinforcement was defined by material number and the orientation angles of the reinforcing 
bars. The shell wall reinforcements for horizontal and vertical are modeled as continuous 
layers inside the wall section, and the same applies for the dome reinforcements. The 
thicknesses of the reinforcement layers were calculated from Equation (9) [12].  

h=A/s  (9) 

Where h is the equivalent reinforcement layer in each direction, A is the cross section area 
of the reinforcement rebar, and S is the spacing between the reinforcement rebar in each 
direction.

2.2.3. Steel Liner Modeling 
The (0.9375 cm) thick steel liner plate has a bilinear isotropic hardening plasticity model in 

which its yield stress is 165 Mpa as shown in Figure (8), and the elastic modulus, ES, and the 
Poisson’s ratio are assumed to be 2×105 N/mm2 and 0.3 respectively [13].

Figure 7: Stress strain curve for steel reinforcing rebar Figure 8: Stress strain curve for the inner steel liner 
plate 

2.3. Used Model Elements from ANSYS® Library

2.3.1SOLID65 element 
The SOLID65 element is used for the 3D modelling of the RC wall and dome. The solid 

element is capable of cracking in tension and crushing in compression. The element is defined 
by eight nodes having three degrees of freedom at each node: translations in the nodal X, Y, 
and Z directions and the isotropic material properties. The element has one solid material and 
up to three rebar materials. The orientation of any rebar layer is defined by two angles in 
degrees from the element coordinate system [12]. The assumptions for the SOLID65 element 
include that the concrete material is homogenous and isotropic where cracking is permitted in 
three orthogonal directions at each integration point. 

2.3.2. SOLID45 element
The SOLID45 element is used for the 3D modeling for the inner steel liner plate. The 
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element is defined by eight nodes having three degrees of freedom at each node: translations 
in the nodal x, y, and z directions [12].  

2.4. Failure criteria of concrete 
The concrete material model predicts the failure of brittle materials. Both cracking and 

crushing failure modes are accounted for. The criterion for failure of concrete due to a multi 
axial stress state can be expressed in the form [14], [12]:

(10) 

Where:  
F = a function of the principal stress state (σxp, σyp, σzp).

S = failure surface expressed in terms of principal stresses and five input parameters ft, fc, fcb, f1

and f2 .

fc = uniaxial crushing strength .

σxp, σyp, σzp = principal stresses in principal directions. 

If Equation (10) is satisfied, the material will crack or crush. 

However, the failure surface can be specified with a minimum of two constants, ft and fc.
The other three constants default to [14]:

fcb =1.2 fc (11) 

f1=1.45 fc          (12) 

f2=1.725 fc        (13) 

These default values are valid only for stress states where the condition is satisfied. 

fc                                                                                                                                   (14) 

h=hydrostatic stress state = ( xp + yp+ zp)           
(15) 

Both the function F and the failure surface S are expressed in terms of principal stresses 
denoted as σ1, σ2, and σ3 where:  
σ1 =max (σxp, σyp, σzp)
σ3 =min (σxp, σyp, σzp)
and σ1 σ2 σ3. The failure of concrete is categorized into four domains:  

1. 0 σ1 σ2 σ3 (compression - compression - compression) 
2. σ1 0 σ2 σ3 (tensile - compression - compression) 
3. σ1 σ2 0 σ3 (tensile - tensile - compression) 
4. σ1 σ2 σ3   0      (tensile - tensile - tensile)  

3. ANALYSIS OF RESULTS
A full transient dynamic analysis was applied with considering a small displacement

transient response. The impact analysis is considered seven load steps in impact load-time 
curve as shown in Figure (5-a). The transient dynamic analysis requires two sets of initial 
conditions since the dynamic equations are of second order. The initial displacement, uo, and 
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initial velocity (ůo) are assumed to be zero. In addition, the initial accelerations (üo) are also 
assumed to be zero [5]. Furthermore, Damping was also included in the analysis through 
identifying the mass damping and stiffness damping. Thus, Rayleigh damping with 
coefficient =0 was applied to the model. The coefficient was reflected with a magnitude of 
3.0 for the RC and 0.1 for the structural steel such that the damping matrix, C, was identified 
from equation (16) [5].

C=αm+βK (16) 

The outer RC containment response under the impact load of an aeroplane Boeing 747-
200c was studied at different time instances. Figure (9) shows the deformation shape of the 
impact region at time 0.2sec. It was observed that the elements within the impact region 
deformed in the direction of loading, which generated significant large tensile stresses at the 
inner surface of steel liner plates, and compressive stresses at the outer surface of concrete. 
The maximum displacement was found to be 46.658mm in the region of impact at time 0.2 
sec. Meanwhile, other regions near the impact showed maximum displacements of 1.958 mm 
outside the containment as shown in Figure (10). 

Figure 9: Deformation shape of the containment at time 0.2 sec 

Figure 10: Displacement distribution of the containment at time 0.2 sec 
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The impact effect on the displacement of the RC containment 
The maximum displacement of the RC containment is at the impact region which reached a 

value of 46.658 mm. The displacement vanished at a distance of 16 m from the impact region 
along the circumference direction from right and left hand sides as shown in Figure (11).

Figure 11: Containment displacement with respect to distance from the impact region at time 0.2 second 

The impact effect on the velocity of the RC containment 
The velocity of the RC containment reached a value of 2.145 m/sec at the impact region. 

The velocity vanished at a distance of 16m from the impact region along the circumference 
direction from left and right hand sides as shown in Figure (12).

(a)- Velocity of the RC containment along the circumference (b) - Velocity distribution of the RC containment 

Figure 12: Velocity of the RC containment due to impact of an aeroplane Boeing 747-200c at time 0.2 second  

The impact effect on the acceleration of the RC containment 
The acceleration of the RC containment reached a value of 147.151 m/sec2 at the impact

region in direction of loading. The acceleration vanished at a distance of 18m from the impact 
region along the circumference direction as shown in Figure (13).
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(a)- Acceleration of the RC containment along the circumference (b)- Acceleration distribution of the RC 
containment  

Figure 13: Acceleration of containment with respect to distance away from impact region at time 0.2 second 

The impact effect on the cracks of the RC containment 
From the previous mentioned results, thus, the elements within the impact region were 

clearly crushed. In addition some tension cracks (flexure cracks) appeared at the bottom of the 
fixation of containment. In addition, shear cracks appeared far from the impact region as 
shown in Figure (14). The failure criterion for the concrete built in Ansys12 due to a multi-
axial stress state was used to identify cracks. This is the case where in a concrete element, 
cracking occurs when the principal tensile stress in any direction lies outside the failure 
surface. After cracking, the elastic modulus of the concrete element is set to zero in the 
direction parallel to the principal tensile stress direction. In addition, crushing would occur 
when all principal stresses are compressive and lies outside the failure surface. Consequently, 
the elastic modulus is set to zero in all directions, and the element effectively disappears [15],
[12]. It was observed that the RC containment remained fully intact after the impact of an 
aeroplane, and the damage region extended 34m from the impact region of aeroplane at both 
sides of the impact. The severe damage was clear in the impact region of the studied 
aeroplane.

Figure 14: Crack propagation within the RC containment 

The effect of different aeroplanes impact on RC containment 
The parameter used in this model is modeling the studied RC containment to be hit with 

4429



Mohamed I Elmasry, Nabil H ElAshkar and Mostafa Mohamed Hassan 

different aeroplanes such as Boeing (747-200c) at speed of 269 m/sec, Boeing (707-320) at 
speed 103 m/sec. This is in order to see the effects on the displacement of RC containment as 
shown in Figure (15 (a),(b),(c),(d)). The two aeroplanes impact varies according to velocity, 
mass and the size of the effective impact area. This effective impact area is calculated as the 
area of a circular with a diameter equal to the maximum fuselage diameter (maximum body 
diameter) of each aeroplane. 

The maximum displacement of RC containment reached a maximum value of 46.658mm 
on being hit with Boeing 747-200c in contrast to Boeing 707-320 where the displacement 
reached 38.299 mm as shown in Figure (15). It was observed that the displacement of the RC 
containment due to the impact of Boeing 747-200c was greater than the impact of Boeing 
707-320 by 17.91%. 

(a) Impact of Boeing 747-200c  (b) Impact of Boeing 707-320

(c) Impact of Boeing 747-200c  (d) Impact of Boeing 707-320

Figure 15: Displacement of RC containment due to impact of different aeroplanes at time of 0.2 second 
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The velocity of the RC containment reached a value of 2.145 m/sec due to impact of 
Boeing 747-200c at 0.2 second as shown in Figure (16 (a)). The velocity of the RC 
containment reached a value of 1.049 m/sec due to impact of Boeing 707-320 at 0.2 second as 
shown in Figure (16 (b)). It was observed that the velocity of the RC containment due to the 
impact of Boeing 747-200c was greater than the impact of Boeing 707-320 by 51.095%. 

(a) Impact of Boeing 747-200c  (b) Impact of Boeing 707-320

(c) Impact of Boeing 747-200c (d) Impact of Boeing 707-320

Figure 16: Velocity of RC containment due to impact of different aeroplanes at time of 0.2 second 

Furthermore, the acceleration of the RC containment reached a value of 147.151 m/s2 due
to the impact of Boeing 747-200c at 0.2 second as shown in Figure (17 (a)). In contrast, the 
acceleration of the RC containment reached a value of 32.471 m/s2 due to impact of Boeing
707-320 at 0.2 second as shown in Figure (17 (b)). It was observed that the acceleration of the 
RC containment due to the impact of Boeing 747-200c was greater than the impact of Boeing 
707-320 by 77.93%. 
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(a) Impact of Boeing 747-200c (b) Impact of Boeing 707-320 

(c) Impact of Boeing 747-200c (d) Impact of Boeing 707-320

Figure 17: Acceleration of RC containment due to impact of different aeroplanes at time of 0.2 second 

4. CONCLUSIONS AND RECOMMENDATIONS
The external RC containment is used as the case study designed according to ASCE 58.

The external RC containment structure is subjected to normal impact load of a Boeing 747-
200c aeroplane using the Riera method load time curve in order to see the response of the 
containment and to analyze the resulting deformations, displacements and shapes of cracks 
that would occur due to the impact of an aeroplane. The elements within the impact region 
showed locally damage indicated from displacement, velocity and acceleration. The 
maximum displacement, velocity and acceleration in direction of loading were 46.658 mm,
2.145 m/sec and147.151 m/sec2 respectively reached a maximum value within impact region
due to the impact load of an aeroplane Boeing 747-200c. From all the above results it was 
observed that locally damage has been occurred to the elements within the impact region only 
due to impact of an aeroplane Boeing 747-200C. It was observed that the displacement, 
velocity and acceleration of the RC containment due to the impact of Boeing 747-200c were 
greater than the impact of Boeing 707-320 by 17.91%, 51.095%, and 77.93% respectively. It 
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was observed that Boeing 747-200c aeroplane is more damaging than Boeing 707-320 
aeroplane. 
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Abstract. Increasing demands for high performance of vibration control drives the develop-
ment of nonlinear vibration control devices to overcome the limitations of traditional linear 
vibration control methods. A novel and compact X-structured mount (X-mount) with an 
oblique spring is designed and investigated in this paper which demonstrates beneficial non-
linear stiffness and damping, tunable payload and resonant frequency property, and a special 
enlarged quasi-zero-stiffness region, which thus lead to excellent vibration isolation perfor-
mance without instability or other strong nonlinear response such as jump phenomenon. The 
X-mount is designed, based on a bio-inspired X-shaped structure, and a special oblique 
spring is introduced which can effectively widen the working quasi-zero-stiffness range by 
employing negative stiffness due to a special contact stiffness. The oblique spring can also 
help to reduce the dynamic stiffness achieving an ultra-low natural frequency and broadband 
effective vibration isolation range. The mathematical modeling, theoretical analysis and ex-
periment results show the high performance of this X-mount, potentially providing a promis-
ing solution for vibration control in many engineering practices.
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INTRODUCTION 
Vibration generated by machines or other environmental sources are often troublesome 

and unavoidable. However, their influences on dynamical systems or structures can be sup-
pressed through properly designed vibration isolators. To achieve an effective vibration sup-
pression effect, the natural frequency of an isolation platform must be smaller compared with 
the excitation frequency. For the low-frequency vibration environment, this requirement can 
be achieved by using a soft spring/stiffness component, but this might sacrifice the static load-
ing capacity of the isolation platform. To conquer this intractable problem, some quasi-zero-
stiffness (QZS) vibration isolators are developed to achieve a low dynamic frequency and 
maintain the static loading capacity simultaneously [1-11]. A traditional QZS isolator consists 
of three springs, where the negative stiffness provided by the horizontal springs is designed to 
offset the positive stiffness from the vertical spring, thus quasi-zero-stiffness is achieved. 
While, QZS isolators could lead to unstable problems, e.g., jump phenomenon, multi-stable [8, 
11, 12]. Moreover, QZS isolators are limited in large vibration motion and very sensitive to 
the loading. Therefore, proper nonlinearity should be considered to avoid the strong nonlinear 
problems and the disadvantages mentioned above. For instance, the benefits of the applica-
tions of the geometric nonlinearity was summarized in Gatti et al [13] which may provide so-
lutions for the problems above. The applications of the QZS in shock isolation can be found 
in [9, 14, 15]. The methods of realizing negative stiffness and QZS inlcude horizontal spring 
[7, 10, 11, 16], buckled beams [14] or magnetic components [1, 17] and structures [2]. Anoth-
er important component for an isolation system is its damping. The limitation of the linear 
damping is that increasing the linear damping can suppress the resonant peak but will deterio-
rate the performance in higher frequencies. Therefore, nonlinear damping attracts attentions 
recently for the advantages. Among the nonlinear damping, the displacement-dependent 
damping shows advantages in both of the resonance and the high frequencies [18, 19].   

Recently, a bio-inspired structure called X-shaped or limb-like structure (LLS) attracted 
many attentions due to the beneficially nonlinear stiffness and damping properties, and could 
be conveniently designed for many engineering applications [6, 12, 20-26], which presents an 
alternative and totally new approach for creating QZS or negative stiffness with only simple 
bio-inspired structure design. Based on this X-shaped structure, an innovative X-mount is thus 
proposed in this paper. This X-mount is optimally designed with a special oblique spring 
which can reduce the equivalent stiffness before contact and achieve a wider QZS range when 
the contact happens. This contact stiffness can contribute to remove/offset the negative stiff-
ness after the zero-stiffness point, and the combination effect enhances the system isolation 
performance with an obviously enlarged QZS range. In addition, the obliqueness of this 
spring can be used for reducing the system stiffness further to achieve an ultra-low natural 
frequency and broadband effective isolation range. Experimental validation is conducted, to-
gether with theoretical analysis to verify the effectiveness of the proposed method.

1 MATHEMATICAL MODELLING

1.1 Static force 
The X-mount is presented in Fig. 1 with specification of the structural parameters. The 

structural parameters are defined as: L is the length of the rod, is the initial assembly angle, 
n is the number of the layer, M is the isolated mass and K is the stiffness of the spring. z-axis 
is the vertical direction and x-axis is the horizontal direction, is the rotational angle of the 
rod, is the relative displacement in the horizontal direction, is the total relative dis-
placement in vertical direction. By changing , the initial angle between the oblique spring 
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and the horizontal plane can be adjusted correspondingly. Introducing to describe the 
oblique level of the spring. is the original length of the spring and is the tension length of 
the spring. is the deformation length. 

Figure 1: X-mount with an oblique spring 

The variable , and can be obtained as 
(1)

(2)

(3)

And other parameters are defined as

(4)

(5)

As shown in Fig. 2(a), the static force before the contact can be obtained as 
(6)

Figure 2: The loading process 

And the parameters after contact are defined as follows: 
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(7)

(8)

Where the relative spring forces and geometric angles are defined as 

, , (9)

, (10)

The static force after the contact can be obtained as

(11)

The whole loading process can be combined and written as a piecewise function: 

(12)

1.2 Dynamic model 
By utilizing the Lagrange equation, the dimensionless dynamic equation of the X-mount 

can be written as follows

(13)

Where in the nonlinear damping ratio which can be found in [20] and the piecewise 
stiffness can be written as 

(14)

And the stiffness before contact and after contact can be obtained as 

,

(15)

2 ANALYSIS RESULTS 

2.1 Optimal working position 

(a) (b) (c) 

Figure 4: Optimal working position analysis: (a) static force curve with horizontal spring, (b) static force 

4437



curve with oblique spring and the contact stiffness, (c) the relative isolation performance 

In Fig 4, the parameters are set as K=10000, M=10, A=0.005, L=0.1, , n=2, 
, , . Fig. 4(a) shows the static force of the X-mount with a horizontal 

spring which has a very limited QZS zone. While, with the oblique spring and the contact 
stiffness in Fig. 4(b), the negative stiffness can be offset effectively by the vertical positive 
stiffness due to the contact, and the X-mount can maintain the QZS in a considerable wide 
range. In the Fig. 4(c), the displacement transmissibility curves are obtained with three work-
ing positions: A, B and C. The result shows the X-mount in the optimal working position C
(working angle is 0.314) has the best vibration isolation performance: wider isolation fre-
quency range and smaller transmissibility value in the resonance. Both are desirable proper-
ties for vibration isolation.

2.1 Comparison with benchmark QZS isolator 

Figure 5: Comparison result of the X-mount, linear isolator and benchmark QZS isolator 

The comparison results are shown in Fig. 5. Three models are evaluated and compared:
the linear isolator with the linear stiffness and damping, the benchmark QZS isolator and the 
X-mount. The advantages of the X-shaped systems are obvious. Firstly, compared with the 
linear isolator and the QZS, the X-mount shows great suppression effect on the resonant peak 
and the widest isolation frequency range. The QZS isolator can only be effective when the 
excitation frequency is larger than unstable frequencies. Most importantly, the X-mount has 
superior stability compared with the QZS isolator. In the ultra-low frequencies, the QZS isola-
tor appears the multi-steady states and the jump phenomenon which are very dangerous for 
the application. This unstable state demonstrates the QZS has strong nonlinear property which 
is sensitive to the initial conditions and the perturbation and leads to the system unsafe in 
these jump frequency range. While, the X-mount shows a very week nonlinear property which 
is more stable. 

3. EXPERIMENTAL VALIDATION
The experimental setup is shown in Fig. 6(a), the whole X-mount has two layers (n=2) 

with rod length L=0.075m. An oblique spring with stiffness coefficient K=2300 N
y

is in-
stalled in the bottom of the X-mount.  

In Fig. 6(b), position A is the initial working angle, position B is the situation when the 
loading increased to 3N, position C (without contact) is the optimal working position with 
loading of 5.5N. When the loading continues increasing to 5.6 N, the system reaches to posi-
tion D (with contact) which is also in the QZS range. In Fig. 7(c), it is clear the resonant fre-
quency shifts to the lower frequency range as the working position is tuned from the initial 
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position A to the optimal positions (C and D). With the working position C and D, the X-
mount has an ultra-low resonant frequency around 1Hz and the transmissibility peak decreas-
es as well. In both positions C and D, the X-mount has ultra-low resonant frequencies and ex-
cellent isolation transmissibility performances which effectively confirmed the effectiveness 
of the enlarged QZS range. Without the special designed oblique spring and the contact stiff-
ness, the QZS range is very narrow and position D will not exist. 

Figure 6. Working position influence: (a)experimental setup, (b) static force curves, (c) transmissibility. 

4. CONCLUSIONS
A novel and compact X-mount are designed and investigated in this paper. This X-mount 

demonstrates beneficial nonlinearities (stiffness and damping), tunable payload and resonant
frequency property, and excellent isolation performance with enhanced QZS effect. More 
specially, the QZS range of this X-mount can be effectively enlarged with a special designed 
oblique spring via the combination effect of the negative stiffness and the contact stiffness.
The X-mount has desirably weak nonlinearities which can achieve superior isolation perfor-
mance (lower resonant amplitude and wider isolation frequency range) and maintain the sta-
bility without the dangerous nonlinear problems, e.g., instability, bifurcation, jump 
phenomenon and chaos. Therefore, this novel X-mount provides a promising solution for the 
vibration control and could be conveniently applied in a wide range of engineering practice.  
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Abstract. The ship hull vibration has a great impact on the performance, safety of the devices, 
structures and the sailor's comfort when working on the ship. With increases in ship sizes and 
speeds, shipboard vibration becomes a significant concern in the design and construction of 
ships. Therefore, designing a ship without any excessive vibration is an important issue and 
should be studied through analysis right in the design phase. To ensure minimum vibration in 
a proposed new design; avoid damage to structures, machinery or equipment (mechanically 
suitable); meeting the requirements of the crew's living environment and working conditions. 
The ship's natural and forced vibrations are determined to right from the design stage, which 
will help ship designers and structures avoid dangerous resonance areas. In the study, a finite 
element model representing the entire ship hull, including the deckhouse and machinery pro-
pulsion system, has been developed using commercial software for vibration analyses of the 
container ships. The basic elements of a hull vibration system include basic mass, elastic 
properties as well as damping and exciting forces. In order to control or limit the vibration 
response, it is necessary to modify the mass and/or elastic properties; by increasing damping; 
reducing excitation forces or changing the excitation frequency. Increasing damping may be 
useful in solutions to local structural vibration problems and in some machine and equipment 
problems but not as a practical solution to reduce hull vibration. The influence of different 
modeling methods on the obtained calculation results was investigated. The impact of various 
operating parameters on the vibration level was also analyzed. In particular, the impact of 
modelling methods, added water mass, loading conditions and sources of excitations, was 
taken into account. The results are compared with some empirical formulas. As a result, the 
calculation confidence level was estimated. The calculation results have been verified by 
comparison with measurement tests carried out on the real ship. 
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1 INTRODUCTION 
Seagoing ships, particularly those equipped with slow-speed diesel engines, are exposed to 

excessive vibration of the ship’s superstructure and hull [1, 2]. Ship’s hull vibrations have a 
major impact on navigation safety. They have an impact on the marine structures and equip-
ment reliability and on the comfort of maritime crews, which is also connected with naviga-
tion safety. In most cases, two main systems of the ship are distinguished: the ship’s hull 
(with superstructure and main engine body) and the power transmission system (crankshaft, 
main engine shafting, propeller), as shown in figure 1. The ship’s adverse dynamic character-
istics are very difficult to change once it is built. Therefore, it is very important to correctly 
determine the expected vibration levels when designing units. All global classification socie-
ties require reliable computational analyses (often verified by measurement tests) of dynamic 
characteristics of the ship’s propulsion system and of the propulsion system influence on the 
seagoing ship’s hull and superstructure vibration levels.

Figure 1: Interactions between the ship's hull and propulsion system through boundary conditions. 

Mainly, the power transmission system [3, 4, 5] induces the forces that excite significant 
vibrations. Environmental impact functions are less important because they do not generate 
continuous vibration. The purpose of the presented analyses is to identify the main forces, 
which excite the ship’s superstructure and hull vibrations, to test their effects on vibration lev-
els, and to verify the assumptions of the computational methodology. The numerical calcula-
tions results have been verified by comparison with the measurement tests.  

2 BASIC ASSUMPTIONS 
As already mentioned, only propeller excitations and engine excitations will be considered. 

The rotating propeller is generating six variable components, generalized hydrodynamic forc-
es and a variable field of pressures induced over the propeller on the ship’s deck transom. The 
variable total pressure head causes uncoupled longitudinal vibrations of the power transmis-
sion system (main engine shafting + crankshaft), which generate dynamic reactions of the 
thrust bearing. Transverse hydrodynamic forces generate flexural vibrations of the main en-

4442



Lech Murawski, Do Van Doan 

gine shafting that result in variable reactions of the radial bearings: the stern bearing and the 
intermediate bearings. On the other hand, the main engine, and in particular the variable, radi-
al mass and gas forces (from piston-crank system), are the source of unbalanced forces and 
moments of the main engine. In general, these are also six components: three forces and three 
force moments. Forces and moments are partially compensated by the correct ignition order 
choice in the engine cylinders. However, usually not all of them: for selected harmonic com-
ponents, generalized forcing forces may be non-zero. On the other hand, variable forces cause 
torsional vibration of the power transmission system. Torsional vibration causes deformation 
of the crankshaft inside crank, which leads to coupled longitudinal vibrations. Such vibrations 
are another source of variable thrust bearing reactions. 

A list of basic forces exciting vibrations of the hull and superstructure [4, 6, 7] of a ship 
equipped with a low-speed engine directly driving the propeller is given in figure 2. Drive dy-
namics analysis is necessary to determine hull vibration correctly; nevertheless, the power 
transmission system vibration analysis requires knowledge of the boundary conditions, i.e. the 
hull’s stiffness dynamic characteristics. The couplings between the hull and the drive shall be 
taken into account in any detailed analysis of ship’s vibrations. 

Figure 2: Forces exciting the ship’s hull and superstructure vibration. 

The dynamic forces indicated schematically in figure 4.25 have the following meanings: 
1. pressure pulses induced on the ship’s deck transom by the propeller;
2. longitudinal hydrodynamic forces exciting uncoupled longitudinal vibrations of the

power transmission system and, consequently, variable reactions of the thrust bearing;
3. transversal hydrodynamic forces and moments causing flexural vibrations of the main

engine shafting and, consequently, variable reactions of the transversal radial bearings
(stern bearings and intermediate bearings);

4. dynamic reactions of the thrust bearing from coupled longitudinal vibrations of the pow-
er transmission system;

5. unbalanced moments (and, possibly, forces) of the main engine coming from the radial
gas and mass forces of the piston-crank system.

In the present paper, only the steady-state vibrations, i.e. the ship’s vibrations, will be ana-
lysed; when all machinery and equipment are operating under the steady operating conditions 
(constant power and rotational speed). It is assumed that any operation disturbance is small 
compared to the fixed size. In this case, the mathematical model can be brought into a series 
of linear differential equations with fixed parameters. The constant and set parameters are 
both mass and mass moment of inertia, as well as rotational speed, power (moment), forcing 
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frequency, etc. In addition, in typical marine structures, the vibration damping has a negligible 
effect on the natural vibrations frequency. In such a case, the finite element method (FEM) 
that the author uses, applies relatively simple methods of solutions. Therefore, the number of 
elements (of differential equations) can be very large; the analysed models can be detailed.  

The container ship were analysed in the work: a medium-sized, with a capacity of approx-
imately 2700 TEU (standard containers). The ship's length is equal to 207 m, main engine 
(MAN B&W 8S70MC-C) power: about 25 thousand kW, nominal rotational speed: 91 rpm, 
and the five-blades propeller. The FEM model for the ship are shown in figure 3.  

Figure 3: FEM model of a 2700 TEU container ship. 

3 NATURAL VIBRATIONS 
Free vibrations allow a qualitative assessment of the ship’s excessive vibration risk [8]. For 

example, the position of the ship’s hull beam vibration nodes (relative to the position of the 
main engine) makes it possible to decide on the purchase of the main engine balancing devic-
es (stern and/or bow balancer). The comparison of the forcing frequency with the free vibra-
tion frequency of the ship’s superstructure allows, yet at the stage of the initial design, to 
make major structural changes in order to avoid excessive vibrations. For example, low-
frequency vibrations of the main engine body may prove its foundation poor or the double 
bottom too susceptible in the engine room area. When analysing the ship’s natural vibration, 
we can distinguish:  

global vibrations (vertical, horizontal, torsional) of the hull beam,
main engine body vibrations,
ship’s superstructure vibrations,
local vibration of decks and other structural elements of the hull.

All of the above types of vibration can be coupled. Figure 4 shows examples of global hull 
beam vibrations. These are vertical and torsional vibration forms with frequencies from 1.6 to 
4.6 Hz. Most often, the “beam-type” forms of the ship’s hull free vibrations are benign due to 
their very low frequencies. They are usually outside the range of the forcing frequency gener-
ated by the drive. At a rated speed of 91 rpm, the basic forcing frequency of the 8-cylinder 
engine is of 12.1 Hz and the basic excitations frequency of 5-blade propeller is of 7.6 Hz. The 
ship’s hull is an example of typical superresonant vibrations with a big offset. Of course, the 
forcing frequency may be similar to the higher forms of the ship’s hull beam free vibrations. 
For this reason, at least the first dozen free vibration forms should be taken into account when 
analysing global vibration of ships.  
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Figure 4: Global natural vibrations of 2700 TEU container ship. 

Ship’s superstructure vibrations are the most important. They are often coupled with the 
vibrations of the ship’s hull and main engine. Figure 5a shows the forms of the discussed 
ships’ superstructure free vibrations. The main engine body vibrations are also important for 
two reasons. When excessive, they can be dangerous to the engine reliability, but they can 
also be a source of forcing other marine structures and equipment. Figure 5b shows the trans-
versal form of the 2700 TEU container ship main engine body natural vibrations. 

Figure 5: Superstructure and main engine body vibrations of the container ship. 

Good consistency between vibration measurements and calculation results is particularly 
difficult to obtain in marine conditions [4, 9]. Many important design decisions depend on the 
results of the computational analyses. The reliability and the distribution of the vibration cal-
culation results are a fundamental question in numerical analyses of complex structures. Free 
vibrations depend only on the stiffness and mass distribution (the damping effect is negligi-
ble). Therefore, the confidence level of the free vibration calculation is relatively high. How-
ever, the actual level of the forced amplitude may significantly differ from that resulting from 
the computational analyses. This is due, among others, to poor knowledge of the size of the 
structural damping in marine conditions. There are no good methods for calculating the damp-
ing.  

The mass matrix is affected by the ship’s performance characteristics. The effect of the 
ship’s loading state on its frequencies and the free vibration forms was examined. The im-
portance of taking into account the masses of associated water that accompanies the hull vi-
brations was also assessed. If the associated water phenomenon is taken into account, the free 
vibration frequencies are reduced. The natural vibration frequency decreases by approximate-
ly 25%, when the hull wetness is taken into account. This applies mainly to vertical forms 
with a small number of vibration nodes. The more vibration nodes, the less impact of the as-
sociated water. For example, the frequency drop for the 6-node vibration form is of 16%. The 
hull wetting effect on horizontal vibration is also slightly less, not more than 20%. The addi-
tion of the associated water mass also changes the order of the free vibration form occurrence. 
The effect of the added water on the vibrations of the superstructure and main engine is much 
lower, it does not exceed 6%. This is because neither the superstructure nor the engine body is 
directly wetted. This impact is so small that it is acceptable not to include the associated water 
in analyses focused on these ship’s elements. 
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The effects of cargo condition changes on the free vibration frequencies of both ships are 
also analysed. As we would expect, the ship’s cargo (ballast state -> design cargo state) re-
duces the hull free vibration frequency. The measured vibration amplitude levels, which are 
normally checked once a ship is built, during marine tests (ballast condition), may significant-
ly differ from the operational ones (cargo condition). It may be possible to eliminate the ex-
cessive vibrations in the superstructure by adding a large effective mass, e.g. by filling a space 
located high up in the superstructure with sand. 

Before calculating forced vibrations, it is necessary to decide on the calculation method. 
There are two main methods: direct integration and modal superposition. The most common 
method is the modal superposition of free vibration. In this method, the free vibration forms 
are added together in an appropriate manner. In this case, we should verify the assumption of 
the number of free vibration forms included in the summation to forced vibrations. The im-
pact of the quantities of free vibration forms taken into account was verified by analysing the 
results of the 2700 TEU container ship analyses. Given the nominal speed of the power trans-
fer system (91 rpm) and the fact that the fifth and the eighth harmonic components are the 
basic forcing force components (number of propeller blades and number of engine cylinders), 
a maximum frequency of the main forcing forces can be determined at 8 and 12 Hz. The focus 
was on propeller excitations. For this reason, the key range of excitations is from 0 to 7.6 Hz. 
A number of variants of forced vibration calculations were carried out, taking into account the 
different number of free vibration forms. Calculation variants with the following number of 
free vibration forms included were adopted, from 10 modes (up to 7 Hz - all basic forms of 
hull and superstructure free vibration forms) to 150 modes (up to 20 Hz - forms with frequen-
cies up to 2.5 times the frequency of the propeller excitations). Figure 6 shows the longitudi-
nal amplitudes of the vibration velocity of the main engine body (MEF—heads on the bow 
side), the hull in the deck transom area (DTR), and the top of the superstructure (STL—bridge 
wing), depending on the number of free vibration forms taken into account.  

Figure 6: Amplitude of the longitudinal forced vibration velocity depending on the number of natural vibration 
modes considered. 

We should note that if there are not enough free vibration forms to be taken into account, 
even forced vibration forms might be wrong. For example, the amplitude of the main engine 
heads longitudinal vibrations, which are more than twice the amplitude of the deck transom. If 
the free vibration frequency range is from 0 to 9 Hz (20 forms), the calculation results indicate 
that the heads vibration amplitude is four times less (!) than the deck transom amplitude. Also, 
the shape of the resonance curves can be changed at an insufficient number of free vibration 
forms considered. When using the modal superposition method, the band of the free vibration 
frequencies to be determined should be at least twice as wide as the forcing frequency band so 
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that the results of the vibration amplitude (velocity) calculations are correct. Forced vibration 
phases are less sensitive to the number of determined forms of natural vibration. In specific 
cases, for drives with high-frequency excitations (medium-velocity engines), it is admissible 
to extend the frequency range of forced vibrations 1.5 times when determining the essential of 
free vibration forms. In the considered case, taking into account the first 70 free vibration 
forms (up to 16 Hz) is sufficient. 

4 FORCED VIBRATIONS 
When calculating the analysed model forced vibrations, the damping matrix must be speci-

fied. Damping depends on a large number of factors. The damping is greatly affected by the 
structure wetting with seawater. It is very difficult to precisely define the damping; practically, 
it is possible only using experiments. Its values can be found in numerous publications [3, 9]. 
For steel welded structures, the author believes that vibration increase factor of 20–25 is a 
good approximation. However, it is very important to verify the calculation analyses using 
correctly performed measurement tests.  

When analysing the hull and superstructure dynamics, two main sources of forcing are to 
be taken into account: from the propeller and from the main engine [3, 5]. The vibration am-
plitudes (forcing forces) summation must take into account the time history phase angles be-
tween propeller' blades and engine's cranks. In the case of excitations induced by the propeller, 
the dominant force is the harmonic component associated with the number of propeller blades 
(for the concerned ship, the 5th component). Engine excitations are represented by a whole 
spectrum of harmonic components, the most dangerous of which is related to the number of 
engine cylinders. Power systems with the same number of propeller blades and engine cylin-
ders should not be used in shipbuilding because of the high risk of excessive vibration due to 
the summation of identical harmonic components. However, even for different numbers of 
cylinders and propeller blades, harmonic components summation may be unfavourable, as 
marine low-velocity engines have high collateral harmonic components. For the analysed 8-
cylinder engine, the 5th harmonic component is significant. As it has already been stressed, 
the vibration phases caused by the propeller depend on its blades position, while the vibration 
phases caused by the main engine depend on the crankshaft crank position. For these reasons, 
the angular mutual alignment of the propeller and crankshaft may significantly affect the su-
perstructure vibrations level [5].

When minimising vibrations, the selected point vibration amplitude and phase must be de-
termined first, for both sources of excitations. For the main engine excitations, the vibrations 
caused by the coupled longitudinal vibrations and the vibrations caused by the main engine 
unbalanced moments are to be added together. Propeller excitations consist of water pressure 
pulses on the deck transom and of forces induced by drive uncoupled longitudinal vibrations 
and of the main engine shafting flexural vibrations. Only the 5th harmonic component will be 
considered in this analysis, as the principal propeller excitations are of the fifth order, and on-
ly the same order vibrations can be vectorially added. Figure 7 summarise the longitudinal 
vibrations levels of the superstructure bridge wing, produced by the propeller and main engine. 
Summary results by excitations type are presented.  
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Figure 7: Vibration velocity amplitudes for the container ship in the longitudinal direction on the bridge wing, 
excited by the propeller and main engine. 

Since the total vibrations from the propeller and main engine have similar amplitude levels, 
it is possible to minimise the vibration by changing the propeller and crankshaft crank angular 
position. Each vibration direction and each drive rotational speed can be minimised. The ad-
mitted optimum angle (the propeller blade optimal translation angle in relation to the first 
crankshaft crank) is =-20.3 , it gives a minimum level of superstructure longitudinal vibra-
tions at the nominal engine rotational speed. In reality, the propeller and the crankshaft rela-
tive angular position are very often random. Therefore, the distribution of calculation results 
compared to the measurement tests can be significant. Figure 8 shows the size of distribution, 
i.e. errors which may result from the accidental propeller and crankshaft phasing for the 5th

harmonic component. The reference level is the average of the expected vibration amplitudes.  

Figure 8: Expected vibration amplitude result distribution of the 5th harmonic component, for the 2700 TEU 
container ship's variable propeller and engine phasing. 

During measurements, total vibrations from all harmonic components are measured and 
standardised. At rated rotations, the expected 5th harmonic component results distribution is
about 60%. However, the total vibration amplitudes distribution will be smaller. The differ-
ence in the 5th harmonic results is to be multiplied by its percentage in the total vibration. It
was assumed that the propeller has one dominant harmonic component, i.e. the first blade (5th 
harmonic).  

The measurement tests of the 2700 TEU container has been performed. A comparison of 
the results of calculations with the results of measuring tests is shown in figure 9. As the 
measurements results normally give the values of vibration velocity effective amplitude, the 
calculation analyses results have been recalculated accordingly. The comparison was present-
ed for the most important hull reference points: the superstructure bridge wing.  
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Figure 9: Measurement and calculation verification of the superstructure bridge wing vibrations, 
for the 2700 TEU container ship, in ballast condition 

The presented measurement and calculation verification fully confirmed the validity of the 
assumptions made and of the used calculation methods. The consistency between the meas-
urement tests and the numerical calculations is highly satisfactory, in the light of the analyses 
carried out for the expected dispersions and errors in the numerical modelling of a physical 
object, the hull. 

5 CONCLUSIONS 
The main engine meaning (in comparison to propeller) varies with its rotational speed, 

with ship cargo state and the direction of the vibrations to be considered. Therefore, it is im-
possible to eliminate ships vibrations to levels not noticeable by the crew and passengers. Due 
to the complexity of the ship structures vibration phenomenon, it is also difficult to reduce 
them effectively, especially after the ship has been built. For this reason, in-depth calculation 
analyses of the ship dynamics are extremely important at the design stage. However, it is im-
portant to be aware of the inevitable calculation results dispersion (and of measurement tests, 
also).  

Based on the performed analyses, it can be concluded that resonant frequencies should be 
provided for in calculations with good accuracy. However, even correctly performed calcula-
tions of vibration amplitudes may significantly differ from the amplitudes obtained by meas-
urement tests. It should be stressed that measurements, especially those carried out in marine 
conditions, are also subject to a number of significant errors and dispersions. 
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EVALUATION OF A PUSHOVER PROCEDURE FOR ASYMMETRIC 
R/C BUILDINGS WITH VARIOUS TORSIONAL PROPERTIES  

Grigorios E. Manoukas , and Asimina M. Athanatopoulou  

Keywords:

Abstract. In the present paper a recently developed multimode pushover procedure is evalu-
ated for asymmetric systems with various torsional properties. The procedure is applicable to 
asymmetric in plan buildings under concurrent action of two horizontal seismic components 
and its main advantage is that it does not require independent analysis in two orthogonal di-
rections. Thus, the use of simplified directional combination formulae, which is not valid in 
the nonlinear range, is avoided. The preliminary evaluation of the proposed methodology led 
to quite satisfactory results. However, the studies conducted up to date are limited to ‘tor-
sionally stiff’ buildings. Hence, in the present study the procedure is applied to ‘torsionally 
similarly stiff’ and ‘torsionally flexible’ systems too. In particular, a set of nine reinforced 
concrete buildings are analyzed for 20 earthquake excitations. The values of selected re-
sponse quantities are compared to those resulting from a conventional pushover analysis var-
iant as well as from nonlinear dynamic analysis. The whole evaluation study leads to the 
derivation of useful conclusions. 
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2 SUMMARY OF THE PROCEDURE 
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3 EVALUATION STUDY 

3.1 Structural modeling and design 
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3.2 Ground motions 

3.3 Analysis process 
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Abstract. This paper presents structural analyses and optimization of a student’s CubeSat
project to be launched in a lower thermosphere orbit. The static and dynamic responses of the
primary and secondary structures are simulated, using ANSYS Finite Element Software, being
subjected to the mechanical environments of two candidate launchers. The mass of the primary
structure is optimized subject to quasi-static loading, during launching phase, given certain
constraints on the strength and stiffness imposed by the P-POD provider and the candidate
launchers. In addition, random base excitation response, and hence fatigue life estimation,
are performed in order to ensure that the primary and secondary structures will safely survive
the launching phase. Finally, the structural response of some selected subsystems, modeled
in detail and simulated individually, are compared with their lumped mass approximations,
which are simulated as part of the whole CubeSat, in order to investigate the outcome of such
approximations.
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1 INTRODUCTION

The CubeSat is a modular pico-class-satellites which are early-developed by the Space Sys-

tems Design Laboratory at Stanford University. The simplest standardized solution is the 1-Unit

CubeSat, a cube-shaped satellite with 100x100x100 mm dimensions and a weight of up to 1,33

kg. This category of satellites, though encapsulated in an Orbital Deployer (P-POD), devel-

oped by California Polytechnic State University, is launched as a secondary payload. CubeSat

missions are among the most enticing and advanced categories in the space industry, because a

cluster of such pico-satellites may easily replace a large cluster. When testing new components

and applications, CubeSat missions have proved useful for space-qualified use in future. In

addition, these uniform pico-satellites made the university’s space technology readily available

as a subject in undergraduate and postgraduate programs, where they were originally started.

Ampatzoglou et al. [1] designed and tested a 2U nanosatellite, to be launched and working

in the lower thermosphere. They developed a hybrid subsystem based on both aluminum and

composite materials, fulfilling all design and test requirements and successfully launched into

orbit, proving the feasibility of the new design. Barsoum et al. [2] presented hands on expe-

rience of the configuration process and strength analyses of a student’s CubeSat project. They

preformed static and random vibration analysis, and fatigue life analysis in order to the primary

structure will safely mechanical environment design will survive the mechanical environments

launched safely. Eiswy et al. [3] presented the overall design process of the structure subsystem

of 1-U CubeSat mission. they implemented the static and modal analysis using finite element

method. Raviprasad et al. [4] they provided the modal, harmonic and random vibration anal-

ysis of the nano-satellite mission and findings were compared with the standard mechanical

specifications of the CubeSat and launch vehicle providers. Oh et al. [5] introduced a CubeSat

mission structure concept, based on the 1U Model, developed by the Chosun University Space

Technology Synthesis Laboratory. Furthermore, the validity of their proposed design was in-

vestigated through quasi-static and modal analysis. Swartwout [6] Submitted a comprehensive

review of the first one hundred CubeSat missions, together with an on-orbit performance assess-

ment while classifying missions by size, origin and mission life. It was found that many design

and deployment defects, while correctable, still haunt the CubeSat missions at the university.

Furthermore, for this type of missions the P-POD launch container, not the CubeSat model, has

proven to be the true supporting technology. Alminde et al. [7] Addressed the educational value

of the CubeSat university projects by explaining the overall architecture of the AAU-CubeSat

university project launched in space on 30 June 2003. Results from the operation phase were

presented, suggesting further work on pico-satellite designs. Noca et al. [8] presented the

project organization, mission and satellite description of their first pico-satellite project, Swiss-

Cube, developed at the Federal Institute of Technology Space Center in Lausanne. Technical

and programmatic lessons were discussed, since the main objective of this project was to pro-

vide practical experience of the entire cycle of satellite production. Cote et al. [9] outlined

the power, propulsion, and structure subsystems of Worcester Polytechnic Institute’s initial en-

deavor to experiment a CubeSat. Each of the three subsystems teams managed to design and

specify a baseline set of components for their subsystem and to perform rudimentary testing.

Castello [10] built a MATLAB toolbox to help CubeSat developers understand the limitations

of CubeSat, automate their systems, and decrease design development time while meeting ini-

tial requirements. Cghan [11] the design analysis of the structure and mechanisms subsystem of

their second CubeSat project at the Technical University of Istanbul. Two separate designs were

proposed, and the final selection was based on certain target performance parameters. Bürger
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et al. [12] Presented static and modal analysis of the structure subsystem of a CubeSat project

developed at the Brazilian Aeronautics Technology Institute. Arroyave et al. [13] proposed

a design protocol that would help in meeting the unique structural specifications of CubeSat

missions. In addition, they evaluated the static and dynamic behaviour of some case studies

by performing static, modal, harmonic, and random vibration analyses, subject to special me-

chanical load conditions. The current work presents structural analyses and optimization of a

student’s CubeSat project to be launched in a lower thermosphere orbit. The static and dynamic

responses of the primary and secondary structures are simulated, using ANSYS Finite Element

Software, being subjected to the mechanical environments of two candidate launchers. The

mass of the primary structure is optimized subject to static and natural frequency constraints,In

addition, random base vibration response, and hence fatigue life are performed in order to en-

sure that the primary and secondary structures will safely survive the launching phase. Finally,

the structural response of some selected subsystems, modeled in detail and simulated individu-

ally, and compared with their lumped mass approximations, which are simulated as part of the

whole CubeSat, in order to investigate the outcome of such approximations.

2 MODEL OVERVIEW

The current pico-satellite project is a 1-U CubeSat, made for earth observation purposes and

is based on commercial of the shelf (COTS) components[18][19]. The primary structure is

assembled by four corner rails connected, by stainless steel screws, to four side panels made

of Aluminum 6061-T6. Inside the enclosure, four spacer rods, made of brass, where installed

to support the Printed Circuit Boards (PCBs) of the different satellite subsystems. Inside the

structure, the following components are placed from top to bottom. An optical earth observation

camera is installed at the top with its lens penetrating from the top cover. A Communication

(COMM) system board responsible for the communication between the CubeSat and the ground

station. An On-Board Computer (OBC) board that controls the CubSat based on the commands

incoming from the ground station. An Attitude and Directional Control (ADC) unit responsible

for the positioning and orientation of the Cubesat. Lastly, an Electrical Power Supply (EPS)

unit that powers the CubeSat circuitry. The initial proposed mass budget of the CubeSat, before

the optimization, is 1.076 Kg namely: the structure mass 360 g, camera mass 210 g, COMM

mass 75 g, OBC mass 75 g, ADC mass 156 g and EPS including its batteries 200 g. Two

CubeSat models were investigated throughout the current work; the first one is based on a

detailed configuration of the interior and the second one is based on lumped mass representation

of the PCBs. Figure 1 shows the proposed detailed layout of the CubeSat with and without the

side panels.
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Figure 1: Layout of the proposed primary structure with(left) and without(right) side panels

3 RESULT AND DISCUSSION

3.1 Static analysis of the Assembly

All the analyses presented, hereinafter, are intended to check the static and dynamic be-

haviour, of the current proposed CubeSat primary structure and its PCBS, in response to the

mechanical environment of Soyuz and Dnepr as two candidate launchers. The static response

of the satellite structures is simulated while being exposed to a quasi-static acceleration of 13g

in the X, Y and Z directions simultaneously. The primary structure is assumed to be clamped

through the whole length of the rails [1]. Figures 2 and 3 show the distributions of the equiv-

alent stress and total deformations, respectively, of the lumped mass model. It is shown that

the structure experiences maximum stress of 18.786 MPa which is fairly safe in terms of yield

stress when compared to the 276 MPa which is the yield stress of the aluminum 6061-T6 and it

is seen in Figure 3 that the structure responds with a maximum value of total deflection equals

0.1501 mm which is found very acceptable in terms of the static deflection interference of the

different components of the satellite as per the interior static envelop of the proposed configura-

tion. However, for the detailed model shown Figure 4, the equivalent stress increased to 43.127

MPa and the total deformation 0.021066 mm as shown in Figure 5. Taking a closer look at the

detailed model, the maximum stress value appeared to be at the pins of the COMM board where

these pins are absent in the lumped mass model.
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Figure 2: Equivalent Von-Mises stress lumped mass model

Figure 3: Total Deformation in lumped mass model

Figure 4: Equivalent Von-Mises stress in fully detailed model
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Figure 5. Total Deformation in fully detailed model

3.2 Modal Analysis

Modal analysis was conducted on both, lumped mass and detailed models, for the first six

mode shapes as shown in Table 1. It is shown in the results that the first natural frequency of

the lumped mass model is 199.81 Hz while in the detailed model the value jumped high to be

562.52 Hz which can be attributed to the more even distribution of the masses on each printed

circuit board compared to the lumped mass modeling. The fundamental frequency of both

models were found above the lower threshold value of 100 Hz specified by launcher providers.

Mode Natural Frequencies [Hz]

Detailed Lumped mass

1 562.52 199.81

2 609.68 292.36

3 702.01 304.37

4 785.64 537.79

5 843.19 683.27

6 859.68 686.14

Table 1: Natural frequencies for detailed and lumped mass models
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3.3 Static Structural and Modal analyses of PCBs

This section presents the quasi-static response and natural frequencies of each subsystem

PCB analyzed separately. There are four commonly used in most CubeSat missions namely:

COMM, OBC, ADC and EPS. All of the PCBs are simulated assuming that they are supported

from their corner holes. Table 2 shows the static analysis on the COMM board yielding the

highest stress value when compared to other PCBs with a value of 50.5 MPa, which is almost

similar to the maximum of 43.127 MPa displayed in the analysis of the detailed model and a

total deformation of 0.02 mm. Figure 6 shows the maximum stress at the pins of the COMM

board same as at the detailed model. In addition, the first mode shape in the detailed model

appeared at the COMM board at 562.52 Hz which is approximately the same as the first mode

shape of the COMM board which was analyzed separately.

Figure 6: Quasi-static response of COMM PCB: Stress and deformation

Analysis Value

Von-Mises Stress 50.506 [MPa]

Total Deformation 0.021361 [mm]

Safety Factor 5.5

Table 2: Quasi-static response of COMM PCB
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3.4 Optimization

The Objective of the optimization was to minimize the mass of the CubeSat, while keeping it

safe under launch loads by limiting the factor of safety of the structure to 2 or more. The mass of

the initial proposed design of the CubeSat was 1.076 Kg and the mass of primary structure itself

is 0.36012 Kg. After conducting the optimization process, Using surface response optimization

method, the CubeSat total mass is dropped to 0.899 Kg which is 16% less than the initial total

mass of the CubeSat. To ensure the safety of the structure, static analysis is implemented on the

optimized model with the same loading conditions and it yielded nearly same results compared

to those prior to the optimization as shown in Figure 7 and 8.

Figure 7: Equivalent Von-Mises for the detailed optimized model

Figure 8: Total Deformation for the detailed optimized model
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3.5 Fatigue analysis

This section presents the fatigue analysis of the optimized Cubesat primary structure sub-

jected to random vibration induced by two candidate launchers, namely: Soyuz and Dnepr. The

main purpose of preforming this analysis is to identify the stress peak of each launching phase,

corresponding to the resonance frequencies of the primary structure to be used later in assessing

the effect of cumulative fatigue. Tables 3 and 4 show the PSD (Power Spectral Density) random

vibration loading of Soyuz and Dnepr respectively, specifying the expected duration of each

launching stage[16][17].

Table 3: The limit flight levels of random vibrations of Soyuz launcher [16]

Table 4: The limit flight levels of random vibrations of Dnepr launcher [17]

Figure 9: Random vibration response of Soyuz 1st Stage in X, Y and Z (Hz – MPa2)
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Figure 10: Random vibration response of Dnepr Lift Off, LV Flight in X, Y and Z (Hz – MPa2)

PSD stress calculated on 24 different points namely, 4 points at the connections between

the 4 PCBs and the spacer rods, 4 points at the center of the side panels and 4 points at the

middle nodes of the PCBs. From the results of Dnepr simulations, it was found that the liftoff

stage yielded the highest stress level, as shown in Figure 10 , which occurred at the point of

connection between the spacer rod and the COMM board. It is seen in the Figure 9 that x

direction the peak value was 1.02 MPa2/Hz, y direction was 2.09 MPa2/Hz and z direction

was 1.83E-02 MPa2/Hz at 557.84 Hz, as in Figure 10 it is seen that x direction the peak value

was 1.65 MPa2/Hz, y direction was 3.39E MPa2/Hz and z direction was 2.96E-02 MPa2/Hz at

557.93Hz. As mentioned before the number of stress cycles ni, at one frequency found to be

most influential, will be calculated while assuming that this frequency will happen to last for

the total duration of the given launching stage. Therefore, the frequency peak was found to

have the highest (ni/Ni) value, for the given launching stage, will be considered in calculating

the total cumulative effect of all stages.

Referring to the S-N curve of the selected aluminum alloy, it was found that all of the stress

levels reported in the previous section fall in the category of high cycle fatigue. Therefore, it

would be conservative to use 1E+8 as the number of cycles to fail for all the simulated values

of the stress. Miner’s law for cumulative fatigue has been implemented for both launcher cases.

as shown in table 5 and table 6 number of cycles (ni) at stress peak and number of cycles to fail

(Ni) at each loading phase and then sum the all values to get total cumulative effect of all stages

as shown. The total cumulative in launcher Soyuz value is 0.02845 while in launcher Dnepr

value is 0.0157.
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Table 5: Cumulative fatigue damage analysis subject to Soyuz random load

Table 6: Cumulative fatigue damage analysis subject to Dnepr random load

The Modified Goodman-line method was implemented to determine the fatigue factor of safety

based on highest stressed location, out of those previously checked using Miner’s cumulative

fatigue life assessment. The number of stress cycles, of the aforementioned stress location,

was calculated using the fundamental frequency and the whole time duration of all launching

stages which represent quite conservative assumption. Table (7) shows the stress results of the

highest stressed location, which happened to be the maximum out all launching stages, of the

two candidate launchers. The fatigue limit of Aluminum 6061-T6 was assumed to be 96.5 MPa

as per Yahr [20] for a full reversed cycle, while the maximum stress amplitude was assumed to

be 4.5 times the root mean square value (RMS), by converting the random vibration response

of the critical launching stage from frequency domain to time domain [21]. It was found that

both candidate launchers are fatigue safe with a minimum factor of safety of 2.46, depicted

by Dnepr, despite the very conservative assumptions implemented while applying Goodman

method compared to those previously used in Miner’s cumulative fatigue assessment which

proved over safe as well.
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Table 7 Fatigue life Assessment using Modified Goodman-line factor of safety

4 CONCLUSIONS

This work presented structural analyses and optimization of a student’s CubeSat project sub-

ject to the mechanical environments of two candidate launchers. The structural response of

some selected subsystems, modeled in detail and simulated individually and as part of the whole

CubeSat, are simulated and compared with their lumped mass approximations. In terms of the

quasi static response due to launcher g-loads, it was found the primary structures of the detailed

and lumped mass models displayed similar stress values, in magnitudes and locations. while

the some fine details of the subsystems PCBs, which were absent in the lumped mass model,

showed stress levels more than two time those of the lumped mass one. Modal analysis results

of both models showed that the fundamental frequency of the detailed model higher than the

lumped mass one by 281.5% which can be attributed to the much even distribution of compo-

nent masses of the detailed PCBs model. Therefore, such significant difference in the simulated

frequencies could affect the accuracy of the modal assurance coefficient provided to launcher

providers. Furthermore, optimization of the primary structure has implemented and the results

showed a mass reduction of 16%, which made it 0.899 Kg instead of an initial value of 1.076

Kg.Finally, fatigue life assessments were implemented to the CubeSat primary structure and its

PCBs, using Miner’s law and Goodman – line method, subject to random vibrations induced

by both candidate launders. It was found that both candidate launchers are fatigue safe with a

minimum factor of safety of 2.46, depicted by Dnepr, despite the very conservative assumptions

implemented while applying Goodman method compared to those previously used in Miner’s

cumulative fatigue assessment which proved over safe as well.
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WIND EFFECTS ON LOW-RISE BUILDINGS WITH NEIGHBOURING 
STRUCTURE AS OBSTACLES 

Rodríguez-Alcántara, J. U. , Pozos-Estrada, A. and Gómez-Martínez, R.

Keywords:

Abstract. Experimental studies of the wind effects on a low-rise building considering two dif-
ferent turbulent wind speeds and one type of terrain category were carried out at the bounda-
ry layer Wind Tunnel operated by the Institute of Engineering of UNAM (IIUNAM).  The 
model considered was a cube made of acrylic, instrumented with 125 taps. Two experimental 
setups were considered, the first one considered the evaluation of the wind effects on the iso-
lated model (with no obstacles surrounding it), while the second one evaluated the effects of 
placing a body of identical shape next to the studied model. The second setup considered six 
different separations between the models. For both experimental setups, wind direction was 
varied from 0 ° to 180 ° with increments of 10 °, and including the angles of 45 ° and 135 °. 
Mean, maximum and minimum pressure coefficients were obtained for each arrangement in 
order to make a comparison between the values obtained in each tap. The results show that 
the consideration of a neighboring structure has an important impact on the pressure coeffi-
cients due mainly to Venturi effects and vortex shedding. It was also observed that the separa-
tion between the instrumented model and the obstacle serves as an important parameter to 
evaluate the increase or decrease of the wind pressures with respect to the isolated model.
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4 COMPARISON AND VALIDATION OF RESULTS
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Face Wind Incident angle (θ)
Isolate Cube 0 ° 30 ° 45 ° 60° 90° 120° 135° 150° 180°

Left side wall -0.5984 -0.5636 -0.5250 -0.4178 -0.3175 -0.3620 -0.3755 -0.4472 -0.6608
Windward -0.4824 0.4223 0.2030 -0.0985 -0.6995 -0.5503 -0.4483 -0.3310 -0.2922
Right side wall -0.6608 0.0332 0.3305 0.4887 0.5285 0.3250 0.2432 -0.0576 -0.5984
Leeward -0.2923 -0.3626 -0.4126 -0.4637 -0.6539 -0.2202 0.4274 0.5851 0.4824
Roof -0.5944 -0.6685 -0.6633 -0.6526 -0.6156 -0.6664 -0.6296 -0.6091 -0.5944

Arrangement 1 (Model with obstacle next to it, V =3.53 m/s, G = 2.0H)
Left side wall -0.7414 -1.0122 -1.0318 -0.7998 -0.8596 -0.7650 -0.9124 -0.9815 -1.1485
Windward -0.3836 0.0773 -0.2035 -0.5191 -1.5691 -0.9588 -1.1092 -0.8789 -0.6477
Right side wall -0.6094 -0.0940 0.0952 0.1861 0.1946 0.2097 0.0499 -0.2922 -1.1799
Leeward -0.3802 -0.7341 -0.7935 -0.7925 -1.4219 -0.2726 0.1288 0.2944 0.3368
Roof -0.6635 -1.1006 -1.1772 -1.1194 -1.4339 -1.1682 -1.2474 -1.3709 -1.3000

Arrangement 1 (Model with obstacle next to it, V = 5.72 m/s, G = 2.0H)
Left side wall -0.7041 -0.8453 -0.8269 -0.8029 -0.6270 -0.6368 -0.6302 -0.7230 -0.8929
Windward -0.3103 0.1077 -0.0203 -0.2187 -0.9296 -0.9299 -0.9459 -0.8359 -0.5106
Right side wall -0.8139 -0.3086 0.0730 0.1170 0.1924 0.2040 0.1223 -0.0280 -0.8156
Leeward -0.3567 -0.5401 -0.6177 -0.6576 -1.0084 -0.5915 0.0118 0.1380 0.2786
Roof -0.6045 -0.8740 -0.9671 -1.0110 -1.1307 -1.0721 -1.0291 -1.0034 -0.9964

AO
I

I

EPCF
EPC

AOEPC

IEPC
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Face Wind Incident angle (θ)

0 ° 30 ° 45 ° 60° 90° 120° 135° 150° 180°
Arrangement 1a (Model with obstacle next to it, V =3.53 m/s, G = 2.0H)

Left side wall 1.2389 1.7959 1.9654 1.9144 2.7074 2.1133 2.4298 2.1948 1.7380
Windward 0.7952 0.1831 -1.0026 3.2392 2.2432 1.7423 2.4743 2.6553 2.2165
Right side wall 0.9221 -2.8313 0.2879 0.3808 0.3683 0.6452 0.2050 0.5073 1.9717
Leeward 1.3006 2.0245 1.9233 1.7091 2.1745 1.2380 0.3014 0.5032 0.6981
Roof 1.1162 1.6464 1.7748 1.7153 2.3293 1.7531 1.9813 2.2507 2.1871

Arrangement 1b (Model with obstacle next to it, V = 5.72 m/s, G = 2.0H)
Left side wall 1.1767 1.4999 1.5751 1.9218 1.9749 1.7590 1.6782 1.6167 1.3512
Windward 0.6433 0.2551 -0.9992 2.2208 1.3290 1.6898 2.1100 2.5254 1.7475
Right side wall 1.2317 -2.4356 0.2209 0.2393 0.3641 0.6277 0.5031 0.4855 1.3629
Leeward 1.2203 1.4896 1.4970 1.4182 1.5421 2.6863 0.2752 0.2359 0.5775
Roof 1.0170 1.3075 1.4581 1.5492 1.8367 1.6088 1.6345 1.6474 1.6762

1 2.0H
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FLEXURAL PERFORMANCE OF DOUBLE HOOKED END STEEL 
FIBRE REINFORCED CONCRETE BEAMS UNDER CYCLIC 

LOADING 

Demewoz W. Menna , Aikaterini S. Genikomsou , and Mark F. Green

Keywords:

Abstract. Steel fibre reinforced concrete (SFRC) is examined experimentally under cyclic 
loading. The effect of volumetric ratio and type of fibres on the mechanical properties and 
flexural strength of the SFRC beams are accessed. Multiple prismatic concrete specimens 
with two different types of steel fibres are fabricated and tested, under four-point bending ac-
cording to ASTM C1609. Compressive and tensile strength characteristics using cylindrical 
specimens are determined. The two fibres have similar length to diameter ratio but different 
size. Two volumetric ratios (0.5% and 1%) are analyzed for each type of fibre. By increasing 
the volumetric ratio of the fibres, significantly are increased both the tensile and the compres-
sive strengths. Higher post crack peak load and greater cumulative energy dissipation under
cyclic loading are attained by increasing the steel fibre content. By adding 1% the volume of
concrete, up to 93% the ultimate flexural strength under cyclic loading is enhanced. Although 
the two fibres have similar aspect ratios, steel fibre type B (larger size) shows higher flexural 
strength and energy dissipation than steel fibre type A (smaller size). 
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1 INTRODUCTION
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2 EXPERMENTAL PROGRAM 
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2.1 Cyclic flexural test setup 
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3 RESULTS AND DISSCUSSION 

3.1 Compressive and tensile strengths of SFRC
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3.2 Flexural response under cyclic loading 
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3.2.1 Energy dissipation
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Abstract. Column capacity design rule is of crucial importance in modern seismic resistant 
design of moment-frame structures. However, the implementation of this rule in modern codes 
is still based on an empirical method of design, which lacks the capacity to account for the 
actual dynamic response of the structure. The lack of column capacity design to completely 
protect the columns from yielding has been discussed many times in the literature since 
the ’70s. The current study examines the seismic behavior of a large number of moment-
frames, using the non-linear dynamic analyses. In total, 20 basic R/C frame configurations 
(moment frames with 2, 4, 6 and 8 stories, consisting of columns with various strength) are 
investigated, along with four different masonry infill setups, each one with 12 different infill 
types (in total 980 different models), against 60 recorded ground motions, scaled to  10 dif-
ferent seismic intensity levels. The results revealed that 2, 4 and 6 story frames designed ac-
cording to EC-8 failed regularly to fulfill the objectives of the column capacity design. The 
deformation demand on the columns was found to be systematically higher for frames with 
fewer stories, and in some cases, even columns overdesigned by a factor of 2 exhibited a de-
formation demand beyond the yielding point. Subsequently, statistical analysis was used to 
identify causal relationships between various structural and dynamic properties of the frames 
and the magnitude of the ductility demand on the columns. Many of these relationships were 
quantified, and the relevant investigation allowed deriving semi-empirical formulae, that can 
effectively predict the ductility demand on the columns according to specific characteristics of 
the structure. On the basis of these findings a brief discussion on the shortcomings of the cur-
rent method for column capacity design is made, as well as general suggestions for the im-
proovment of its efficiency and effectiveness.  
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1 INTRODUCTION 
In earthquake resistant design of Reinforced Concret (RC) moment frames capacity design 

of columns is applied to transfer the demand for inelastic deformation to the beams and to 
mitigate the risk of story mechanisms. Simple provisions for the so-called “strong column - 
weak beam” design rule were already incorporated in ACI 318-71 [1]. However, these provi-
sions did not account for the uncertainties involved in the beam and column response, and no 
overstrength factor was used. Park and Paulay [2] were the first to introduce a rigorous proce-
dure for the column capacity design. They investigated comprehensively the “column side-
sway” and “beam sidesway” mechanisms and demonstrated the need for the introduction of a 
column overstrength factor as high as 2.0 in order to completely protect the columns from 
yielding. Subsequent work of Paulay (eg. [3,4,5]) laid the basis for the column capacity de-
sign rule which, despite the several alternative proposals made by other researchers in the en-
suing decades, still remains in use in the modern seismic design codes (e.g. [6,7,8]) with only 
minor modifications. 

Paulay [4] used the non-liner dynamic analysis on 6, 12 and 18-storey frames to evaluate 
the proposed capacity design method, and found that they exhibited a quite satisfactory seis-
mic performance. Nonetheless, he noticed that the six-story frame suffered greater damage 
and some column yielding, and ascribed this to the lower overall overstrength factor (ω·Φ0) 
and the lower fundamental period of the six-story frame. Other researchers, however, also 
found that the capacity design of the columns does not prevent completely the formation of 
plastic hinges at the columns. For instance, A. Kappos [9] performed a large number of para-
metric, non-linear dynamic analyses on 10-storey RC frames, in an attempt to evaluate the 
many already existing criteria for the capacity design of the columns, as well as to verify the 
efficiency of a new design method, based on non-linear methods of analysis. He found that in 
order to completely preclude the yielding of columns at the upper storeys an overstrength fac-
tor greater than 2 was required, while values greater than 1,5 were required to preclude the 
formation of column sidesway mechanisms. In another study, Panagiotakos and Fardis [10] 
used non-linear dynamic analysis to assess the effect of the EC-8 [6] capacity design rules on 
the seismic performance of 12 RC frame structures of 3, 4 and 12 storeys. The authors found 
that capacity design does not preclude the yielding of the columns. More interestingly howev-
er, the analysis results demonstrate that the average damage of columns increases for the 
frames with fewer storeys. 

In the present study, investigation on the results from a large number of Non-Linear (N/L) 
dynamic analyses demonstrated clearly that the demand for inelastic deformation on the col-
umns gets grater for frames with fewer storeys. More specifically, 20 basic R/C frame config-
urations (moment frames of 2, 4, 6 and 8 storeys) were studied, both bare and infilled with 12 
different types of UnReinforce Masonry (URM) infills, against 60 recorded ground motions, 
scaled to 10 different seismic intensity levels. Many of the examined frame types, including 
the frames designed according to EC-8, exhibited a deformation demand on the columns of 
the upper stories beyond the yielding point. Statistical analysis on the results allowed the con-
nection between the demand for inelastic response of the columns and certain characteristics 
of the frames. As a result, semi-empirical formulae were derived, which predict the demand 
for inelastic deformation on the basis of particular structural characteristics and the intensity 
of the seismic action. 
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2 PROBLEM STATEMENT 
The basic idea behind the column capacity design rule is most commonly described on the 

basis of an idealized model of the beam-column joint, which illustrates the desired over-
strength of the columns though the moment equilibrium of the joint (Fig. 1a). In this model, it 
is implied that both columns can contribute with their full bending capacity in order to over-
come the sum of the yielding moments of the beams. However, this model is incomplete, as it 
does not account for the equilibrium of the forces acting on the joint. After taking into account 
these forces (Fig. 1b), it becomes apparent that it is impossible for the two columns to provide 
simultaneously their full moment capacity. This problem was already known to Park and 
Paulay [2], and the “dynamic amplification factor” (ω) was introduced in the New Zealand 
code (e.g. NZS-3101 - Appendix D [8]) as a remedy to it. Many modern codes overlook the 
exact nature of the capacity design of the columns, however, it is thought (e.g. [9]) that an ac-
curate description of the problem is the basis for identifying the numerous sources of uncer-
tainties associated with the capacity design of columns. 

In principle, the equilibrium of the beam-column node is completely described by the dif-
ferential equation of dynamics, however, the non-linear nature of the problem does not allow 
for an analytical solution. Hence, all the methods currently proposed, involve either the use of 
an amplification factor (such as the aforementioned dynamic amplification factor), whose 
value is determined empirically or the use of non-linear methods of analysis for the design of 
the structures. Nevertheless, the ductility demand on the columns, despite being not predicta-
ble analytically, is still determined by the underlying laws of dynamics. So, if a large data set 
of suitable non-linear dynamic analyses were available, distinctive response patterns should 
emerge, unveiling the deterministic nature of the problem. The present study exploits this idea, 
and uses statistical analysis on such a data set, in order to establish a quantitative relationship 
between the ductility demand on the columns and certain dynamic properties of the structure. 
Such properties are the equivalent seismic forces of each storey and the corresponding base 
shear, the capacity of each story to withstand lateral loads, and the “Sway-Potential Index” 
(SPI) initially introduced by Priestley and Calvi [11]. 

a.                                                                                          b. 

Figure 1: Simplistic (a) and complete (b) model with regard to the column capacity design. 
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3 INVESTIGATED R/C FRAMES AND N/L ANALYSIS MODELING PARAMETERS 
Four groups of frames with a height of two, four, six and eight storeys are investigated. 

Each group consists of five moment frames with columns of different section size, as follows: 

frame type 1: Moment frames designed for a low seismic load, according to the old Greek 
seismic code. 

frame type 2: Moment frames designed according to EC-8[6], without the capacity design of 
the columns. 

frame type 3: Moment frames fully complying with EC-8, with the smallest possible column 
sections. 

frame type 4: Moment frames with overdesigned columns, fully complying with EC-8. The 
columns in this category have a section depth 50% larger than that of the corre-
sponding columns in category 3. 

frame type 5: Moment frames with overdesigned columns, fully complying with EC-8. The 
column sections in this category have double the depth of the corresponding 
column sections in category 3.  

The seismic load used for designing the frames complies with EC-8[6] and has been calcu-
lated in accordance with the greek annex, for soil type “C” and seismic zone II. In all cases, 
the reinforcing details -and therefore the hysteretic behavior of beams and columns- fulfill the 
requirements of EC2[12] and EC8. Furthermore, special care was taken not to overdesign the 
frames of each of the five categories. The design procedure for the frames was based on the 
linear method of analysis (modal analysis), which was carried out using SAP2000 v19 [13] 
software. Following the standard practice for tall buildings, the column section size is reduced 
on the upper floors. However, in these cases, additional models with columns of a constant 
section across all stories were also investigated, in order to capture the potential effect of the 
varying column sections to the global response of the structure. 

 a: Bare frame               b: uniform infill              c: partial infill              d: partial infill     e: soft ground storey 

Figure 2. Different types of infill arrangement under investigation (eg. four-story frames). 

       (a)                                                                                 (b) 

Figure 3. Idelized masonry backbone curve (a) and loading/unloading curves for material “pinching4” (b) 
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To simulate the seismic response of both the bare and the infilled frames, non-linear dy-
namic analysis is employed using Opensees [14]. For each frame, four cases of different infill 
arrangements are considered, ranging from the uniform infill distribution to the fully open 
ground story, as depicted in Fig. 2. For each type of infill arrangement, four different levels of 
masonry panel strength and three levels of infill ductility were considered (Table 1) in order 
to cover the most common types of URM infills, including infill walls with openings. The 
mechanical characteristics of the infill panels are specified in terms of interstorey drift and 
masonry shear force, and they take the predetermined values of Table 1 for all the frame types, 
regardless of the frame layout. Additionally, the frame members were carefully modeled in 
order to preclude secondary characteristics -not included in the investigation- from influenc-
ing the analysis results. 

Infill 
Type 

Strength 
category 

Plasticity 
category 

Characteristic values for the infill panel 
V0 

(kN) 
Vu 

(kN) 
δ0 

(‰) 
δu 

(‰) 
1 1 1 33.3 0 4.0 12 
2 1 2 33.3 0 6.0 27 
3 1 3 33.3 0 8.0 48 
4 2 1 84.8 0 4.0 12 
5 2 2 84.8 0 6.0 27 
6 2 3 84.8 0 8.0 48 
7 3 1 147 0 4.0 12 
8 3 2 147 0 6.0 27 
9 3 3 147 0 8.0 48 

10 4 1 216 0 4.0 12 
11 4 2 216 0 6.0 27 
12 4 3 216 0 8.0 48 

Table 1: Overview of the characteristics of the 12 infill types. 

The frames are modeled using nonlinear force-based beam-column elements with distrib-
uted plasticity [15] and fiber sections, to accurately simulate the post-elastic behavior of the 
structural elements, as well as the interaction between axial force and bending behaviour. In 
modeling the floor diaphragmatic action special care was taken to not affect the behavior of 
the beams by constraining their axial deformation (because of the axial-moment interaction). 
Uniaxial materials “comcrete01” and “steel4” were adopted for modeling the hysteretic be-
havior of concrete and reinforcing steel respectively. The infill walls were modeled using the 
equivalent strut method. Each infill panel was modeled as a pair of diagonal compression-
only struts, the mechanical characteristics of which are listed in table 1. The “pinching4” hys-
teretic law (Fig. 3) was used to define the nonlinear behavior of the struts, as it has been 
shown to be the most accurate model available in Opensees for implementing the equivalent 
strut method [16]. 

The non-linear dynamic analyses were performed using a sample of 60 normalized ground 
motion records obtained from the PEER strong motion database. The records have been ap-
propriately selected to conform to the elastic spectrum for soil type C according to EC8 (so as 
to correspond to the design spectrum used in frame design, figure 4). To this end, the geomet-
ric mean square error (MSE) between the spectral acceleration of each record and the target 
spectrum in the range 0.15sec ~ 5.0sec was used as the main selection criterion, while various 
seismic parameters were utilized to additionally confine the selected set. More specifically the 
following limiting values were adopted: magnitude Μ5.5 ~ Μ8.5, epicentric distance Rjb = 10 
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km ~ 50 km, mean shear wave velocity at the upper 30 m  Vs,30 = 240 m/sec ~ 400 m/sec and 
significant duration d5-95 = 10 sec ~ 30 sec. The values above were chosen to exclude unlike-
ly events, and also as a means for better matching to the target spectrum. The record suite 
comprises of both far-fault and near-fault events and covers uniformly a rather wide range of 
earthquake characteristics with regard to the frequency content and to the most common seis-
mic intensity measures. The scaling of the records was based on the minimization of MSE[17]. 
Finally, each bare or infilled frame was analyzed for ten different earthquake intensity levels 
covering a range of 5% to 225% of the intensity corresponding to the seismic design load of 
the frames. These 10 records comprise a coarse Incremental Dynamic Analysis (IDA) [18], 
which is used for assessing the change in the seismic response of the frames as the seismic 
intensity increases. 

     (a)        (b) 

Figure 4. a: Response spectra (5%) of the un-scalled earthquake records. EC-8 elastic spectrum is superimposed 
as a white line. b: 16, 50 and 84 percentile spectra of the scaled records. 

4 ASSESSMENT OF THE DUCTILITY DEMAND ON THE COLUMNS 
The ductility demand on the columns is assessed at the story level, as the average normal-

ized curvature at the top (Φav.t) and the bottom (Φav.b) of the storey columns, as follows: 

i,y

i,b
ιbav Φ

Φ
Φ Σ 4

1.

    
,     

i,y

i,t
ιtav Φ

Φ
Φ Σ 4

1. (1, 2) 

Φi,t and Φi,b are the median curvature demand for the 60 time-histories on the top and the 
bottom section of column i, and Φi,y is the yield curvature of the column. The total ductility 
demand (Φav) at the story level is subsequently calculated as the average of Φav.t and Φav.b. Φi 
values less than 1 indicate that the bending demand at the respective column section did not 
surpass the yielding moment of this section in the respective time-history. Accordingly, Φav.t 
and Φav.b values less than 1 indicate that on average the maximum bending demand was lower 
than the bending capacity of the columns’ sections (top and bottom section, respectively). 
Φav.t and Φav.b are not necessarily concurrent, however statistical analysis on the results of the 
present study revealed that almost always a story mechanism occurs when both Φav.t and Φav.b 
take values larger than 1. Since Φav.t is usually lower than Φav.b, Φav values slightly larger than 
1 do not necessarily imply that both Φav.t and Φav.b values are larger than 1. However, the dif-
ference between Φav.t and Φav.b is small and of no particular importance, with the only excep-
tion of the ground-storey columns. 
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5 RESULTS AND DISCUSSION 

5.1 Bare frames 
A large number of structural and dynamic characteristics of the frames were considered as 

possible factors that determine the ductility demand on the columns. These include the bend-
ing capacity of the structural members, the total number of storeys in the frame, the natural 
period, the seismic intensity etc. In order to estimate the relationship between the ductility 
demand and these parameters, linear regression analysis was initially employed, without, 
however, any success. Regression analysis is a powerful statistical method for examining the 
possible relationship between a set of independent variables and a dependent one, however, it 
requires to be able to formulate the problem in hand in a polynomial form, and this was found 
to be impossible in the case of the seismic demand on the columns. Subsequently, an exhaus-
tive examination of the covariance between each independent variable and the ductility de-
mand was performed, and the combination of the most significant of them into formulae that 
correlate with the response measures was accomplished via trial and error. The following ex-
pression is an example of such a formula (Φav.i is the Φav value at storey i, “ ” is the propor-
tionality symbol): 

iavΦ ,    
1

3/2
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0
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bi

ci
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c MM
M

M
F

M
V

(3) 

The first term (V0/ΣΜc1) in this expression is a measure of the seismic intensity to the 
base-shear capacity of the structure ratio. V0 is the design base shear force calculated as: 

mSaV T )1(0 (4) 

where Sa(T1) is the spectral acceleration according to the design spectrum at T1, and m is 
the total mass of all the storeys (T1 is the fundamental period from the modal analysis). ΣΜc,1 
is the sum of the design moment resistance of the ground storey columns, and it is a measure 
of the actual capacity of the structure to withstand lateral loads. The physical meaning of the 
first term is that the ductility demand on the columns is proportional to Sa(T1) and inversely 
proportional to the capacity of the structure to withstand lateral loads.  

The second term is a measure of the ratio of the inertial forces acting on storey i (the story 
for which the ductility demand is calculated) to the capacity of this very storey to withstand 
lateral loads. Fi (the inertial force) is calculated assuming a triangular distribution of the 
equivalent lateral load, as follows: 

0)1(
2 V
NN

iFi (5) 

where N is the total number of storeys in the frame, i the particular storey counting from 
the ground, and V0 the base shear. ΣΜc,i is the sum of the design moment resistance of the 
columns of storey i. So, the second term of Equation 3 is a measure of the inertial forces to the 
lateral force capacity ratio at storey i. Factor 1.5 stands for the shear span of the columns, 
which is approximately half the height of the storey. The use of the accurate shear span value 
(according to the modal analysis) was found to result in slightly more reliable results. Howev-
er, the difference is insignificant, and the approximate value used herein has the advantage of 
being readily available without the need of any structural analysis of the frame. The physical 
meaning of the second term is that higher story-level inertial forces -and consequently higher 
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ductility demand- appears on structures with fewer storeys, as well as on the upper storeys of 
each structure. This relation however, is not linear, as the exponent ⅔ suggests. Extensive in-
vestigation via trial and error lead to the conclusion that the lack of linearity is not a conse-
quence of an incorrect estimation of the distribution of the inertial forces. 

The third term is the SPI, initially introduced by Priestley and Calvi [11]. It is the ratio be-
tween the sum of the bending resistance of the beams to the sum of the bending resistance of 
the columns on the respective storey and the storey above it, and serves as a measure of the 
structure’s ability to redistribute the demand for inelastic deformation across multiple stories. 
SPI, however, was found to be irrelevant to the ductility demand on the columns of the 
ground story, and so for the ground storey SPI is disregarded. 

Equation 3 contains the minimum number of parameters that are absolutely necessary for 
establishing proportionality to Φav.i. However, in order to produce a formula that actually fits 
the data generated by the time-history analyses, a proportionality factor and a constant factor 
have to be introduced. These factors were defined using regression analysis, resulting in the 
following equation that best fits the data of the present study: 

iavΦ ,    =   495.0
5.1

8.65
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Finally, this equation can be expanded in order to predict the ductility demand for seismic 
intensity levels other than the seismic intensity of the design earthquake, by multiplying with 
the ratio of the ground acceleration of the supposed seismic action to the design ground accel-
eration (αg/αgd), with an exponent of 1.5: 
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Equation 7 fits the data with a considerably high coefficient of determination (R²). In Fig. 
5a the results for seismic intensity level 5 are ploted, while Fig. 5b displays aggregated results 
for seismic intensity levels 4~7 (75% ~ 150% of the design earthquake). It should be noted 
that Φav.t also correlates well with Equation 7 (R²=0.907 for seismic intensity level 5), while 
Φav.b correlates more loosely (R²=0.780 for seismic intensity level 5). In all three cases, how-
ever, the coefficient of determination can get significantly higher if outliers are omitted (for 
example, frame types 1 and 5). The reliability of Equation 7 can also be improved by using 
more accurate data (for example T1 and column shear span). However, the purpose of Equa-
tion 7 is not to serve as an accurate predictor of the ductility demand of the columns, but ra-
ther to demonstrate that the ductility demand is unambiguously determined by certain 
properties of the structure. Equation 7 may not fit well other data sets (for example results 
from frames with a different aspect ratio or mass distribution), while Equation 3 -which is not 
quantified- underlines a potentially more universal principle about the proportionality of the 
ductility demand to specific characteristics of the structure. Obviously, however, more re-
search is needed in order to confirm that Equation 3 is indeed generally valid. 

 The unexpected discovery during the above investigation was that the ductility demand on 
the columns depends on the number of storeys of the frame, as well as on the actual storey 
under examination, as indicated by the term Fi/(1.5·ΣMci). This means that low-rise structures 
are more vulnerable to the formation of a storey mechanism, regardless of the regulatory 
framework they comply with. Besides, higher storeys in bare frames are also more vulnerable 
(though in the common practice the presence of infill walls may eliminate the additional risk). 
Another issue being highlighted by Equation 3 is that a small increase in the column strength 
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can have a significant effect on the protection against the formation of a story mechanism, 
since the bending resistance of the columns contributes to the denominator of all the three 
terms of Equation 3. However, this also implies that the resistance of modern buildings to the 
formation of story mechanism may arise from other factors leading to over-strengthened col-
umns (for example the minimum reinforcement requirement), which also affect the first two 
terms of Equation 3, and not necessarily from the column capacity design (which in principle 
affects only the 3rd term). 

   (a)  (b) 

Figure 5: Prediction of the ductility demand on the columns on the basis of Equation 7. a: for seismic intensity 
level 5 (the numbers indicate the storey number). b: for seismic intensity levels 4~7 (the numbers indicate the 
frame type and the intensity level). 

5.2 Infilled frames 
Adding strong infill walls to the frames leads in concentration of the demand for inelastic 

deformation to fewer storeys, which effectively protects the rest storeys from large post-
elastic deformation. The change in the distribution of the ductility demand along the height of 
the frames (from that of the bare frame to the one of the frames with strong infill walls) hap-
pens progressively as the infill strength increases, in a complicated, difficult to quantify man-
ner. Nevertheless, as the infill strength increases, the maximum ductility demand on the 
columns tends to appear on the storey sustaining the maximum damage (usually one of the 
lower storeys), while the columns of the other storeys remain near -or within- the elastic re-
sponse domain. As a result of this behavour, the term (Fi/1.5·Mci)⅔ which describes the distri-
bution of the ductility demand along the frames’ height in the case of the bare frames, does 
not apply to the infilled frames. 

The behavior of the infilled frames is further complicated because the infill walls dissipate 
seismic energy and provide resistance to lateral loads, an effect that has a different impact on 
frames with a different number of storeys and different layout. So, Equation 3 is completely 
inadequate for describing the ductility demand on the columns of the infilled frames. Moreo-
ver, due to the many more parameters simultaneously affecting the seismic response of the 
infilled frames, it proved impossible to derive a universal formula for predicting the ductility 
demand. Nevertheless, the influence of each parameter on the seismic response is still recog-
nizable, and some of them can be still jointed in formulae that partially describe the seismic 
response of the structure. 
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As an example, Equation 8 utilizes the strength of the structural elements and the infill 
walls of the first and the second storey, to predict Φav.t at the ground storey: 
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The first term [(1600-ΣVinf1)/80] is a general factor for the detrimental infill effect (gets 
higher as the infill strength increases). ΣVinf2 is the sum of the shear strength of the infill walls 
on the second storey. 

The second term accounts for the contribution of the infill in withstanding seismic loads 
and dissipating seismic energy. This contribution was found to depend on the stiffness of the 
frame, which is roughly represented by the depth (d) of the column sections. ΣVinf1 is the sum 
of the shear strength of the infill walls on the ground storey. V0 is the design base shear force 
calculated on the basis of the design spectrum, as already described. 

The third term is a version of the SPI, modified due to the presence of infill walls. Finally, 
the fourth factor accounts for the irregularities induced by the infill. This factor reflects the 
unfavorable effect of even the uniformly distributed infill, due to the damage concentration. 

   (a)  (b) 

Figure 6: Prediction of the ductility demand on the columns on the basis of Equation 8, for seismic intensity lev-
el 5 (the numbers indicate the frame type). a: for the bare frames. b: for all the infilled frames (48 different infill 
types of uniform and non-uniform arraignment). 

The many empirical constant factors utilized in equation 8 were defined either by trial and 
error or by partial regression analyses, in order to best fit the empirical data. Figure 6 depicts 
the relation between the values predicted by Equation 8 and the actual Φav.t values for seismic 
intensity level 5 (the design earthquake). As already mentioned, it has been impossible so far 
to derive a formula accounting for all the parameters that affect the ductility demand on the 
columns of the infilled frames. Moreover, partial formulae like the one in Equation 8 are pure-
ly empirical and, due to the large number of the arbitrary factors involved, they lack the ro-
bustness of Equation 3. Moreover, Equation 8 has a lower correlation with the actual 
empirical data than Equation 3. Nevertheless, Equation 8 still provides an insight into the 
mechanisms being activated by the addition of infill walls, and this insight is particularly use-
ful in the context of the capacity design of the columns. Further research may allow drawing 
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more reliable and definitive conclusions about the infill effect on the ductility demand on the 
columns. 

6 CONCLUSIONS 
Historically, the view that the column capacity design is not necessary to completely pre-

clude yielding of the columns has prevailed in the relevant research. However, to this day dif-
ferent seismic design codes call for different protection levels against the formation of story 
mechanisms, by utilizing different column overstrength factors. Moreover, the predominant 
method for the column capacity design is still based on the simplistic model of Fig. 1a. and 
utilizes a single general overstrength factor. While this method has been in use for decades 
now successfully, the present study demonstrates that it cannot ensure a uniform level of pro-
tection against the formation of a story mechanism for all the different structures or even for 
all the columns within the same structure. Based on the current results, the following conclu-
sions may be drawn: 

Most seismic design codes formulate the column capacity design methodology on the
base of the simplified beam-column joint model. However, this model is fundamentally
incomplete. It misleads the designer about the nature of the column capacity design and
has been many times criticized in the literature. The adoption of an accurate model, fully
accounting for the equilibrium of the lateral forces acting on the beam-column joint, is of
paramount importance for implementing an effective and efficient method for the column
capacity design.

In order to provide a uniform level of protection for all the columns within the structure,
as well as for every different structure, the column capacity design should account for the
number of stories of the building, the specific story being checked, and the presence of
infill walls. More specifically, the results of the present study demonstrated that low- to
mid-rise buildings are more vulnerable to the column sidesway mechanism. Higher sto-
reys of bare frames were also found to be more vulnerable; however, the presence of in-
fill was found to effectively mitigate the additional risk at the upper storeys of the
investigated frames.

Since infill walls are not considered load resisting members in R/C structures, the intro-
duction of an additional general level of protection accounting for a minimum nominal
level of adverse infill effect seems to be a reasonable choice.

A more effective and efficient method for column capacity design can be established on
the basis of formulae like Equation 3 or even Equation 8. Such a method could ensure a
uniform level of protection both for all the columns in a structure, and all the different
structures. A method like this can still be based on a general criterion, which however,
will have the form of an ultimate acceptable ductility demand, rather than that of an arbi-
trary overstrength factor.
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ELASTIC AXIS OF BUILDINGS UNDER EARTHQUAKE 
EXCITATION 

Terzi Vasiliki  and Athanatopoulou Asimina

Abstract. The elastic axis of multistory buildings is defined as the intersection of two vertical 
principal bending planes which are perpendicular. The elastic axis intersects each story at a
point which has the property of the rigidity center. Single-story and special classes of multi-
story buildings, such as isotropic ones possess an elastic axis. Taking into account the dynamic 
nature of earthquake excitation the following question arises: under the action of a torsional 
earthquake component, is it possible to locate a stable vertical axis around which the structural 
system will be rotated under any torsional ground motion? For this purpose, monosymmetric 
single-story and isotropic monosymmetric multi-story buildings are studied analytically. The 
equation of motion is expressed in the time domain and transferred by Fast Fourier Transform 
in the frequency domain. Mathematical expressions of the coordinates of the torsional axis at 
each story level are produced, taking into account that each floor behaves as a rigid in-plane 
diaphragm. The derived equations indicate that the dynamic torsional axis depends not only on 
the geometrical and mechanical characteristics of the system but also on mass, damping and
excitation frequency. Numerical examples are included for enhancing the comprehension of the 
derived equations. The divergence of the coordinates of the static and dynamic definition of 
elastic axis is discussed. 

Keywords:
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2.1 Single-story symmetric buildings
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2.2 Two-story isotropic monosymmetric buildings
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2.3 n-story monosymmetric isotropic buildings
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3 NUMERICAL APPLICATIONS

3.1 Single-story symmetric building
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3.2 Two-story isotropic symmetric building
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3.3 Five-story isotropic building
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4 CONCLUSIONS 
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EVALUATION OF VIBRATION CHARACTERISTICS OF RC AND PPC
BEAM MEMBERS UNDER CYCLIC TRAIN LOADING

M. TOKUNAGA

Keywords:

Abstract. Resonance phenomenon during train passing has been observed because of the in-
creased in train operation speed in high-speed railway, the spread of low stiffness girder such 
as PPC and SRC girder, and the advances in measurement technology. An example has been 
reported in which significant resonance is generated, which is caused by a decrease in stiffness
due to the progress of cracks in concrete members. The stiffness of members must be evaluated 
in consideration of the action hysteresis during the design life time, i.e. the magnitude and the 
cyclic number of the load. The aim of this paper is to evaluate the vibration characteristics of 
RC and PPC beam members in operating condition and the variation of stiffness and damping
of the beam after repeated loads of about 2 million times was evaluated based on fatigue tests
of 4 specimens. Static loading tests made it clear that the effective stiffness of RC members 
decreases with respect to increasing load magnitude and it is consistent with the previous eval-
uation formula. On the other hand, the effective stiffness of the PPC member is overestimated
in the case of the previous evaluation formula, and is consistent with Branson's cubic law.  
From the fatigue tests, the effective stiffness decreases by about 6 to 16% for RC members and
10 to 33% for PPC members after 2 million cyclic loading. The equivalent damping is from 4.0% 
for RC members, according to the load magnitude and decreases to about 0.5%, and 1.5% to 
0.5% for PPC members after 2 million cyclic loading. This means that the repeated loading 
accompanying the train pass contributes to increasing the dynamic response, especially with a 
large degree of influence on the PPC members. Finally, dynamic analyses implementing the
experimental results implied that excessive response can occur after millions of train passage, 
especially in the case of PPC members, even if it were not observed in the initial stage of oper-
ations.
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1 INTRODUCTION

2 EXPERIMENT

2.1 Specimen
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2.3 Static load-displacement relationship
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3 ANALYSIS
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EXPERIMENTAL STUDY ON THE FRACTURE BEHAVIOR OF AN 
RC PILE GROUP FOUNDATION USING A CENTRIFUGE MODEL

Y. Miyachi1, K. Hayashi1, S. Takahashi1, T. Saito1

1 Department of Arch. and Civil Eng., Toyohashi University of Technology
1-1 Hibarigaoka, Tempaku-cho, Toyohashi, Aichi, Japan
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Keywords: Centrifuge experiment, Dynamic response, Dry Sand, Bending fracture, Maxi-
mum inertial force

Abstract. It is reported the pile foundations of many buildings were damaged by the 2016 Ku-
mamoto Earthquake. The main shock of the massive earthquake measured magnitude 7.3. The 
city hall, built using an RC pile foundation was damaged, and inclined. Little is known about 
the fracture behavior of the soil-pile-superstructure interaction under a strong earthquake. This 
study investigated the fracture mode of RC pile foundations and the relationship between the 
pile fracture and the dynamic response of a superstructure and attempted to evaluate the ulti-
mate lateral strength of a RC pile foundation.

A shaking table test under a 50G centrifuge field was conducted to investigate the bending 
fracture behavior of RC pile members. A miniature RC pile model was proposed for the centri-
fuge experiment. The diameter of the pile model was 25 mm (prototype scale: 1.25 m) and 
consisted of mortar (17.1 MPa in compressive strength), 4 main reinforcements (1.2 mm in 
diameter), and a spiral hoop reinforcement (0.8 mm in diameter at intervals of 5 mm). The pile 
model demonstrated elasto-plastic behavior according to the element test without surrounding 
soil. It showed sufficient bending deformation capacity and the maximum strength exceeded the 
full plastic moment. The specimen for the centrifuge experiment was composed of dry soil, RC 
pile models, footing, and a superstructure. The footing was supported by four vertical pile mod-
els. The relative density of the dry soil (Toyoura dry sand) was 60%. The mass of the super-
structure was 7.45kg (931ton in prototype scale), and the mass of the footing was 1.77kg 
(221ton in prototype scale). The natural period of the superstructure was 0.63 sec. This value 
corresponds to a 10-floor RC building. During the shaking table test, a total of 11 Rinkai waves, 
with different amplitudes, were input. A Rinkai wave is an artificial wave expected to form off 
the coast of Japan. The maximum acceleration of each shaking ranged between 0.41 m/s2 to 
7.06 m/s2.

In the test result, bending fracture occurred at the pile head when the maximum input accel-
eration was 2.97 m/s2. When the input acceleration was further increased, the inertial force 
acting on the superstructure also increased and exceeded the evaluated strength. Finally, at 
maximum inertial force of superstructure, the displacement of the footing further increased.
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1 INTRODUCTION
In the 2016 Kumamoto Earthquake (the main shock of the earthquake was measured at mag-

nitude 7.3), it was reported that several pile foundations of buildings were damaged [1]. Mashiki 
city hall, which had an RC pile foundation structure was damaged and inclined after the earth-
quake. Through damage investigation after the earthquake, it was found that some piles were 
severe damaged, and the city hall had to be rebuilt. The relationship between damage to the
piles and the dynamic response of a superstructure under dry soil-RC pile-superstructure inter-
action is, the most part, unclear.

Few studies have investigated the facture behavior of RC pile foundations under soil-RC
pile-superstructure interaction. Previous studies were conducted using a large shaking table test 
[2, 3], and a centrifuge model [4, 5]. Tamura et al., conducted shaking table tests using a large 
scale laminar shear box [2]. They revealed the dynamic behavior and failure mechanisms of 
small diameter RC pile models (diameter: 150mm) during soil liquefaction. Shibata et al., con-
ducted a shaking table test of small diameter RC pile using E-Defense, which is largest shaking 
table in the world. The diameter of the RC pile model was 150mm, which was 1/10 of the full 
scale RC pile. It investigated the bending-induced damage mechanism and revealed the influ-
ence of axial load variation on the pile damage [3]. Even with the shaking table test under 1G 
field it is hard to reproduce the ultimate behavior of a large diameter RC pile. On the other hand, 
the centrifuge model test is available to reproduce the ultimate behavior of a large diameter RC 
pile. Kimura et al., conducted pushover loading and cyclic loading tests using small diameter 
RC pile models on dry sand under a centrifuge field [4]. According to the test result of the load-
deformation relationship and observation of test specimen, the bending fractures had occurred 
at the RC pile models. Nevertheless, an evaluation method for ultimate strength hasn’t been 
discussed. Higuchi et al., examined soil-large diameter RC pile interaction behavior until the 
main bar of the pile models yielded, using a dynamic centrifuge test [5]. However, there has 
not been any research on the strongly nonlinear behavior of soil-large diameter RC pile-super-
structure interaction. Further, an evaluation of the ultimate lateral strength of RC pile founda-
tion has not been undertake.

This study investigated the fracture mode of RC pile foundations and the relationship be-
tween the pile fracture and the dynamic response of a superstructure and attempted to evaluate 
the ultimate lateral strength of a RC pile foundation.

2 PILE MODEL FOR CENTRIFUGE TEST

2.1 RC pile model
The experiment was conducted under a 50G field using the centrifuge test system of the 

Disaster Prevention Research Institute at Kyoto University. An RC pile model (hereinafter 
called ‘the pile model’) that could reproduce elasto-plastic behavior was used to conduct the 
experiment. Figure 1 shows the details of the pile model. The pile model was designed to 
reproduce the elasto-plastic behaviour of concrete piles. It consisted of mortar, 4-main 
reinforcement bars (diameter: 1.2mm, yield strength: 374N/mm2), and a spiral hoop 
reinforcement bar at intervals of 5mm (diameter: 0.8mm, yield strength: 432N/mm2). The 
diameter of the pile model was 25mm (full scale: 1.25m). Table 1 shows a comparison of pile 
cross sections: the main reinforcement ratio and the hoop reinforcement ratio of the pile model 
almost correspond to the example cross section suggested by examples from foundation 
structures in Japan [6]
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Table 1: Comparison of pile cross section

Figure. 1: Cross section of RC pile model (mm)

2.2 Static loading test
The static loading test was conducted to evaluate the performance of the pile model. Figure 

2 shows the loading system of the test. The bottom of the pile model was rigidly jointed to a 
reaction force jig, and the top connected to a horizontal loading device by a pin jig and a vertical 
roller jig. The horizontal deformation was measured by a laser displacement transducer. The 
horizontal cyclic loading was input to 37.5mm (shear span ratio=1.5D, full scale: 1.875m)
above the critical section, and the loading device was controlled according to rotation angles of 
0.005, 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, and 0.15 rad. The rotation angle of the pile model was 
calculated using the distance between the laser displacement transducer and the critical section 
(37.5mm). The compressive strength of the mortar of the pile model was 17.1 Mpa. The axial 
force for the pile model was 1,126N (full scale: 2.8MN). It was same value as the axial force 
for each pile model of the shaking table test, which is described later. The ultimate strength
(loading capacity) of the pile model in this test is calculated as equation (1)

where Mu is the full plastic moment of the pile model, and L is the shear span (37.5mm).

Figure 3 shows the relationship between load and rotation angle in full scale. The red line 
indicates the calculated ultimate strength (loading capacity, full scale: Qu= 1.56MN). The RC 
pile model used in this study performed degradation behavior after reached ultimate strength. 
This behavior reproduced to a real RC member.

Figure 2: System of the test (mm) Figure 3: Test result
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3 DYNAMIC CENTRIFUGAL MODEL TEST

3.1 Specimen
The shaking table test was conducted under a 50G field, the same as the static loading test 

in the previous section, using a centrifugal loading device at the Disaster Prevention Research 
Institute, Kyoto University. Figure 4 shows the specimen of the test and Table 2 shows its 
properties. The specimen was composed of dry soil, RC pile models, footing, and superstructure.
The footing was supported by four 200 mm long piles with rigid connections at the pile head 
and bottom. The distance of the pile models was 150mm (full scale: 6D, 7.5m) in X direction, 
and 62.5mm (full scale: 2.5D, 3.13m) in Y direction. The mass of the footing was 1.77 kg while 
the mass of the superstructure was 7.42 kg. Therefore, the total mass was 4,503N (full scale: 
11.3MN) and the axial force for each pile model was 1,126N (full scale: 2.8MN). This was
roughly equivalent to the static loading test in the previous section. The primary natural period 
of the superstructure was 0.013 seconds (0.63 seconds in full scale). The primary natural period 
of the superstructure and the acting axial force of the pile were equivalent to a 10 story RC 
building (roughly a 35 m high building, with 5 to 6 m column spans). The soil consisted of
Toyoura dry sand with a relative density of 60%

Figure 4 : Specimen of the shaking table test

Table 2: Properties of the spacimen

Laser Displacement 
Transducer

Horizontal acc.
Superstructure

Footing

Plastic Strain
Gauges@20

Dry sand

30
30

L=
20

0

26
0

Z

X

43
.4

5

150150 150

62
.5

43
.4

5

Y

X

Scaling
Law

Unit Full
Scale

Model
Scale

1/λ m 10 0.2
1/λ mm 1250 25
1/λ4 cm4 1.29 107 2.08

1 N/mm2 17.1 17.1
Diameter 1/λ mm 60 1.2

Yield stress 1 N/mm2 374 374
Diameter 1/λ mm 40 0.8

Pitch 1/λ mm 250 5
Yield stress 1 N/mm2 432 432

Footing 1/λ3 kg 221250 1.77
Superstructure 1/λ3 kg 927500 7.42

Soil 1 % 60 60Density

Mass
Mass

Main bar

Shear
reinforcement

 bar

Piles

Length
Diameter

moment of inertia of area

Yield stress of mortar

4539



Y. Miyachi, K. Hayashi, S. Takahashi and T. Saito

3.2 Shaking and measurement plan
The shaking was programmed to impose gradually progressive damage to the pile model 

using gradually increasing amplitudes of horizontal unidirectional input waves. A total of 11 
Rinkai waves (JBDPA 1992) of different amplitudes were input. A Rinkai wave is an artificial 
wave expected to form off the coast of Japan. The maximum acceleration of each shaking 
ranged between 0.41 m/s2 to 7.06 m/s2 (from shaking 1 to 11). As showed in Figure 4, the
accelerometers to measure the horizontal acceleration of the superstructure, footing, ground 
surface and bottom of the soil tank (input) were installed. Also, the horizontal displacement of 
the footing section was measured by laser displacement transducers. Plastic strain gauges were
attached to the surface of the pile models to measure axial strain.

3.3 Test result
Figure 5-7 shows the main time history (0 to 50s) of the horizontal acceleration of the su-

perstructure, footing, ground surface and input (bottom of the soil tank), vertical displacement
and inclination angle of the superstructure, and horizontal displacement of the footing for shak-
ing 2(elastic state), 4(plastic hinge occurred) and 11(final shaking) respectively. They are
shown at full scale below. Figure 8 shows the damage to the pile model after the test.

Figure 5: The main time history of shaking 2           Figure 6: The main time history of shaking 4
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Figure 7: The main time history of shaking 11 Figure 8: The damage of the pile model

In the test results, bending fracture occurred at the pile head. During shaking 2, the maximum 
response acceleration of the superstructure was 2.08 times larger than the input, and the maxi-
mum response acceleration of the footing was 1.62 times larger than the input. In contrast, 
during shaking 4, the maximum response acceleration of the superstructure was 1.50 times 
larger than the input, and the maximum response acceleration of the footing was 1.31 times 
larger than the input. This reduction of the response acceleration indicates that the bending 
fracture occurred at the pile head and formed a plastic hinge. During the final shaking (shaking 
11), the damage of the pile model further progressed and the inclined angle of the superstructure 
also increased.
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3.4 Relationship between relative displacement of the footing and inertial force 
Figure 9 shows the relationship between the relative displacement of the footing to the bot-

tom of the soil tank and the inertial force of superstructure and footing during shaking 2, 4, and 
11. During shaking 2, the pile model kept a still elastic state according to the strain gauges. The
blue dotted line indicates the initial stiffness based on the behavior during shaking 2. However, 
during shaking 4, the pile model performed elasto-plastic behavior because the plastic hinge 
occurred at the pile head and reached plastic state according. During shaking 11, maximum 
inertial force was 9.41MN. The relationship showed obvious nonlinear behavior. It indicates 
the pile model had reached ultimate condition.

Figure 9: Relationship between the relative displacement of the footing and inertial force
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4 ULTIMATE LATERAL STRENGTH OF AN RC PILE FOUNDATION IN THE 
CASE OF BENDING FRACTURE MODE

4.1 Evaluation method of an RC pile foundation
Broms proposed an equation to evaluate the ultimate lateral strength of a single pile [7]. The 

equation assumes that lateral reactions of soil are distributed in a triangle shape. The evaluation 
value of ultimate lateral strength Q is calculated as equation (2)

where Mu is the full plastic moment of the pile, Kp is the coefficient of passive earth pressure, γ
is the unit weight of soil, and B is the diameter of the pile.

4.2 Pile group effect
It is known that the strength of piles at the rear of a building is smaller than piles at the front 

if the pile foundation is affected by the pile group effect. In case of dry soil ground, the hori-
zontal plastic ground reaction coefficient (pile group effect) is defined as less than 3. For a
single pile, is determined as Pile group effect is determined from equation (3) [8]

where R is the distance between front and rear piles.

Internal friction angle is calculated by equation (4) [9]

where Dr is the relative density of the soil.

4.3 Comparison between the test result and evaluation value
In figure 9, the red line indicates the evaluated ultimate lateral strength. The strength of the 

front pile was calculated by equation (2). The strength of back side pile was determined by 
equation (2) and multiplied by pile group effect The strength of the back pile was calculated 
by equation (5). The evaluated value was 6.85MN and maximum inertial force in the test result 
was 9.41MN. Therefore, the value was 72.8% of the test result. The value was estimated on the 
safe side.
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5 CONCLUSIONS
This paper conducted a dynamic centrifuge model test of the dry soil-RC pile-superstructure 

interaction. In addition, the author tried to evaluate the ultimate lateral strength of an RC pile 
foundation with surrounding ground. The following results were obtained.

1) An RC pile model was proposed for this study. According to the result of the static loading
test, the pile model strength reached full plastic moment and then performed degradation
behavior. This behavior reproduced to a real RC pile member.

2) A dynamic centrifuge model test of dry soil- RC pile-superstructure interaction was con-
ducted. Bending failure (plastic hinge) occurred at the head of the pile models. This plastic
hinge caused the reduction of response acceleration.

3) The ultimate lateral strength of an RC pile foundation was evaluated. The estimated value
was smaller than the test result, and evaluated on the safe side.
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SSI EFFECTS ON R/C ONE-STOREY BUILDINGS 
UNDER SEISMIC LOADINGS 

Paraskevi K. Askouni , Dimitris L. Karabalis and Dimitri E. Beskos 

Keywords:

Abstract.  In this work, a series of seismic analyses of one-storey, one-span reinforced concrete 
(R/C) asymmetrical building frames under 2-D and 3-D conditions is performed and the effect 
of deformable soil on the seismic response of the structure is determined and discussed.  A 
comparison is performed between the elastic behavior of R/C sections according to the building 
codes’ provisions to possible inelastic behavior resulting in the analyses.  The time history 
analyses aim at clarifying the role of SSI in the seismic behavior of simple R/C structures while 
investigating the possible elastic or elastoplastic behavior of critical sections with the aid of a
realistic damage index.  The conclusions drawn from these linear and nonlinear time history 
analyses provide helpful guidelines for the safer seismic design of structures. 
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1 INTRODUCTION

2 DESCRIPTION OF CASE STUDIES AND ANALYSIS
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3 RESULTS OF SEISMIC RESPONSE

3.1. 2-D building frames
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3.2. 3-D building frames – numerical results and discussion
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4 CONCLUSIONS
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THE RESPONSE OF DIFFERENT BUILDINGS TO FREE-FIELD 
EXCITATION – A STUDY USING DETAILED FINITE ELEMENT 

MODELS 

Lutz Auersch1, Susanne Ziemens1 

1 Federal Institute of Material Research and Testing, 
Berlin 12200 Germany 

e-mail: lutz.auersch-saworski@bam.de 

Keywords: building vibration, office building, residential building, soil-building resonance, 
floor resonance, column/wall resonance. 

Abstract. A study on building vibrations has been performed by finite element calculations. 
Family houses, multi-storey residential buildings, office buildings and office towers have been 
modelled in detail. The frequency-dependent response due to a free-field excitation has been 
evaluated for walls, columns and floors. The ratio of building amplitudes to free-field 
amplitudes starts with uB/u0 = 1 at zero frequency and is usually lower than 1 at 50 Hz, the 
end of the frequency range considered here. In between, amplifications occur due to several 
reasons. There are „soil resonances“ where the whole building is vibrating on the compliant 
soil, “column resonances” where the upper storeys are vibrating on the compliant columns, 
and the “floor resonances” where the floors are vibrating excited by their supports. Results 
are presented for all building types, but a special focus is set on office buildings. A parameter 
study shows the influence of the stiffness of the soil, the number of storeys, and the width of 
the building. It has been found that the “soil resonance” is strongly modified by the low-
frequency floor resonances for the normal office building. The main resonance of a twenty-
storey office tower is determined equally by the “soil mode” and the “column mode”. It is an 
important observation for these office buildings that the resonances can differ for different 
parts of the building such as the centre, the edge, the corner, and the core of the building. 
This leads to non-uniform vibration modes across the building, which look like another type 
of “floor resonance” and which have been observed in several real building projects. 
Experimental results will be shown which can confirm the calculated phenomena. 
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1 INTRODUCTION 

The response of buildings to ground vibration had been studied by experiments and some 
rules have been derived. The transfer from free-field to foundation amplitudes and to floor 
amplitudes had been established for small residential buildings [1,2]. These rules, however, 
cannot be applied to larger and more complex buildings, namely to office buildings with their 
column-type rather than wall-type structure. Therefore, a finite-element analysis of different 
building types has been performed where the parametric study of office buildings was of high 
interest [3]. 

2 DIFFERENT BUILDINGS 

The basic office building consists of four storeys, three lines of thirteen columns, and 
5 x 2 x 12 floors (Fig. 1). The columns and floors are of concrete with the material parameters 

Figure 1: Office buildings with 2 x 12 floor bays and a) 4, b) 8, and c) 12 storeys. 

a) 

b) 

c) 
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EC = 3 1010 N/m2 the elasticity modulus, C = 2.5 103 kg/m3 the mass density, and the 
geometrical parameters 3 m x 0.6 m x 0.6 m for the columns and 6 m x 6 m x 0.2 m for the 
floors. There is a 2 m x 2 m shallow foundation under each column of which the stiffness is 
calculated as k = 4 G/(1- ) A/  and the damping as c = 3.4 A/ (1- ) G . The soil 
parameters G = 8 107 N/m2 the shear modulus,  = 0.33 the Poisson ratio,  = 2 103 kg/m3 the 
mass density are used together with the foundation area A = 2 m x 2 m. 

The number of storeys has been varied between 4, 8, and 12, see Figure 1. The number of 
rows of floors has been varied between two (the standard) and three. The stiffness of the soil 
has been varied between G = 4.5, 8 and 18 107 N/m2. 

High-rise office buildings of 20 storeys have been analysed with a different ground plan 
(Fig. 2). There are 4 x 3 floor bays of 6 m x 6 m which are completely supported by columns 
as before (Fig. 2a) or supported by an additional inner core of walls with dW = 0.2 m (Fig. 2b). 

 

Figure 2: Office towers of 3 x 4 floor bays and 20 storeys, a) without core walls, and b) with core walls, 4-storey 
residential buildings with 2 x 5 floor bays and c) walls across and d) walls along the building. 

Two 4-storey wall-type residential buildings have been analysed (Fig. 2c,d). Both 
buildings have 2 x 5 floor bays of 5 m x 5 m width, and one building has its walls across the 
building and the other has its walls along the building. Whereas the floors are of concrete, the 
walls are made of masonry with the material parameters EM = 5 109 N/m2 the elasticity 
modulus, M = 2.5 103 kg/m3 the mass density, and a thickness of dW = 0.25 m.  

A small 2-storey residential building with varying floor dimensions (Fig. 3) is analysed 
once with equal floors in the storeys and once with a different floor of 7 m x 6 m in the 
ground floor. 

All buildings are excited by a constant harmonic free-field of frequencies between 1 and 
50 Hz. The response of the building is plotted as the ratio to the free-field amplitude giving 
the frequency-dependent transfer functions of the different building points. 

b) a) c) 

d) 
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Figure 3: 2-storey residential building, floor plan. 

3 A PARAMETER STUDY FOR OFFICE BUILDINGS 

3.1 Transfer functions and vibration modes 

Figure 4: Transfer functions of the 4-storey office buildings, a,c,e,g) mid columns, b,d,f,h) floors,  ground, 
1st,  2nd,  3rd storey,  roof, a,b) soft soil, c,d) medium soil, e,f) stiff soil, g,h) average of all storeys,

 soft,  medium, and  stiff soil. 

c) 

a) b) 

d) 

f) e) 
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Figure 4: continued. 

The freefield-building transfer functions are shown in Figure 4c,d for the five storeys of 
the standard office building. Figure 4c shows the transfer functions for a central column, and 
Figure 4d for the midpoint of a central floor. These transfer functions show some general 
characteristics. All freefield-building transfer functions start with V = 1 at zero frequency and 
usually end below V < 1 at 50 Hz. That means that the free field is not modified by the 
building at low frequencies whereas the free field is reduced by the building at high 
frequencies. In between, amplifications of the free field can occur due to several reasons. The 
standard office building shows an amplification at 9 Hz for the column as well as for the floor 
points where the floor amplitudes are higher at V  6 compared to the column points at V  3. 
The points higher in the building (the upper storeys) have a little higher amplitudes. This is 
also true for a weak amplification at 29 and 37 Hz. Another weak amplification can be found 
at 13 Hz for the floor points. To be complete, there is also a relative maximum of almost 
V  1 at 15 Hz for the outer columns. 

Figure 5: Transfer functions of the 8- (a,b) and 12-storey buildings (c,d), a,c,e,g) mid columns, b,d,f,h) floors, 
 ground,  1st,  2nd,  3rd storey,  4th,  5th, 6th, 7th, roof, e,f) average of all storeys,  4-storey,  8-

storey, and  12-storey building. 

g) h) 

a) b) 

c) d) 
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Figure 5: continued. 

The results for the variation of the soil can be found in Figures 4a,b,e,f. If the stiffness of 
the soil is modified once to the soft (Fig. 4a,b) and once to the stiff side (Fig. 4e,f), the 
fundamental resonance frequency is shifted to 7 Hz and to 10 Hz. At the same time, the 
amplitudes are increased from 3 to 4 for the columns and from 4 to 10 for the floors from the 
soft to the stiff soil. The stiff soil yields also a more pronounced second maximum at 13 Hz. 
Corresponding to that, a common minimum can be observed at 13 Hz for the columns which 
is also strongest for the stiffest soil. 

The variation of the number n of storeys of the office building is shown in Figure 5. The 
transfer functions of higher office buildings show a lower resonance frequency, 7 Hz for the 
8-storey building and 6 Hz for the 12-storey building. The second maximum is now a little 
stronger (V  4) at 11 or 12 Hz. 

Finally in Figure 6, it is demonstrated that the fundamental resonance does not change if 
the total width of the storey floor is increased from 2 x 6 m to 3 x 6 m. 

Figure 6: Transfer functions of the office buildings with  2 x 12, and,  3 x 12 floor bays, a) mid columns, 
b) floors, average of all storeys.

Some mode shapes of the different buildings are shown in Figure 7. The 4-storey office 
building shows clear equal deformations of each storey for the first resonance frequency at 
9 Hz (Fig. 7a). The maximum displacement occurs in the middle of the building along the 
central columns. It looks like a resonance of the entire floor of the storey, but it is the 
resonance of the central building on the soil, see more examples in [4,5]. Figure 7b shows the 
local floor resonances at 12 Hz which are in anti-phase for the top and the bottom floors. The 
12-storey building (Fig. 7c) has clearly increasing amplitudes from bottom to top at the first 
resonance frequency of 6 Hz, that means a vertical deformation of the whole building which 
is called the “column mode”. 

The resonance amplitudes vary with the stiffness of the soil and the height of the building. 
The highest amplitudes are for the 8-storey building with V = 8 for the columns and V = 10 

e) f)

a) b)
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for the floors. This can be explained by the coupling of different modes, see the next section. 
For the 8-storey building, the “soil mode”, the “floor mode”, and the “column mode” coincide. 
The 12-storey building with the lowest resonance frequency has a combination of the “soil 
mode” and the “column mode”. The 4-storey building has a coincidence of the soil and the 
floor mode. Therefore, the 4-storey building and the 12-storey building have only medium 
strong resonances of V = 6 at the floors. The amplitudes increase with the stiffer soils as the 
theoretical soil-building resonance frequency comes closer to the floor resonance frequency 
and reaches V = 10 for the stiff soil of G = 18 107 N/m2. 

Figure 7: Vibration modes of the column-type office buildings with a) 4, b) 8, c)12 storeys, at 9 Hz (a), 12 Hz (b), 
and 6 Hz (c). 

3.2 Analysis of resonance frequencies and the coupling of modes 

All these resonance frequencies are analysed in more detail by Figure 8. The fundamental 

a)

b)

c)
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resonance frequencies from the finite element calculations are compared with the theoretical 
soil-building resonance frequencies. The theoretical soil-building frequency fS = k/m 
compares the stiffness k of the foundation and the mass m of the building. Therefore, the 
theoretical soil-building resonance frequency varies with fS ~ vS = G/  and with fS ~ n -0.5. 
There are differences between the soil-building resonance frequency for the whole building, 
for the outer building (with a lower mass and a higher resonance frequency), and for the 
central building (with a higher mass and a lower resonance frequency). The fundamental 
resonance frequencies from the finite-element calculation are even lower than the theoretical 
ones. The difference is 11.7 Hz to 9 Hz for the standard soil of G = 8 107 N/m2 (vS = 200 m/s), 
from 8.7 Hz to 7.5 Hz for the soft soil of vS = 150 m/s, and greatest for the stiff soil 
vS = 300 m/s from 17.5 Hz to 10 Hz. Moreover, the power laws from the finite-element 
calculations are clearly weaker than the theoretical laws. All these observations indicate 
another influence on the fundamental resonance. 

Figure 8: Theoretical soil building resonance frequencies for  the whole building,  the inner building and 
 the outer building,  the fundamental resonance frequency from the finite-element calculation, a) variation of 

the soil, b) variation of the number of the storeys. 

This influence is identified as the influence of the floor resonance. Approximately, the 
floors are clamped at each column and the rotation along the sides is prevented due to the 
interaction with the neighbouring floors. The theoretical floor resonance frequency is 
therefore 13.7 Hz, see [4]. This floor resonance frequency is not far from the soil-building 
resonance frequency so that both resonances work together and yield a lower fundamental 
resonance frequency. 

The higher office buildings have lower soil-building resonance frequencies which are 
further away from the floor resonance frequency. Therefore, the floors have a weaker 
influence on the soil-building resonance frequency. There is another influence in case of 
higher buildings. The upper storeys are amplified compared to the lower storeys. This 
“column mode” means a stronger mass effect than for a rigid building, and this yields also a 
reduction of the soil-building resonance frequency. 

4 OFFICE TOWERS 

The two 20-storey office towers considered here can be seen in Figure 9 with their typical 
vibration modes. Figures 9a,b,d show the column mode of the tower without and with core 
walls where the amplitudes are increasing from the bottom to the top of the building. Figure 
9c shows a second “column mode” at 9 Hz where top and bottom of the building are in anti-
phase.  

b)

f S
(H

z)

a)
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Figure 9: Vibration modes of the 20-storey office towers without (a,b,c) and with (d) core walls, a) 4 Hz, b) 4 Hz 
(imaginary part), c) 9 Hz, d) 4 Hz. 

Figure 10: Transfer functions of the 20-storey buildings (a,b) without and (c,d) with core walls, a,c) mid columns, 
b,d) floors,  ground,  4th,  7th,  10th,  13th,  16th,  19th storey. 

a) b) c) d)

a) b)

c) d)
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The transfer functions of the two tower buildings have some similarities (Fig. 10a,c). The 
main resonance is at 4 Hz and a considerable amplification from bottom to top can be 
observed. The tower without core reaches amplitudes of V = 8 and some influence of the 
floors at 9 Hz can be found. The tower with core has lower amplitudes with a maximum of 
V = 5. Some floor resonances can be seen at 11 to 13 Hz for the floor points (Fig. 10b,d). 

The main resonance of the twenty-storey office towers is determined similarly by the “soil 
mode” and the “column mode”. The theoretical soil-building resonance frequency is 6 Hz and 
the theoretical column resonance is also fC = vL/4H  6 Hz, see [6] for details. Both together 
yield a fundamental resonance frequency of 4 Hz. 

The floor resonance frequencies depend on the position of the floor. It is lowest with 
f0 = 11 Hz at the corner, with f0 = 12 Hz at the edge of the storey, it is higher with f0 = 15 Hz 
near the core, and highest with f0 = 24 Hz inside the core. 

5 RESIDENTIAL BUILDINGS 

Figure 11: Transfer functions of the 4-storey residential buildings (a,b) with walls across and (c,d) walls along 
the building, a,c) mid wall, b,d) floors,  ground,  1st,  2nd,  3rd storey,  roof. 

The two types of 4-storey residential buildings have a different orientation of the walls and 
there is only a small difference of the building mass. Therefore, they have almost the same 
theoretical soil-building resonance frequency at 12 Hz. The resonance frequency of a rigid 
building is reduced to 10 Hz for the flexible building (Fig. 11) which is due to a small effect 
of the floor mode and the wall mode. The floor resonances are at 20 Hz in case of the 
longitudinal walls and at 24 Hz in case of the transverse walls. The resonance frequency in 
case of the longitudinal walls is defined by a clamped boundary at the central wall and a 
hinged boundary at the outer wall. This yields the eigen frequency f0 = 20 Hz for the floor 
span of 5 m. In case of the transverse walls, the boundary condition is clamped-clamped 
which yields the higher floor resonance frequency. The 20 Hz floor resonance can be found in 
Figure 11b, but the amplitudes are not higher than V = 2. The floor resonance amplitudes are 

c) d)

a) b)
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reduced by the compliance of the soil. Around 20 Hz, the foundation and wall amplitudes are 
very low so that the floor resonance amplitudes are limited (absorber effect). 

Figure 12 shows two floor resonances of the residential building, the first at 23 Hz, the 
second at 37 Hz. Both floor modes comprise anti-phase motions. At 24 Hz, the top and 
bottom floors are in anti-phase (Fig. 12a), at 37 Hz, all floors are in anti-phase to the walls 
(Fig. 12b). 

Figure 12: Vibration modes of the residential building with walls across the building, at a) 24 Hz, and b) 37 Hz. 

Finally, the small 2-storey residential building is analysed in Figure 13. The highest soil-
building resonance of 15 Hz can be found. All four rooms have different dimensions, but no 
floor resonance can be seen in Figure 13b, not even for the largest room. Only if the ground 
and the first storey have different walls, the floor resonance at 17 Hz can be found with a high 
amplitude of V = 8 (Fig. 13d). The resonance frequency agrees with the resonance frequency 
of a 6 m x 7 m large plate which is hinged at all boundaries. 

Figure 13: Transfer functions of the 2-storey residential buildings, a,b) with regular floors and c,d) with a sepa-
rated large floor a,c) mid wall, b,d) floors,  ground,  1st floor,  roof. 

6 COMPARISON OF THE DIFFERENT BUILDING TYPES 

All buildings have a clear fundamental resonance which is mainly a soil-building 
resonance in most cases. The floor resonance can be observed for all buildings, but not so 

a) b)

a) b)

c) d)

4570



L. Auersch, S. Ziemens 

clearly. The column resonances as an effect of the flexibility of the columns can be found for 
the high office buildings. Moreover, many anti-phase modes have been found in many 
buildings, floor against columns/walls, inner against outer building, and top against bottom. A 
column-type office building is obviously not a rigid structure. 

The highest resonance amplitudes have been found for the stiffest soil, the highest building, 
and for the separated floor in the small residential building with amplitudes of V = 8 to 10. 
The amplitudes are reduced with increasing frequencies, strongest for the office towers which 
have amplitudes below V < 1 above 7 Hz, even lower for the tower with core walls. The 
residential buildings start with amplitudes below V < 1 at 15 Hz, the small residential building 
starts at 20 Hz. The office buildings have the highest amplitudes at higher frequencies, usually 
at V  1, even higher for the stiff soil, whereas the soft soil yields amplitudes below V < 1 
starting from 30 Hz. In general, the column-type office buildings have been identified as the 
most sensible buildings. 

7 EXPERIMENTAL RESULTS 

The soil-building resonance which is dominant in the theoretical results has also been 
found in measurements of small residential buildings (Fig. 14 from [2]). The soil-building 
resonance frequencies have been measured in the range of 5 to 10 Hz. These lower 
frequencies have been attributed to an inhomogeneous soil with a soft material on top of the 
soil. 

Figure 14: Transfer functions of several small residential buildings measured during pile driving (a) and train 
passages (b), eight buildings and the average (thick line). 

Many measured floor resonances have been evaluated in [6,7]. The resonance amplitudes 
(compared to the free field) are in the range of V = 1 to 10. The low floor resonance 
amplitudes of the present numerical study are probably due to the very regular modelling of 
the building. All reducing effects are stronger if all the same floors act together, for example 
reducing the foundation amplitudes [6]. Also, the regular interaction of the inner and outer 
columns leads to an anti-phase floor excitation and smaller resonance amplifications. 

The wall or column resonance has been observed in some measurements of 6- to 8-storey 
buildings [1]. The strongest wall and column effect can be found in the office towers. Such a 
tower building has been measured and also modelled in detail. The resulting soil-building 
transfer functions have been compared (Fig. 15). The wall/column mode resonance with 
increasing amplitudes at higher storeys can be clearly seen below 10 Hz in theory and 
measurements. The floor resonances follow between 10 and 17 Hz. 

a) b)
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Figure 15: Office tower (a), finite element model (b), measured transfer functions (c,  24th,  21st,  18th, 
 15th,  12th,  6th,  ground storey), and calculated transfer functions (d). 

8 REAL BUILDING PROJECTS 

Finally, some real building projects are presented. The real building projects are not as 
regular as the buildings of the preceding parameter study. The foundation consists of end-
bearing piles which are necessary for the soft sandy soil under building 1 (Fig. 16a). 
Buildings 2 and 3 (Fig. 16b, e) are above from traffic lines (motorway or metro) so that pile 
foundations are used close to the traffic lines while plate foundations are used for the rest of 
the building. The building plan is also irregular, for example triangular for building 1 (Fig. 
16c). The building structure is usually mixed with core walls and columns. 

Some building-soil transfer functions are given in Figure 17a-d for building 1. The transfer 
functions of the core wall display the soil-building resonance at 10 Hz and a quit regular 
behaviour at higher frequencies. The column near the core wall (Fig. 17b) shows some more 
column deformations but still the basic resonance at 10 Hz. The column in the column section 
has a lower resonance at 7.5 Hz with a strong amplification from bottom to top (Fig. 17c). 
The floor resonances are between 15 and 20 Hz (Fig. 17d). 

Building 2 has a 10-storey and a 20-storey part where the 10-storey part is situated above 
the metro line. The side parts include the walls whereas the middle parts are built with 
columns. The soil-building transfer functions of the wall part (Fig. 17 e, f) show only the floor 

a) b)

c) d)

4572



L. Auersch, S. Ziemens 

a) b) 

c) d) 

e) f) 

Figure 16: (a, c) Building 1 on piles with core walls and columns, (b, d) building 2 above metro line vibration 
modes at 12 and 8 Hz, (e, f) Building 3 above motorway, modes at 9 and 14 Hz. 

resonances at 20 Hz. The column part (Fig. 17 g, h) show a strong column resonance at 10 Hz 
and some floor resonances around 25 Hz. 

Building 3 has eight storeys and lies above a motorway. The floors are built on rather small 
columns (0.35 m x 0.35 m). Walls at the two ends and at two staircases at the back side 
provide the stiffness. The building-soil transfer of a column near the staircase (Fig. 17i) has a 
higher column resonance at 8 Hz than a column in the column section with 5 Hz (Fig. 17j). 

The vibration modes in Figure 16 show the basic building resonance always at the softest 
part of the building, in the front (the column section) of building 3 (Fig. 16e), and at the 
central columns of building 2 (Fig. 16d). This result from irregular realistic buildings 
underlines the observation of the preceding parameter study with regular buildings. 
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a) b) 

c) d) 

e) f) 

g) h) 

i) j) 

Figure 15: Transfer functions of building 1 (a-d), 2 (e-h), and 3 (i, j), walls (a, e), near-wall columns (b, e, i), 
columns (c, f, j), near-wall floors (g) near-column floors (d, h). 
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9 CONCLUSIONS 

Different types of buildings have been modelled by the finite element method and 
calculated in frequency domain to obtain the transfer functions of the floor, wall and column 
points compared to the free-field excitation. Soil-building, floor and wall/column resonances 
have been observed. Strong coupling effects between these modes have been found for the 
office buildings. The fundamental resonance is a combination of the soil and floor mode in 
case of the lower office buildings or a combination of the soil and column mode in case of 
high office buildings. The combined resonance frequencies are usually smaller than the 
theoretical soil-building resonance frequencies. The characteristics of the office buildings 
compared to the residential buildings are the higher flexibility of the columns compared to the 
walls and the lower floor resonance frequencies because of the less constrained support 
conditions. The low floor resonance frequencies are close to the soil-building resonance 
frequency and induce strong coupling effects. The compliance of the soil under the 
foundations leads to a reduction of the resonance amplitude of the floors. A clear floor 
resonance has only been found for the irregular 2-storey residential building. Measurements 
show higher resonance amplitudes of the floors as real buildings have more irregular 
variations than the building models here. Measured examples of the soil-building and the 
column resonance show a good agreement between theory and experiment. The results of this 
study should help to find simplified models for a fast prediction of ground-induced building 
vibrations [8-10]. 
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Abstract. In recent years, the use of robotic systems to enhance the productivity of machining
operations has received significant attention from the research and manufacturing communities.
Robots have the potential to further improve productivity, for example by providing automated
workpiece fixturing, or by providing a flexible and reconfigurable platform from which a va-
riety of subtractive or additive manufacturing operations could be performed. One possible
approach is the use of a robotic arm to provide additional fixturing or support of the workpiece
during the machining operation. This can increase the stiffness of the workpiece system during
machining, which can improve productivity by limiting the onset of undesirable vibrations such
as chatter. Chatter is a form of self-excited vibration which leads to low surface quality of the
workpiece, shortens the cutting tool life and increases the cutting forces. In this paper, an ac-
tively controlled robot arm is simulated in order to suppress the chatter, in an effort to further
improve the chatter stability. During the milling operation, preload can be applied through
the robot to support the flexible structure, however, the robot cannot suppress high-frequency
forces. Since the stiffness and damping ratio of the large flexible structure vary during the oper-
ation due to material removal, active vibration control is performed. A proof-mass actuator is
proposed that can provide 45 N force up to 2000 Hz with 2 mm stroke. The dynamic properties
of the device are identified experimentally as part of a model of a robot fixture prototype. The
robotic arm is modelled as a three degree of freedom system; this is combined with a simplified
representation of the workpiece dynamics, and the proof-mass actuator, within a Matlab envi-
ronment. The effect of active control on the chatter stability is evaluated, focussing initially on
the use of direct velocity feedback as a control strategy. Estimated chatter stability predictions,
along with time, frequency domain simulation results, show that the application of active con-
trol method in robotic-assisted machining can suppress the chatter vibrations during machining
and hence increase productivity.
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1 INTRODUCTION

Thin-walled structures such as jet engine parts and aerospace fuselage components are com-

mon in the aeronautical industry. However, large flexibility of these components leads to ex-

cessive vibrations which are called chatter vibration during machining. Chatter is a form of

self-excited vibration which leads to low surface quality of the workpiece, shortens the cutting

tool life and increases the cutting forces. Milling stability theory [1] can be used to improve

the chatter stability by selection of the process parameters which are cutting speed, feed rate

and depth of cut. Also, in order to increase the productivity of the process, dynamic stiffness

and damping ratio of the workpiece can be improved. There are many techniques with fixed

supports [2] and mobile supports [3] to avoid chatter but an interesting current approach is to

use robotic systems as part of the machining system. Robots can be used to directly machine

components, yet they tend to exhibit very low stiffness which exacerbates excessive vibration.

Recently, considerable literature has grown up around the theme of robotic assisted machining.

Robots can be used to improve the fixturing or support of the workpiece during machining. The

method is called robotic assisted milling when a robot supports a workpiece from the opposite

surface to the milling process.

For instance, Ozturk et. al. [4] presented a new concept called robotic assisted milling of thin-

walled structures. The authors used two types of end effectors to support the workpiece from the

back surface. Experimental results showed that the surface roughness decreased considerably

by using moving support. During the milling, robot and the cutting tool moved synchronously.

As it is mentioned in the paper, the process was monitored not controlled. The authors did not

take account of stiffness change during machining. As the workpiece’s stiffness changes due

to the material removal, the supporting force needs to be adjusted to achieve better dynamic

response improvement.

Fei et al. [5] presented a moving damper to increase the stability of the process. Stability of

the process increased substantially. Nonetheless, since the moving damper is fixed to the ma-

chine itself, it can be used for only a particular workpiece unless the moving damper design is

changed. The authors also investigated the deformation model for moving fixture [6]. Surface

quality and machining errors are improved. Esfandi and Tsao [7] suggested using an industrial

robotic manipulator to avoid machining vibrations for turning process of the thin walled cylin-

drical structures. The results encouraged the use of manipulator which provides higher cutting

stiffness. Nevertheless, the robot sometimes influences negatively the stability of the machining

process given that the robotic arm itself is not rigid.

Some researchers have also studied the effect of the supporting preload force. Bo et al. [8]

investigated the influence of supporting force of moving support on machining stability during

mirror milling operation of the thin-walled structure. Supporting force influences not only

machining stability but also the dynamic behaviour of the workpiece.

In this paper, an actively controlled robot arm which is modelled as a three degree of freedom

system, is simulated for milling process in time and frequency domain. The aims are to improve

chatter stability, select the most effective actuator assembly point, and compare the effect of

the contact type between robot and workpiece. In section 2, contact parameter identification

using the receptance coupling formula is presented. In section 3, an inertial actuator which can

provide active control for robotic assisted milling is introduced. The effect of the active control

on the chatter stability improvement is simulated and evaluated, focussing on the direct velocity

feedback (DVF) as a control strategy. In the last section, the stability lobe diagram is estimated

for the process.

4578



Muhammet Ozsoy, Neil D. Sims and Erdem Ozturk

2 IDENTIFICATION OF CONTACT PARAMETERS

The proposed robot and machine tool configuration is shown schematically in Figure 2.1.

Here, a flexible robot is pushed against a flexible workpiece via a soft contact interface whose

dynamics must be identified. The machining stability can be improved by using an active vi-

bration control device on the end effector. During the milling operation, preload will be applied

through the STAUBLI TX90 robot to stiffen the flexible workpiece. It should be noted that

for the purposes of this proof-of-concept experiment, a nominal ’thin walled workpiece’, is re-

placed by a solid workpiece block that is mounted on a flexure. The contact parameters which

are stiffness and damping ratio, between the end-effector that is hard rubber, and the flexure are

identified by receptance coupling formula [9]. Parameters are identified when 240 N support

force is applied to the flexure.

Figure 2.1: Actively Controlled Robot Arm for Milling

The workpiece and robot are modelled as single and three degree of freedom system, respec-

tively. The combined system’s frequency response function (FRF) is calculated as;

FRFcombined = FRFpart − FRFpart(FRFpart + FRFrobot +
1

K ′ )FRFpart (1)

K ′ = k + iwc (2)

where FRFcombined, FRFpart, FRFrobot, k, c and w are the combined FRF, workpiece FRF,

robot FRF, contact stiffness, damping and the frequency, respectively.

As a first step, flexure and robot were tested using a modal hammer and accelerometer.

The flexure FRF was measured at its midpoint. Since the robot’s stiffness varies due to the

configuration, the robot was tested on the end-effector while the robot was not touching the

flexure but very close to the measurement point. Then, the experiments were repeated with
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hard rubber supporting the workpiece at the middle point of the flexure. The flexure flexibility

is improved 61% by utilizing preload through the robot as seen in Figure 2.2. Seeing that the

experimental contact is flexible, the coupled system’s natural frequency is changed from 380

Hz to 399 Hz. The contact stiffness and damping are identified for flexible contact as 4.5e5

N/m and 35.5 Ns/m, respectively.

Also, the combined FRF is estimated for rigid contact. If the contact was assumed as rigid

contact, which can be provided with a metal castor end-effector presented by Barrios et. al. [10]

by using a different robot, natural frequencies would have been shifted close to robot’s natural

frequencies which are 32, 76 and 136 Hz.
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Figure 2.2: Frequency Response Functions and Receptance Coupling Model

3 ACTIVE CONTROL AND SIMULATION RESULTS

Active control is simulated for robotic assisted milling by using an actuator as shown in

Figure 2.1. The direct velocity feedback (DVF) control system is selected as it is a model free

control method and easy to apply. Once it is implemented, only the gain needs to be adjusted.

An inertial actuator is chosen as this approach is easily deployed on the robot’s end effector.

3.1 Inertial Actuator

The inertial actuator seen in Figure 3.1 can be represented by a vibrating mass mp with a

damper cp and spring kp. The mass is excited by a electromagnetic force fa according to the

voltage input Vin. The transfer function between the mass displacement x and the voltage input

Vin can be written as,

x(s)

Vin(s)
=

G1G2

ms2 + cs+ k
(3)

where G1 is the electromagnetic gain and G2 is the power amplifier gain [11].
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The transfer function between the reaction force fa and the voltage input Vin can be written

as,

fa(s)

Vin(s)
=

−G1G2ms
2

ms2 + cs+ k
= ga

s2

s2 + 2ζωps+ ω2
p

(4)

where ωp is the natural frequency, ζ is the damping ratio of the actuator and ga is the actuator

gain [11].

Figure 3.1: Proof-Mass Actuator [12]

An inertial actuator which is a model of Micromega Dynamics, is used to perform the sim-

ulations. This actuator has a mode at 8.4 Hz and is capable of applying up to 45 N supporting

force up to 2000 Hz. Its transfer function [13] can be written as:

fa(s)

Vin(s)
= 5

s2

s2 + 15.834s+ 2785.6
(5)

3.2 Case Studies

In this section, 4 cases which show the effect of the actuator, actuator assembly point, and

effect of the contact parameters, are presented. Time domain solutions are solved by ODE 45

function within a Matlab environment. This function implements a Runge-Kutta method with

a variable time step for the time domain solution. Robot and workpiece are modelled as a three

and single degree of freedom, respectively. Model parameters and cases can be seen in Table

3.1 and Table 3.2.

Table 3.1: Model Parameters

Parameters Value (kg) Parameters Value (N/m) Parameters Value (Ns/m)

M1 32.8 K1 7.3e5 C1 573

M2 21.6 K2 1.88e6 C2 368

M3 21.4 K3 9.47e6 C3 1210

M4 0.748 K4 4.5e5 C4 35.5

Ma 1 K5 4.27e6 C5 25

Ka 2785.6 Ca 15.83
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Table 3.2: Cases

Case Number Explanation

Case 1 Preloaded case, without actuator

Case 2 Actuator on the end-effector, flexible contact

Case 3 Actuator on the end-effector, rigid contact

Case 4 Actuator on the workpiece, flexible contact

The first case is uncontrolled and has a flexible contact. Three degree of freedom robot

supports the workpiece. Vibration on the workpiece is suppressed by applying preload through

the robot. Its spring-mass model can be seen in Figure 3.2.

Figure 3.2: Flexible Contact Without Actuator

The natural frequency of the workpiece is shifted from 380 Hz to 399 Hz in this configura-

tion. The model natural frequency is calculated by Cramer’s rule [14]. The amplitude of the

workpiece is reduced by around 61%. This scenario matches the results already presented in

Figure 2.2.

Case 2 is with the actuator mounted on the end-effector seen in Figure 3.3. So as to carry out

the direct velocity feedback (DVF) control method, vibration of the end-effector is differentiated

to velocity and the velocity is multiplied with feedback gain to drive the actuator.

Figure 3.3: Actuator on the End-effector with Flexible Contact

The simulated FRF for this case is shown in Figure 3.4. The input force is implemented on

the end-effector and workpiece while output is measured on workpiece for both simulations.

Direct FRF (red dashed line) for the workpiece has only one mode at 399 Hz yet the cross FRF

(blue solid line) has two modes at 19 Hz and 54 Hz. In practice when the optimum gain limit is

exceeded, the system becomes unstable due to actuator nonlinearities such as force and stroke
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saturation. So, the optimum actuator gains were determined via simulations and the best case

scenario is presented in Figure 3.5. In the simulations, a sinusoidal excitation force of 100 N at

399 Hz, was applied to the workpiece to approximately represent the forces due to the milling

operation. Figure 3.5 shows the simulated workpiece response under these conditions. It can be

seen that the actuator cannot provide enough force to suppress the vibration on the workpiece

since the vibration on the end-effector is too small due to the flexible contact. Consequently,

the actuator is ineffective and the workpiece vibrations are not suppressed.

Nevertheless, if the system is excited with 100 N at 19 Hz, vibration on the workpiece is sup-

pressed by 23% shown in Figure 3.5b. Vibration on the workpiece is decreased up to feedback

gain g=800. Gain greater than 800 makes the system unstable due to the actuator nonlinearity.
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Figure 3.4: Frequency Domain Model for Case 2
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Figure 3.5: Workpiece Vibration for Case 2
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Case 3 is with the actuator on the end-effector with rigid contact (metal castor) as shown

in Figure 3.6. Since the vibration on the end-effector is equal to workpiece’s vibration, the

actuator can provide the vibration suppression on the workpiece. Rigid contact decreases the

natural frequencies to 34, 65, 160 Hz. All three modes are damped by active control.

Figure 3.6: Actuator on the End-effector with Rigid Contact

To excite the system a sinusoidal force which is 50 N at 65 Hz is applied. 65 Hz is the most

flexible frequency for the workpiece. Actuator force varies from 13 N to 45 N for the gains: 100

(dashed red line), 500 (dotted yellow line), 1000 (dash-dot purple line), 2500 (solid green line)

and blue solid line is for the uncontrolled system shown in Figure 3.7. Workpiece vibration is

suppressed around 90% for the case 3. Since the maximum produced force by the actuator is 45

N, gain can be increased up to 2500 for this excitation force value. If the gain is selected greater

than 2500, the system will be unstable owing to the force saturation.
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Figure 3.7: Time Domain Model with Rigid Contact

Case 4 with actuator on the workpiece can be seen in Figure 3.8. The contact between the

end-effector and the workpiece is flexible. In this case, the support is fixed support since the

actuator is assembled directly to the workpiece. 50 N at 399 Hz sinusoidal excitation force is

implemented. Optimum gain is determined as 5000, yet the gain only can be increased to 150

owing to the actuator force limitation. Time domain result is shown in Figure 3.9. Actuator

force varies from 20 N to 45 N for the gains 10 (dashed red line), 50 (dotted yellow line), 100

(dash-dot purple line), 150 (solid green line). Vibration on the workpiece is suppressed around

90%. If the gain was increased up to 5000 without actuator force limitation, vibration on the

workpiece could have been suppressed around 99%.
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Figure 3.8: Actuator on the Workpiece
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Figure 3.9: Time Domain With Actuator on the Workpiece

All the cases are compared in regards of workpiece vibration whilst the robot applies the

preload to the midpoint of the flexure. The effect of preload point can affect the results slightly,

which is given in the next section.

3.3 The Effect of Robot Position

The robot applied the preload to the midpoint of the flexure in the previous section. The

flexibility of the flexure is improved 61%. However, if the robot applies the preload to the edge

point of the flexure, the flexibility is improved 51%. Case 4 results are compared for both robot’s

preload position and it is presented in the Figure 3.10. The DVF control method is applied with

the same gains (10, 50, 100, 150) to the case 4 for both robot’s position. In terms of controlled

vibration results, there is no significant difference.
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Figure 3.10: Comparison of Robot’s Position Effect on Vibration Result

All cases are evaluated regarding vibration of the workpiece. By using active control through

the robot, the dynamic response of the structure can be improved significantly. Contact param-

eters and the actuator assembly point are very critical in order to get a well damped and stable

system. Selection of the end-effector and the actuator assembly point must be taken into con-

sideration for further applications. From a machining context the implications of this vibration

suppression can be considered from the perspective of the chatter stability. This is considered

in the next section.

4 STABILITY LOBE DIAGRAM

Selection of proper axial depth of cut and spindle speed is important to avoid chatter vibra-

tions [1]. Stability lobe diagram is often used to select optimal parameters so as to improve

productivity. The stability lobe diagram is estimated for the robot configurations described in

Section 3 in order to demonstrate the performance improvement that can be obtained from a

manufacturing context.

The stability lobe diagrams were obtained using Budak and Altintas’s method [15]. Details

of this approach are outside the context of the current contribution, but the theory and method is

widely reported elsewhere [1,15]. Down milling was a assumed, with a 20 mm diameter 4 tooth

tool and a radial immersion of 3 mm. The workpiece was assumed to have a cutting stiffness

of Ks=796e6 N/m2, Kt=768e6 N/m2, corresponding to Al-7075-T6 material. With reference to

Figure 4.1, five scenarios are shown:

• Flexible workpiece without active control and preload (blue solid line)

• Case 1: With preload which is implemented through the robot arm (red dashed line)

• Case 3: With the actively controlled robot arm by the inertial actuator on the end-effector,

rigid contact (for g=150 dotted green line, for g=2500 purple dash-dot line)

• Case 4: With the actively controlled robot arm by the inertial actuator on the workpiece,

flexible contact (for g=150 black solid line)

SLD is not developed for case 2 since the FRF was no improved in this scenario.
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Figure 4.1: Stability Lobe Diagram

Comparison of the limiting (min) depth of cut for each cases can be seen in Table 4.1.

Table 4.1: Comparison of the Limiting Depth of Cut blim

Cases blim (mm)

Uncontrolled, Without Preload 0.29

Case 1, Uncontrolled, With Preload (240 N) 0.74

Case 3, Controlled, Actuator on the End-Effector, Rigid Contact, g=150 4.38

Case 3, Controlled, Actuator on the End-Effector, Rigid Contact, g=2500 33.09

Case 4, Controlled, Actuator on the Workpiece, g=150 11.58

As seen in Figure 4.1 and Table 4.1, the depth of cut is increased around 2.5 times with

preload through the robot arm. To achieve greater depth of cut, active vibration control is

applied. The greatest depth of cut is achieved when the actuator is assembled on the end-

effector with rigid contact, gain=2500. However, when the actuator is mounted directly onto

the workpiece, the depth of cut is improved more than when the actuator is mounted on the

end-effector.

5 CONCLUSIONS

The purpose of the current study is to determine the dynamic response improvement in

milling operation by using an actively controlled robot arm. The concept is evaluated in terms
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of the contact type between the robot, workpiece, and actuator. Direct velocity feedback (DVF)

control method is performed in order to improve the dynamic response. It is concluded that the

actively controlled robot arm can improve the productivity of the milling process by decreasing

the vibration on the workpiece.

In the conducted simulations, workpiece vibration is damped around 61% by applying preload

through the robot to the midpoint of the flexure. An inertial actuator is mounted on the end-

effector and the workpiece for different cases to compare the effect of the actuator assembly

point on the dynamic response. An actuator on the end-effector with flexible contact cannot

improve the dynamic response of the workpiece except at low frequencies. However, when the

actuator is assembled on the end-effector with rigid contact, the vibration on the workpiece is

significantly decreased to around 90%. If the actuator is mounted directly onto the workpiece,

rather than via the robot, then the workpiece vibration decreases by around 90%. Similar per-

formance improvements can be observed in the so-called stability lobe diagram for a machining

scenario. To summarise, the work has proved the concept of using a robotically assisted ac-

tive vibration control system, for the machining of flexible workpieces. It has been shown via

simulations that improved machining stability can be achieved even when accounting for the

flexibility of the robot and the workpiece to robot contact.

As future work, all the simulations will be validated by experimental study. Direct velocity

feedback control method will be compared with more sophisticated control methods such as

PID, LQG, LQR and H∞. Finally, different end-effectors can be designed to compare the

contact parameter effect on the chatter stability.
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Abstract. Building codes for seismic resistant design of building structures generally include 
requirements for imposing an “accidental” torsion response. Methods for incorporating such 
effects into the analysis are ad-hoc at best and have not changed significantly over the past 50 
years.  This is despite the tremendous advanced in analytical and computational capabilities 
over the same period. The current building code methodology for including accidental torsion 
depends on the analytical method. For linear static approaches, lateral forces are applied at 
an eccentricity that depends on the sensitivity of the system to torsional effects. Where modal 
response spectrum analysis (MRSA) is used, the torsion may be included by imposing a mass 
offset or adding the accidental torsion as in linear static analysis.  Where linear or nonlinear 
time history analysis is utilized, the mass offset approach has been used almost exclusively. 

In a recent report published by FEMA (FEMA P-2012), it was found that the dynamic mass 
offset procedure could produce grossly unsafe designs relative to the static load approach for 
torsionally sensitive systems.  For this reason, it was recommended that the mass-offset ap-
proach not be used in MRSA or in linear time history analysis (LTHA) for systems with ex-
treme torsional irregularities. A recent supplement to ASCE 7-16 included the restriction on 
MRSA but not on time history analysis. In this paper, the mass-offset approach for including 
accidental torsion in the dynamic analysis is evaluated in detail and compared with the static 
analysis for different building configurations. It was found that for the analyzed buildings, 
MRSA predicts well the demands obtained using LTHA, and hence, the prohibition of the 
mass offset approach for accommodation accidental torsion should be extended to response 
history analysis. 

4590



Bryam Astudillo, Francisco Flores, Sebastian Pozo and Finley Charney 

1 INTRODUCTION 

Current codes and standards such as the ASCE 7-16 [1] provide three approaches that can 
be used to perform a seismic structural design considering accidental torsion in buildings us-
ing linear analyses. The first approach implemented uses the equivalent lateral force (ELF) 
procedure, the second one uses modal response spectrum analysis (MRSA), and the third uses 
linear time history analysis (LTHA). 

The ELF procedure uses a linear static analysis to represent the seismic force distrib-
uted along the building´s height. This procedure concentrates the seismic loads at the center of 
mass of each floor. In addition, if the building is torsionally irregular, accidental torsion is in-
cluded in two steps: 1) moving the applied load to an eccentricity of 0.05 times the building 
width perpendicular to the direction of loading, 2) amplifying the effect if the torsion is con-
siderable. The amplification factor Ax is calculated using equation (1), The factor is computed 
using the maximum ( max) and average displacements ( avg). The amplification factor need not 
be taken as less than 1.0, and has an upper limit of 3.0. 

Ax = ( max/1.2 avg)2 (1) 

The modal response spectrum analysis uses the modal shapes of the structure to calculate 
its dynamic response. When this procedure is used, two methodologies are proposed to incor-
porate accidental torsion if the structure is torsionally irregular. The first one consists in add-
ing accidental torsion to the modal response as a static load. For this purpose, the modal 
analysis is carried without a mass eccentricity. The second method, which is commonly used, 
is to explicitly incorporate the eccentricity in the dynamic properties of the model by applying 
a mass eccentricity to the building so the effect of accidental torsion is inherent. 

The linear response history analysis approach uses ground motions scaled to the de-
sign spectrum to calculate the building’s response. Accidental torsion is explicitly included by 
moving the center of mass. This approach demands more computational resources than the 
previous ones but has certain advantages, such a retaining the signs of the computer response 
quantities. 

In a recent report, FEMA P-2012 [2], it was found that the dynamic mass offset procedure 
could result in unsafe building designs relative to the static load approach for torsionally sen-
sitive systems.  Similar findings were  reported in De la Llera and Chopra (1994) [3]. FEMA 
P-2012 recommends that the mass-offset approach not to be used in linear dynamic analysis. 
However, a 2019 update to ASCE 7 included the prohibition for modal response spectrum 
analysis but not for linear response history analysis. Thus, the main focus of this paper is to 
establish differences in responses when the mass-offset approach is used in ELF, MRSA and 
LTHA. First, displacement and rotation demands are computed using the ELF and MRSA ap-
proaches in a series of one-story buildings with different configurations. Then, the paper stud-
ies the pertinence of MRSA to capture the same demands produced in the LTHA and, 
therefore, note a contradiction in that recommendation regarding the prohibition of MRSA for 
torsional sensitive buildings in ASCE 7. 

2 METHODOLOGY 

The FEMA P-2012 recommendations state that the difference between the ELF and the 
MRSA is critical under torsionally sensitive buildings. Therefore, to compare both design 
methodologies three-dimensional models with different plan ratios (PR) and lateral system 
distributions were used. The models are based on a previous torsional research building stud-
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ied by Flores et al (2018) [4], which consists of a 9-story building with buckling restrained 
braces (BRBs) as a lateral resisting system. However, in this research, only the top floor was 
taken as a one-story building, varying the lateral system positions as seen in Figure 1a to in-
vestigate different torsional irregularities. The element sections are shown in Figure 1b. Also, 
the archetype present leaning columns uniform distributed on the building area to capture ge-
ometric second-order effects. 

a)  b) 

Figure 1 a) Plan View and b) elevation view 

The mass of the building was assigned with lumped masses distributed according to Figure 
2, and each node on the grid had a lateral mass only acting in each direction (i.e. North-South 
and East-West). The rotational mass moment of inertia was generated automatically by link-
ing all nodes with a rigid diaphragm. In order to consider accidental torsion, a portion of the 
mass was shifted from the left to the right side, so each side sum (1-x)M/2 and (x)M/2, respec-
tively. The value for x was chosen as 0.50 and 0.60, giving rise to eccentricities of 0% and 5% 
respectively. The total mass assigned to the structure was calculated to obtain a fundamental 
period of 1 second approximately on each lateral direction for merely academic purposes. 

Figure 2 mass shifting eccentricity 

With the base archetype configuration, several models were developed varying the plan ra-
tio (PR) and the position of the North-South lateral system (NS-LS) respect of the building’s 
length (L). Meanwhile, the East-West (EW) plan dimension and the lateral resistant system 
remains invariant for all the models. Three PR ratios were used: 2 to 1, 3 to 1, and 4 to 1. In 
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addition, several positions of the NS-LS were considered which are defined by the parameter 
α, where α represents the distance of the NS-LS from the geometric center. It is necessary to 
clarify that the positions of the NS lateral system are always symmetric respect to the geomet-
ric center. It means that when α is equal to 50%, the NS lateral system will be located at the 
perimeter, while for α equal to 0%, the NS will be located at the geometric center. 

The three-dimensional elastic models were implemented using the software OpenSees [5]. 
Also, the models consider a 5% Rayleigh damping ratio applied on the 1st and the 3rd modes 
of the structure. The damping ratio was selected to be consistent with the design spectrum that 
uses a 5% target damping. 

2.1 Equivalent Lateral Force vs. Modal Response Spectrum Analysis. 

The previously defined models were used to determine the differences in design parame-
ters and demands between the equivalent lateral force (ELF) and the modal response spectrum 
analysis (MRSA) design approaches. The equivalent lateral force (ELF) procedure was per-
formed with a concentrated load corresponding to the weight of the structure (W) times the 
spectral acceleration (Sa(T1)) consistent with the NS translational mode (i.e. 1sec.). Initially, 
the load was applied to an eccentricity of 5%, then at an eccentricity of Ax times 5%. Mean-
while, modal response spectrum analysis (MRSA) was performed using all the modes of the 
building (three), with a CQC modal combination. The design response spectrum corresponds 
to a Dmax seismic risk as defined in FEMA P-695 [6] with a maximum spectral acceleration 
(Sd) of 1.0, and a one-second acceleration (S1) of 0.6. 

One of the initial considerations of building design is to determine if the building has tor-
sion irregularities. The ASCE 7-16 uses the maximum story drift at a building’s edge and the 
average story drift given a static force applied at 5% eccentricity to evaluate torsional irregu-
larities. FEMA P-2012 defines this ratio as the Torsional Irregular Ratio (TIR). ASCE 7-16 
also allows calculating the TIR with the MRSA as established in the commentary (i.e. per-
forming a combination of the maximum and average drift for each mode). Therefore, the TIR 
is calculated with both methods to assess the differences under a variety of building configu-
rations. 

After computed and compared the TIR, the demands of the ELF analysis were adjusted 
with the amplification factor Ax to increase the torsional effects, calculated with the equation 
(1). The ELF final demands and the demands obtained with the MRSA were compared in 
terms of the maximum displacement reached in the NS direction and the maximum rotation of 
the rigid diaphragm. This evaluation was carried to study the initial statement of the FEMA P-
2012 that MRSA leads to unconservative design for torsional sensitive buildings, and extend 
the study to rotational demands as a new indicator of torsional effects. 

2.2 Modal Response Spectrum Analysis vs. Linear Time History Analysis. 

Once the difference between the ELF and the MRSA was assessed, a comparison between 
the latter one and the linear time history analysis (LTHA) was performed. The demands were 
assessed in terms of the NS displacements and the rotation of the rigid diaphragm as well to 
make comments on the FEMA P-2012 recommendation about limiting the use of linear dy-
namic analysis. 

The LTHA was conducted using 11 ground motions obtained from the Far-Field dataset 
provided by the FEMA P-695 document that represents a Dmax seismic risk corresponding 
with the design spectrum used in the previous analyses. The 11 ground motions were matched 
to the spectrum using a spectral matching process [7] to reduce the variances between the 
ground motion response spectrum used for the LTHA and the design response spectrum used 
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for the MRSA. In the comparisons, the LTHA demands were considered as the average re-
sponse of the 11 ground motions following the ASCE 7 code methodology. 

3 RESULTS AND DISCUSSIONS 

3.1 Response comparison RSA vs Static 

First, the Torsional Irregular Ratio was calculated using the static method and the dynamic 
MRSA. The results for plan ratios 2, 3 and 4-to-1 for different locations of the NS-LS are 
shown in Figure 3a. It can be seen that TIR calculated with the static method increases when 
the NS-LS is moved towards the CoR. This is consistent with the figure shown in commen-
tary C12.8.4.3 of ASCE 7-16, which shows the torsional amplification factor. However, when 
calculating the TIR with the MRSA, this value does not necessarily increase when the NS-LS 
is moved toward the center. This happened due to the dynamic properties when the mass is 
shifted to one side as will be explained in the following subsections.  

Additionally, Figure 3b shows the torsional amplification factor Ax that was used to in-
crease accidental torsion for the static method in the models. It has to be mentioned that the 
dynamic methods do not need to increase the demands with their corresponding Ax as is men-
tioned in the newest code version (ASCE7-16). 

a)     b) 

Figure 3 a) TIR calculated using ELF and MRSA and b) Torsional Amplification Factor for ELF 

Figure 4 shows the drift's demands measured at the North-East and North-West corners 
(NE and NW, respectively) of each building configuration. Additionally, it shows the maxi-
mum drift envelope for MRSA. It should be noted the sensitivity of the demands to the loca-
tion of the NS-LS and the plan-ratio. For the static method, the drift demands increase when 
the NS-LS is moved towards the center, and that increment rate is greater when the plan-ratio 
is larger. On the other hand, for MRSA, the drift demands start to increase when the NS-LS is 
moved towards the center but it reaches a point where the demands tend to stabilize or even 
decrease as happened with the TIR. Additionally, it should be noted that the increment rate 
remains almost the same for all building plans which drastically differs from the ELF.  

Thus, it can be said that models with NS-LS at the perimeter have similar maximum re-
sponses for both methods despite their plan ratio. In contrast, when the NS-LS was moved 
towards the center, the calculated demands start to differ, especially for longer plan ratios (e.g. 
4 to 1 plan ratio). Therefore, it can be inferred that a design based on the ELF will end up with 
more robust elements. This is congruent with [3] and helps to explain the findings stated in 
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[2], [8], where buildings designed with ELF had a better collapse performance than buildings 
designed with MRSA. 

Figure 4 ELF and MRSA maximum corner displacements 

Since the MRSA gives only positive results, using displacements can bias the evaluation of 
torsional effects. However, the diaphragm rotations can help to evaluate the torsional effects 
on buildings modeled with a rigid diaphragm. Rotation demands for ELF and MRSA are 
shown in Figure 5.  

Once again, the ELF produces demands that increase with greater plan-ratios and NS-LS 
located towards the center. In the case of MRSA, the rotation demands increase until a given 
configuration and then start to decrease, similar to drift demands. It is also seen that the rota-
tions produced by MRSA decrease with greater plan ratios, contrary to the behavior of ELF. 

Figure 5 ELF and MRSA maximum diaphragm rotations 

3.2 Response comparison LTH vs RSA 

As seen before, for models sensitive to torsional effects (low alphas and larger plan ratios), 
the MRSA produced lower demands than the static method. This could be the reason why 
ELF designed buildings have a better collapse performance when compared to buildings de-
signed with MRSA. However, it does not mean that the MRSA underestimates the elastic de-
mands produced in those models in relation to LTH as it will be shown in this section. Figure 
6 shows the maximum drift for the NE and NW corners resulting from MRSA and LTH with 
mass shifted 5%L to the east side. It is seen that both methods give similar absolute maximum 
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results. It could have been expected that when the mass is shifted into the east direction, the 
NE corner will have larger forces and therefore larger displacements as happens on the ELF. 
In agreement, the NW corner will have fewer demands and displacements. However, it can be 
seen that once a certain location of the NS-LS is reached, a different behavior occurred and it 
can be explained with the interaction of the modes and their participation factors. That mode 
interaction causes that for torsional sensitive configurations (i.e. with the NS-LS located to-
ward the center) the opposite corner is subjected to higher demands. This involves that, for a 
given location (i.e. α=20-25% for the analyzed building) the maximum demands for both cor-
ners are the same. In the case of MRSA, the sign and the time when maximum demands oc-
curred are lost. This can cause a misinterpretation that there are not torsional effects, and if 
the TIR is calculated based on the average of those values rather than the average at each 
mode as explained in the ASCE commentary, there would be a TIR of 1. 

Figure 6 LTH and RSA maximum corner displacements 

It must be noted that those maximum drifts don’t happen at the same time as can be as-
sessed in LTHA. Thus, when the maximum drift is reached at one of the corners, the other 
corner is subjected to fewer drifts than what is predicted in MRSA due to the loss of sign and 
time of events. This is illustrated in Figure 7 where the maximum displacements for both 
methods are equal but the demands of the opposite edge differ when time and sign are ac-
counted in LTHA. When the MRSA predicts the same maximum displacement for both cor-
ners (i.e. α=20-25%), LTHA shows the bigger differences between them, even reaching 
displacements with different signs.   

This phenomenon was studied by tracking the rotations to evaluate whether there were tor-
sional effects or not, and in fact, it was found that the point where both corners have the same 
maximum displacement, the diaphragm rotation reaches its maximum value as shown in Fig-
ure 8. So, it must be noted that the maximum displacements were reported, however, they do 
not occur at the same time. Under this circumstance, the RSA could not be effective if tor-
sional effects are predicted by only having the displacements as a reference but the diaphragm 
rotation can work as a new parameter to account for torsional effects. Once again, it is seen 
that both methods give almost the same results (of course, RSA requires less computational 
effort). 
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Figure 7 LTHA and RSA maximum corner displacements and displacement of the opposite corner 

Figure 8 LTH and RSA diaphragm comparison 

Now, going a step further to explain why the NW corner increased its maximum displace-
ments, the modal shapes and participation factors for some models are shown in Figure 9. It is 
clear that when there is no eccentricity, each mode is purely translational or rotational (i.e. the 
participation factors are 100% in NS, EW or rotation). Then, when a 5% mass offset is added, 
there cannot be identified a purely torsional and translation mode, instead, the 1st and 3rd 
mode are a mix of them and it is reflected in the participation factors. For configurations 
where the NS-LS is located towards the perimeter (e.g. α equal to 0.5), the 1st mode takes over 
the NS translation while the 3rd mode takes over the torsional component. The opposite hap-
pens when the NS-LS is moved towards the center; the 1st mode starts to control the torsional 
response while the 3rd mode controls the NS translation. However, this implies that for some 
configurations, the 1st and 3rd mode shares almost the same participation over translation and 
torsion as happens when α is set between 0.25 and 0.30 for plan ratio 4 to 1. In this last case, 
the 1st mode generates a larger translation in the east corners while the 3rd mode generated 
larger translation in the west corners and since its period and participation are almost the same, 
the displacements are also similar. That is why it could be misinterpreted that since both dis-
placements are similar, there would not be rotation when actually that is when the maximum 
rotation is reached due to the combined effects of modes. In the case of the 2nd mode, it al-
ways remains as translational in the EW direction.  
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Figure 9 Modal response analysis for Plan Ratio 4 to 1 with different alpha values 

4 CONCLUSIONS 

The linear dynamic behavior of a structure differs from the static behavior; thus drifts and 
rotation demands are dependent on the method that was used.  

Starting with TIR, the static method shows an increment of the TIR when the NS LS is
moved towards the center. However, MRSA causes the TIR to saturate once a given con-
figuration is achieved, making the TIR decrease despite the NS LS is moved to-wards the 
center. 

Additionally, TIR calculated with static method increases for greater plan ratios for all
values of alpha. MRSA produces the same behavior of the TIR but only for large values
of alpha (greater than 25) before they saturate. For low alpha values, the TIR in MRSA
can even decrease for greatest plan ratios but there is not much difference within the plan
ratios.

For larger values of alpha (greater than 25), the TIR calculated with MRSA is greater
than the TIR calculated with the static method. It was also noted that after the saturation
point, values of TIR calculated with the static method can be great than those computed
with MRSA, especially for larger plan ratios.

For large values of alpha, drifts calculated with MRSA are greater than those produced
by the static procedure. However, for low alphas, the static procedure caused greater
drifts demands even without the torsional amplification factor (Ax).  Once again, the dif-
ferences are more notorious for larger plan ratios.

In terms of diaphragm rotations, both methods cause different behaviors. For the static
procedure, rotations increased when alpha values decreased while for MRSA  rotations
increase up to the saturation point following what it was seen for the TIR. Additionally, it
can be seen that the static method causes larger rotations for larger plan ratios. However,
the MRSA behaves like the opposite; fewer rotations are expected for larger plan ratios.
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This would lead to misinterpretations of the indirect forces that the orthogonal lateral 
system will receive due to torsion. 

Linear time history analysis demands can be predicted with MRSA for all the configura-
tions under analysis. 

The major differences between MRSA and LTH drifts and rotation demands were seen in
torsional sensitive configurations (lower alphas). However, MRSA allows predicting 
well the demands obtained in the LTHA analysis for the prototype under study. This im-
plies that further comments or recommendations about the mass-offset technique must 
apply to MRSA and LTHA in the same manner. 

Maximum rotations are reached in configurations where the modal participation factors
for a 5% mass offset, in each degree of freedom, are not concentrated in one mode only.
This also happens to be the configuration where both opposite edges reach the same max-
imum displacements.

For configurations with large values of alpha (e.g. less torsional sensitive configurations),
the displacement demands produced in the edge closer to the shifted center of mass are
larger. However, due to dynamic characteristics, for low alpha values, after the saturation
point, the edge in the opposite direction to the mass offset has larger displacement de-
mands. This contra intuitive result that occurs due to inertial forces present in dynamic
analyses.

The torsional behavior of a structure can be evaluated using RSA despite it gives positive
results only. For the purpose, not only drift demands must be evaluated but diaphragm
rotations. It can also help to avoid results misinterpretations due to the loss of sign and
time occurrence associated with MRSA. Regarding this topic, more work should be done
to use the diaphragm rotations and edge lengths to be an indicator of the torsional effects.
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Abstract. The structural coupling technique originated in the USA in the 70's, when Klein et 
al. [1] connected two adjacent structures through wire ropes to prevent pounding between 
them. This technique has been shown to be efficient not only to prevent the pounding phenom-
enon, but also to control the amplitude of vibration of coupled structures and to avoid possi-
ble severe structural damage caused by earthquakes or strong winds. The study of random 
vibrations arose from the need to assess the reliability structures that operate in a random 
environment. Stochastic dynamic analysis aims to evaluate the response of dynamic systems 
subject to stochastic inputs. One of the main premises of this analysis is to consider that the 
structure is known and deterministic, that is, its properties are not subject to random varia-
tions. The structure excitation is managed through probabilistic properties, generating the 
problem response as a function of variances. Thus, this paper aims to evaluate the difference 
between the deterministic and stochastic response in two adjacent structures, when using the 
structural coupling technique for vibration control. In addition, a parametric analysis is per-
formed in order to verify the importance of the soil and filter parameters applied in the state 
matrix, in the stochastic analysis. Adjacent building models are used considering the shear 
frame structure behavior. The dampers that connect the structures are passive and their posi-
tions, quantities and mechanical properties are optimized by the particle swarm algorithm, in 
which the excitation in deterministic analysis is provided by the acceleration record of the 
1940 El Centro earthquake. For stochastic excitation, a Gaussian stationary random process 
is used, in which it is applied through a filter, applied directly on the coupled system state 
matrix. The deterministic results of the uncoupled structures indicated the importance of 
choosing the base acceleration used as excitation in dynamic models. Reductions in vibration 
amplitude of up to 60% were observed. In the stochastic analysis, the reductions in floor vi-
bration amplitude remained in the 50% range both structures. It has been seen that there are 
considerable differences when using deterministic analysis and stochastic analysis. However, 
the use of coupling structural control technique increases the system reliability.
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1 INTRODUCTION
The first researches on the structural coupling technique were carried out in the United 

States, in the 70s, when Klein et al. [1] connected two adjacent structures using steel cables, 
in order to avoid pounding between them. Later, Klein and Healy [2] developed an algorithm 
for semi-active control and found that to ensure that the system is controllable, the natural 
frequencies of adjacent buildings should be different. From these works, several researches 
were developed using the coupling technique, evaluating several control devices in the con-
nection between the buildings [3-9].

The studies of random vibrations arose from the need to evaluate the reliability of struc-
tures that operate in a random environment. As examples, we can mention: winds in tall 
buildings and bridges, waves of the sea, earthquakes in civil structures, acceleration in satel-
lites, among others [10]. A stochastic process, or a random process, is a mathematical model 
of a dynamic process in which dependence on the parameter time (t) is governed by probabil-
istic laws [11].

Stochastic dynamic analysis aims to evaluate the response of dynamic systems subject to 
stochastic inputs. One of the main premises of this analysis is to consider that the parameters 
of the structure are known and deterministic, that is, its properties are not subject to random 
variations. The excitation of the structure is managed through probabilistic properties, gener-
ating the response of the problem as a function of variances. Thus, it is possible to assess the 
reliability of the analysis and work, for example, with the probability of failure of a given sys-
tem.

The objective of this work is to optimize the parameters of viscofluid dampers that connect 
two adjacent buildings through the deterministic dynamic response and the stochastic re-
sponse, in order to verify the difference in the optimization results. Afterwards, a study is car-
ried out on the importance of the parameters of the soil and filter, applied in the stochastic 
analysis, in the damping constant of the viscofluid dampers.

2 METHOLOGY
The models of adjacent buildings are considered to have shear frame behavior. The con-

nection devices are of the passive type, and their positions, quantity and mechanical properties, 
are optimized through the particle swarm algorithm. In the deterministic analysis, an excita-
tion provided by the acceleration record of the 1940 El Centro earthquake is used. In the sto-
chastic analysis, a random Gaussian stationary process is considered and applied through a 
filter, used directly on the state matrix of the coupled system. This improved matrix contains 
soil and filter parameters.

3 MATHEMATICAL FORMULATION
The mathematical formulation for adjacent coupled buildings with deterministic base exci-

tation is based on studies [7, 8, 12-13]. For stochastic excitation with white noise as an input, 
the formulation is based on studies [14-18].

3.1 Adjacent Coupled buildings
The adjacent buildings are considered as shear frame structures in this work, that is, the en-

tire mass on the floor is considered concentrated in the beam, in which it is infinitely rigid in 
relation to the columns. In this way, rotations in the nodes are prevented and the stiffness of
the structure is provided by the columns. The distance between the buildings is enough to in-
stall a connection device, however, it is not considered in the calculations. The type of control 
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used is a linear viscoelastic damper, that is, a device classified as passive. Finally, the move-
ment of the ground is uniform in both structures.

Let the coupled models shown in Fig.1 in that the structure 1 contains floors and the 
structure 2, floors. The mass, stiffness and damping properties of buildings have, respec-
tively, the values of , , , in which, indicates the floor number and the building
( . The springs and dampers of the control system have the mechanical properties
and , being the floor on which the elements are situated. Both structures are excited by 
acceleration in the ground . Lastly, and are the displacements of models in 
the time domain. Thus the velocities and accelerations are, respectively, , ,

and . The free-body diagram is shown in Fig. 2.

Figure 1: Model for adjacent coupled buildings.

Figure 2: Free-body diagram.

Applying Newton's second law, the equation of motion for the coupled system is as fol-
lows:

(1)

In which: , and are the mass, damping and stiffness matrices of the coupled sys-
tem, respectively; the vectors , andd are the ones that contain the values of 

Structure 1

Structure 2
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accelerations, velocities and displacements, respectively, in the two structures; is the ex-
ternal force vector, which in this case is the acceleration in the base.

One way to represent the above equation is by state-space. In this way, the second order 
differential equation (Eq. 1) is transformed into a set of first order equations. For a structural 
system, the state variables are displacements and velocities. If a system contains degrees of 
freedom, then it is separated into first order equations. The state vector is then given 
by:

(2)

And the first order equation is given by:

(3)

In which:

(4)

Matrix is the system state matrix, the vector represents the disturbance vector. Being 
the system output matrix, the structure response can be obtained as:

(5)

3.2 Stochastic response in State-Space
In this formulation, it is considered that the system disturbance is given by a random pro-

cess of white noise of average zero with power spectral density function (PSDF) of constant 
intensity . The covariance matrix of is given by:

(6)

where is the expectation operator and is the element of the vector .
As the process is random and it is considered white noise with zero mean, then satisfies 

the following differential equation:

(7)

Where is the covariance matrix between the state and the excitation vectors and 
except .
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Still, considering that the excitation is stationary, is independent of time, so the station-
ary solution of Eq. (7) can be obtained by solving the Lyapunov matrix equation:

(8)

When using the PSDF to represent a stationary Gaussian random process , can be
used a white noise filter through two linear filters:

(9)

In which , , and are soil parameters (sub index g) and filter parameters (sub in-
dex f). Equation (9) lead to the following PSDF described by Clough and Penzien [15]:

(10)

Being the intensity of the process. The stochastic response of the structure is obtained 
through Eq. (8), in which the state vector , the improved state matrix A (with the addition 
of the filter), are:

(11)

(12)

The elements of the covariance matrix with dimensions are
except .

With the covariance matrix it is possible to obtain the standard deviation of root mean 
square (RMS) values of displacements through:

(13)

where is a transformation matrix, which for this case, has the form:

(14)
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For a given stochastic excitation, the maximum displacement can be obtained through the 
peak factor ( . Studies by Der Kiureghian [14], indicate that the maximum displacement 
( is obtained as follows:

(15)

Where is the maximum standard deviation of the displacements obtained in the sto-
chastic analysis. In the second equation, it is the modified mean zero crossing rate and the du-
ration of the excitation. For a degree of freedom (SDOF) system subject to white noise as 
excitation at the base is given by:

,

(16)

In the above equation is zero-crossing rate of the response, and are the natural fre-
quency and damping ratio of the SDOF structure, respectively. For multiple degrees of free-
dom, the natural frequency and damping rate of the dominant vibration mode should be used.

Thus, the maximum displacement is given by:

(17)

3.3 Particle swarm optimization (PSO)
The PSO was used to obtain the positions, quantity and optimum properties of the dampers 

in the analysis. The PSO algorithm was developed by Kennedy and Eberhart [19] and is based 
on a population of individuals that adapt and stochastically return to previously well-defined 
regions.

The objective function used is formed by two parts. The first consists of minimizing the 
square of the RMS of the maximum interstory drift of the two adjacent buildings (Eq. 17).
The second is intended to decrease the value of the sum of squares of these RMS (Eq. 18).

(18)

(19)

(20)

ni1xx}{
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where is the vector that contains the RMS of the interstory drift of each building 
( and is the RMS of the absolute displacement calculated on each floor.

nfloor
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4 NUMERIC STUDY
One model of adjacent structures was chosen, containing the largest, 8 floors and the 

smallest, 4 floors, as shown in Fig. 3.

Figure 3: Models of adjacent buildings.

The floor mass considered is mij = 30 t, floor-to-floor height Hij = 3.0 m and stiffness per 
floor kij = 12.58 MN/m. The damping matrices were calculated using the Rayleigh method, 
considering a 3% damping ratio for all modes. In the deterministic analysis, accelerations on 
the ground of the 1940 El Centro earthquake were used, whose record of accelerations is 
shown in Fig. 4.

Figure 4: Record of 1940 El Centro earthquake accelerations.

The stiffness and damping values of the connection device between adjacent buildings vary 
from zero to 10.106 Ns/m. These devices are based on passive dampers available on the mar-
ket (Taylor Device, Inc).

On first stochastic analysis, for comparison with the deterministic analysis, Clough and 
Penzien's PSDF was used, as described in Eq. (10). The soil parameters are based on the work 
of [20-22] and are described in Table 1.

(rad/s) (rad/s)
0.6 0.5 0.6

Table 1: Parameters of PSDF.

For the process intensity , a value suggested by Clough and Penzien [15] representing 
the NS component of the 1940 El Centro earthquake was used, and has the value of

A
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. Fig. 5 shows the spectrum using the parameter values described 
above.

Figure 5: Clough and Penzien PSDF.

5 RESULTS AND DISCUSSIONS
The results are separated into two parts. The first part presents the results of the compara-

tive analysis of the performance of the control technique by structural coupling using deter-
ministic and stochastic analysis. The second part presents the results of the parametric 
analysis of the influence of soil and filter parameters on the structural coupling technique per-
formance using stochastic analysis.

5.1 Comparative study

The first two natural frequencies ((((( ) in both structures are shown in Table 2. In parenthe-
ses are the frequencies in Hertz, where .

Structure First frequency 
(rad/s)

Second frequency 
(rad/s)

1 3.78 (0.60) 11.21 (1.78)
2 7.11 (1.13) 20.48 (3.26)
Table 2: Natural frequencies of adjacent structures.

In this stage, three analyses are performed. The first analysis (RMS-D) consists of optimiz-
ing the parameters of the viscofluid damper, which connects the two structures, through a de-
terministic analysis using the objective function of Eq. (20). In the second analysis (RMS-S), 
optimization is performed through stochastic responses with the same objective function as 
the first analysis. In the third analysis (MD-D), optimization is performed, in a deterministic 
analysis, with the objective function (Eq. 20) modified. The values of (Eq. 18 and Eq. 19) 
are now the absolute values of interstory drift and no longer the RMS of those displacements.

The Eq. (20) with absolute values of interstory drift is used by [7, 9, 12]. The results of op-
timization are shown in Table 3. Table 4 shows the results of the interstory drift RMS. The 
results of the maximum interstory drift are shown in Table 5 and the maximum displacement 
values are shown in Table 6. The values in parentheses are those of the coupled system.
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Analysis Objective 
Function

Damping 
Constant
(Ns/m)

Position
(floor)

RMS-D 0.00052986 1,816,143.80 3
RMS-S 0.00038953 305,282.23 1 and 4
MD-D 0.004551 505,569.80 1 and 4

Table 3: Optimization results.

Analysis Structure RMS 
Interstory Drift (mm) Reduction

RMS-D 1 13.38 (6.95) 48%
2 16.40 (6.25) 62%

RMS-S 1 17.70 (8.39) 53%
2 25.50 (7.10) 72%

MD-D 1 13.38 (6.95) 48%
2 16.40 (5.87) 64%

Table 4: RMS of Interstory drift results.

Analysis Structure Maximum
Interstory Drift (mm) Reduction

RMS-D 1 37.65 (21.91) 42%
2 60.57 (24.22) 60%

RMS-S 1 48.06 (22.81) 52%
2 37.20 (19.28) 48%

MD-D 1 37.65 (22.25) 41%
2 60.57 (23.83) 61%

Table 5: Maximum Interstory drift results.

Analysis Structure Maximum 
Displacement (m) Reduction

RMS-D 1 0.180 (0.134) 26%
2 0.176 (0.077) 56%

RMS-S 1 0.255 (0.133) 48%
2 0.106 (0.059) 44%

MD-D 1 0.180 (0.132) 27%
2 0.176 (0.078) 56%

Table 6: Maximum displacement results.

For the uncoupled system, in the deterministic analysis, the structure 2 has a greater ampli-
tude of interstory drift than the larger structure (structure 1) and also, both have similar max-
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imum amplitudes. This is due to the energy content in the frequency range of the 1940 El 
Centro earthquake, as shown in Fig. 6.

Figure 6: Power density function of the 1940 El Centro earthquake [23].

Stochastic analysis resulted in more economical dampers when compared to deterministic 
analysis. Also, the maximum displacements are higher (29%) for structure 1 and smaller (66%) 
for structure 2, in comparison with the deterministic analysis. Even so, the efficiency of the 
coupling technique was better in the stochastic analysis, in which the randomness of earth-
quakes is considered.

5.2 Parametric study
This study aims to verify the influence of the soil and filter parameters, applied in the state 

matrix (Eq. 12), on the damping coefficient (C³) of the dampers. The parameters are ,
, e . Each parameter was varied one by one, keeping the other three constants with 

values described in Table 1. 
The results for natural soil frequency are shown in Fig. 7. The parameter was varied 

from 0.1 to 10

Figure 7: Influence of the on the damping coefficient.
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There is an influence of the soil natural frequency in the optimization of the damper. The 
C³ value changes around 300,000 Ns/m, close to the answer of the previous comparative study.
This means that this parameter generates a little variation in the optimization, that is, its val-
ues are not significant in the analysis. The number of dampers varied between 1 and 2. For the 
filter frequency , the results are shown in Fig. 8. The frequency was varied from 0.1 to
10

Figure 8: Influence of the on the damping coefficient.

The filter frequency generated a more intense variation on the damping coefficient. Thus, it 
is important that the frequency is carefully chosen, since this parameter strongly influences 
the dampers that connect the two structures.

The responses for the soil and filter damping ratio are shown in Fig. 9 and Fig. 10. 
The damping ratios varied from 0.01 to 1.

Figure 9: Influence of the on the damping coefficient.
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Figure 10: Influence of the on the damping coefficient.

The soil damping ratio has a greater influence in the damping constant of the control sys-
tem that connects the two structures. Even so the values are close to the average, showing a 
low standard deviation, thus, it has a low influence in the optimization.

6 CONCLUSIONS
This work aimed to study the vibration control technique through structural coupling using 

different perspectives in the optimization. In addition, a parametric study was carried out to 
verify the influence of soil and filter parameters on the damping constant of the control device
that connects the two adjacent structures.

The deterministic results of the uncoupled structures indicated the importance of choosing 
the base acceleration used as excitation in dynamic models. In this analysis, for example, the 
more rigid structure (structure 2) obtained amplitudes of vibrations similar to the more flexi-
ble structure (structure 1).

The efficiency of the control technique by structural coupling was observed in both deter-
ministic and stochastic analysis. In the deterministic analysis, there were reductions of up to 
60% in the vibration amplitudes in the structure 1. For the structure 2, a 42% reduction on the 
maximum interstory drift was observed. In the stochastic analysis, the reductions on the vibra-
tion amplitudes of the floors, remained in the range of 50% in the structures. In the more flex-
ible structure, the reduction on the vibration amplitudes was more efficient than in the rigid 
structure, different from that observed in deterministic analysis.

Comparing the results between the two analysis, the maximum displacements in the struc-
ture 2 were greater in the stochastic analysis. For structure 1, the displacements were smaller. 
It was observed that the maximum interstory drift are higher in the structure 2 in the determin-
istic analysis. In the stochastic analysis, these displacements demonstrate the opposite behav-
ior, with the interstory drift being smaller in the structure 2. However, the interstory drift 
RMS maintained the same behavior in the three analysis. The use of the structural coupling 
technique approximated the maximum response between the three analysis.

The difficulty in predicting the real characteristics of earthquakes, makes the stochastic 
analysis important in the evaluation of the maximum response in dynamic problems. It has 
been shown that there are considerable differences when using deterministic and stochastic 
analysis. However, the use of the coupling structural control technique increases the reliability 
of the system, since it approximates the responses of the analysis performed.
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In the parametric analysis, the influence of the soil and filter constants on the mechanical 
characteristics of the damper that connects the two structures was verified. The parameter that 
generated the greatest variation in the damping coefficient was the filter frequency. As the 
optimum properties of the dampers depend on the response of the structures, it makes the 
choice of these variables a crucial point in the analysis. Since the characteristics of the earth-
quake and the real behavior of the structure during the earthquake are not known, this analysis 
demonstrated that the value of the optimal damping constant has a low standard deviation for 
the soil parameters, however, this deviation is considerable for filter parameters. Thus, for this 
analysis, changes in soil characteristics can be discarded.
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Abstract. Tuned mass dampers are devices well known in the literature. It is an auxiliary 
mass system that correctly tuned when connected to the structure vibrates out of phase with it, 
having the energy transferred to itself and thus reducing the vibration level of the main sys-
tem. Among the geometries of this type of damper stands out the pendular one. However, re-
cent studies show that inverted pendulum configuration would be more appropriate and 
efficient. The inverted pendulum problem itself is widely discussed in the literature, but its 
application as a structural control device acting as a tuned mass damper has not been suffi-
ciently studied. The originally passive control device can be designed to operate in a hybrid 
manner with the addition of an active controller to the system. This configuration has the ad-
vantage of being more robust than passive, which only works well in the design frequency 
range, and requires lower control forces than purely active control. In this work a hybrid in-
verted pendulum mass damper (TMD-HIP) is proposed, where in addition to tuning it from 
the pendulum length and mass, an active control device is added. The active force used is de-
signed as a PID controller with optimized gains. Numerical simulations are performed using 
the MATLAB computational package and its SIMULINK control toolbox. Several forms of 
external excitation are considered in the analysis. From the results it appears that the TMD-
HIP is a good alternative for reducing excessive vibration. Although it is a preliminary model, 
it is a basis for studies in this area to evolve to more sophisticated model and full-scale appli-
cations.
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1 INTRODUCTION 
The design and construction of slender and flexible structures, such as wind turbines, ob-

servation towers and high buildings, have increased in recent years. These structures are sub-
jected to dynamic actions such as: wind, earthquakes, waves, heavy traffic, human occupation 
and rotating machines. These vibrations are undesirable both from the point of view of safety 
and environmental comfort, since they can reach the ultimate limit state, that is, collapse of 
the structure, or the service limit state, caused by excessive vibrations causing discomfort to 
the occupants [1]. 

One of the solutions to reduce undesirable levels of vibration in structures is the so-called 
structural control. It is a technology that promotes changes in the structure stiffness and damp-
ing properties, both by adding external devices and by applying external forces [2, 3]. It can 
be classified as passive, active, hybrid and semi-active [2]. 

Passive control already has several applications implemented in practice in structures 
around the world [4]. One of the most used devices is the so-called Tuned Mass Damper 
(TMD), it is an auxiliary mass attached to the structure, which properly tuned, vibrates out of 
phase, thus reducing the dynamic response of the main system [2, 5-12]. 

Among the possible geometric configurations used for TMD we have the simple pendulum 
[12-20]. Alternatively, Ahn et al. [21] proposed a TMD type as inverted pendulum 
(TMD-IP). The authors showed that equivalent performance of a simple pendulum can be 
achieved, but with shorter inverted pendulum lengths. 

Despite being a problem widely studied in the control literature [22], the inverted pendu-
lum system functioning as a TMD has not been adequately explored in the literature yet 
[4, 7, 23-28]. 

Resende et al. [26] presented an experimental-numerical study of an inverted pendulum 
system to control a reduced model of one degree of freedom. The study concluded that, based 
on experimental results, the TMD-IP showed satisfactory reductions of more than 50% in the 
response amplitudes of the main system, indicating good potential for the development of fu-
ture practical applications. 

Passive control, however, has deficiencies, as it does not function properly outside the de-
sign frequency range. The active control, which is a more robust control in relation to the pas-
sive, requires external energy supply, high magnitudes actuator forces and eventual stability 
problems. In this way, hybrid control, which combines passive and active control, presents 
itself as a more robust alternative and requires lower magnitude force than those of purely ac-
tive control [1]. In the literature proposals for hybrid mass dampers can be found [29-34]. It is 
the combination of a passive TMD with an active control actuator, having already been im-
plemented in practice [35]. 

In this work, the originally passive TMD-IP can be designed to operate in a hybrid manner 
with the addition of an active controller to the system. A hybrid inverted pendulum mass 
damper (TMD-HIP) is proposed, where in addition to tuning it from the pendulum length and 
mass, an active control device is added. The active controller used is a PID controller with 
optimized gains. From the analysis of the results it appears that the TMD-HIP is a good alter-
native for reducing excessive vibrations. Although being a preliminary model, it could be a 
basis for future studies in this area, to evolve to more sophisticated modelling and full-scale 
applications. 
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2 MATHEMATICAL MODEL 
The system of two degrees of freedom (2DoF) studied in this work is shown in Figure 1. It 

represents the main system with a translational degree of freedom with an inverted coupled 
pendulum having a rotational degree of freedom. Considering small displacements, 
where , the hypothesis is of a linear system and the equations of motion are given 
by: 

Figure 1: Mass-spring-damper model with inverted pendulum [26]. 
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where: 

mc is the mass of the main system; 
kc is the stiffness of the main system; 
c is the damping of the main system; 
ρ is the linear specific mass of the pendulum; 
l is the length of the pendulum; 
m is the pendulum top mass; 
k is the pendulum rotational stiffness; 
g is the gravity acceleration; 
f(t) is the external dynamic force. 

Applying the Laplace transform to each equation and solving the system with two alge-
braic equations, the transfer functions for the translational and rotational displacement are ob-
tained and given, respectively, by: 

3 2 2 2

4 3 2

2 2

4 3 2

(4 12 ) (12 6 12 )( )

(6 12 )( )

u
l ml s k gl mglG s

As Bs Cs Ds E
l ml sG s

As Bs Cs Ds E

(2) 

4617



Jonas P. Falcão, Ledymar F. Moreno, José L.V. de Brito, Marcus V.G. de Morais, Suzana M. Avila. 

where: 
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3 PID CONTROLLER 
The PID controller is a combination between the proportional derivative control (PD) and 

the proportional integral control (PI). The combination of these two types of control combines 
the increased damping provided by the PD control with the improvement of the system stabil-
ity and the steady state error generated by the PI control [36]. Therefore, from the PID control 
it is possible to obtain a significant improvement in the behaviour of the system for both the 
transient and steady state behaviour. 

The block diagram of the system with hybrid PID control consists of adding a sensor, a 
PID controller and a reference input as shown in Figure 2. The sensor captures the output sig-
nal and converts it to the same unit as the reference signal in order to compare these values. 
However, as the system response and the reference signal already have the same unit, then the 
transfer function of the sensor is unitary. As the aim is to reduce the displacements, the refer-
ence is taken equal to zero. The actuator force is applied at the translational main system. 

Figure 2: Block diagram of closed-loop system. 

The controller transfer function is obtained from the optimization of P, I, D and N values, 
where N is a filter coefficient. The controller transfer function is given by:  

1( ) 11

NC s P I D
s N

s
In order to verify the performance of the PID controller, a preliminary result of the vibra-

tion control is obtained through an inverted pendulum system analysis as shown in Figure 3. 

(3) 

(4) 
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Figure 3: Inverted pendulum system. 

The motion equation for this system is given by: 
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Applying the Laplace transform, the following system transfer function is obtained: 
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The physical parameters adopted for the model are: ρ=0.24 kg/m, l=0.24 m, m=0.097 kg, 
k=2.23 N.m/rad and g=9.781 m/s2. 

The loading is a harmonic force with amplitude equal to 0.10 N and frequency of 
15.7 rad/s. The evolution of angular displacement over time for the system without control 
and with PID control is shown in Figure 4. 

Figure 4: Angular displacement time history of an inverted pendulum subjected to harmonic loading. 

(6) 

(5) 
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It is verified that the maximum displacement of the system without control is 0.162 rad, 
while for the system with active control the maximum displacement is 0.083 rad, that is, there 
is a reduction of 48.76% in the value of the angular displacement of the inverted pendulum. In 
addition, the displacements are below 0.174 rad (10o), so the hypothesis that the system has a 
linear behaviour is met. 

Then, a step excitation with amplitude equal to 0.10 N and duration of 5 s is applied. The 
response of the structure in the time domain in this case is shown in Figure 5 both for the sys-
tem without control and for the system with PID control. 

Figure 5: Angular displacement time history of an inverted pendulum subjected to step loading. 

The maximum displacement of the system without control is 0.025 rad, while the system 
with active control shows a maximum displacement of 0.017 rad, that is, there is a reduction 
of 32%. As the displacements are below 0.174 rad (10o), the hypothesis that the system has a 
linear behaviour is met. 

Therefore, it is verified that the control by means of PID presents satisfactory performance 
in reducing the dynamic response of the inverted pendulum presented. 

4 RESULTS AND DISCUSSIONS 
The parameters considered for the 2DoF model are: mc=1.13317 kg, c=0.546 N.s/m, 

kc=328.34 N/m, ρ=0.24 kg/m, l=0.24 m, m=0.097 kg, k=2.23 N.m/rad and g=9.781 m/s2. 
Two loading cases were analyzed: harmonic loading f(t)=fosin(ωt) where fo =0.32 N and 
ω=15.7 rad/s and step loading with amplitude equal to 0.32 N and duration of 5 s. It is worth 
noticing that all the parameters above are the ones of the experimental model presented by 
Resende et al. [26]. 

4.1 Modal analysis and frequency analysis 
It was developed a modal analysis of the following cases: system without control, applying 

passive control, active control and hybrid control.  
The natural frequency of system without control is 17.02 rad/s. The addition of an inverted 

pendulum introduces one extra degree of freedom at the system and influences the modal pa-
rameters of the structure, leading to new values of natural frequencies, which are 14.27 rad/s 
and 20.12 rad/s. The mode shapes for passive control model are given by the following eigen-
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vectors: [10.75  1.00] for the first mode of vibration and [-15.78  1.00] for the second mode of 
vibration, where the first column represents the angular displacement and the second column 
represents the translational displacement.  

As the addition of a PID controller acts applying a control force at the system in order to 
reduce vibrations and it does not change the physical properties of the system, the mass and 
stiffness matrixes remain the same and consequently the modal proprieties too. Thus, natural 
frequencies and mode shapes of the without control model are the same of active control 
model, as well as these modal proprieties of the passive control model are the same of those 
of the hybrid control model. Therefore, PID controller does not produce any change in the 
modal parameters of the system.  

Besides that, it is developed a frequency analysis of the same study of modal analysis: 
without control, passive control, active control and hybrid control. Figure 6 shows the fre-
quency response function for an amplitude force of 0.32 N.  

Figure 6: Displacement response in frequency domain (without control, TMD-IP, AC, TMD-HIP). 

Table 1 summarizes the values of natural and resonant frequencies and peak response for 
all the case studied.  

No control Active control Passive control Hybrid control 
Natural Frequency 

(rad/s) 17.02 17.02 14.27 and 20.12 14.27 and 20.12 

Resonant Frequency 
(rad/s) 

17.02 18.58 14.27 and 20.12 14.31 and 20.15 

Peak Response (mm) 34.43 2.67 41.07 and 29.13 4.02 and 2.86 
Table 1: Natural and resonant frequencies and peak response. 

The resonant frequency of the system without control is 17.02 rad/s. The addition of an in-
verted pendulum as passive control changes resonant frequencies. In this model, the resonant 
frequencies are the same of natural frequencies: 14.27 rad/s and 20.12 rad/s. Besides that, it is 
verified that for frequencies between 15.02 rad/s and 19.18 rad/s, the permanent response of 
the passive control model is less than the without control model. Therefore the passive control 
works well only in a range of frequency pre-established in the design.   
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The addition of PID controller changes slightly the resonant frequency which for the active 
control model is 18.58 rad/s and for hybrid control model are 14.31 rad/s and 20.15 rad/s. It 
can be seen a little difference for resonant frequencies between without control model and ac-
tive control model, and between passive control model and hybrid control model. This little 
difference happens because although PID controller acts applying a control force to the sys-
tem, it works improving damping which changes the bandwidth frequency and consequently 
resonant frequencies. 

Besides that, it is verified that active control model presents the minimum peak response 
when compared with the other models. On the other hand, the amplitude response of the hy-
brid control model is lower than active control model in a frequency range between 
15.62 rad/s and 18.92 rad/s. Therefore, depending on the frequency range of external exciting 
force, it can be better to design using active or hybrid control in order to minimize peak per-
manent response.      

4.2 Response due to harmonic loading 
Figure 7 shows the time domain response for harmonic loading using passive control and 

PID hybrid control. The optimization of the values of P, I, D and N is performed using the 
Simulink/MATLAB toolbox and limiting the control forces to 50% of the magnitude of the 
dynamic excitation forces. The values of the parameters found are P = 7.5, I = 0.9, D = 5.0 
and N = 1720. The hybrid control shows a rise time equal to 851 s and a settlement time equal 
to 1430 s. 

Figure 7: Displacement time history of the main system for harmonic loading (TMD-IP and TMD-HIP). 

Figure 8 shows the time domain response for harmonic loading using PID active control 
and PID hybrid control. The optimization of the values of P, I, D and N for active control is 
performed using the Simulink/MATLAB toolbox and equalling the maximum displacements 
from the two PID controllers. The values of the parameters found for PID active control are 
P = 81.3, I = 97.3, D = 6.1 and N = 2337. The active control shows a rise time equal to 8.74 s 
and a settlement time equal to 15.5 s. 
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Figure 8: Displacement time history of the main system for harmonic loading (AC and TMD-HIP). 

Figure 9 shows the comparison of displacement time history between the uncontrolled sys-
tem and the system with TMD-HIP because this was the one that shows the smallest dis-
placements compared to passive control and PID active control. 

Figure 9: Displacement time history of the main system for harmonic loading (without control and TMD-HIP). 

Table 2 shows the maximum and RMS displacement values of the main system for the 
harmonic loading case. 

No control Passive control Active control Hybrid control 
Umax (mm) 9.76 4.36 2.08 2.07 
RMS(mm) 5.60 2.45 1.38 1.26 

Table 2: Displacements due to harmonic loading. 
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The system with passive control shows a reduction of 55.3% in the maximum displacement 
of the structure in relation to the system without control. The system with hybrid control 
shows a reduction of 78.8% and 52.5%, respectively, in relation to the system without control 
and the system with passive control. It is verified that there are time ranges where the re-
sponse with passive control is lower than the one with hybrid control. 

Although the maximum displacement results comparing the active hybrid control are ap-
proximately the same, there is a reduction of 8.7% of the response regarding the hybrid con-
trol in relation to the active control during the steady state phase. 

Regarding the RMS response, the system with passive control shows a reduction of 
56.2 % compared to the system without control, while the system with hybrid control presents 
a reduction of 77.5% and 48.57%, respectively, in relation to the system without control and 
the system with passive control. Regarding the RMS of the systems with PID controller, the 
system with hybrid control shows a reduction of 8.7% in relation to the system with active 
control. 

  The control force is limited to 50% of amplitude value of the external action, and there-
fore the hybrid control shows to be feasible in practice. In the case of active control, it is 
found that to maintain the same maximum displacement obtained through the hybrid control 
during the transient response, a control force of 0.26 N is required, which corresponds to 81.2% 
of the amplitude of the external excitation. Therefore, it is verified that the capability of the 
actuator when using active control is 62.5% higher than when using hybrid control. 

The maximum angular displacement of the system with passive control is equal to  
0.081 rad, which allows using the small displacement hypothesis, as this value is less than 
0.174 rad (10o). 

4.3 Response due to step loading 
Figure 10 shows the time history response of the structure for a step load considering the 

system with passive control and with hybrid control. The values of P, I, D and N found were 
P = 47.0, I = 12.6, D = 3.6 and N = 1716. The hybrid control shows rise time equal to 64.6 s 
and settlement time equal to 113 s. 

Figure 10: Displacement time history of the main system for step loading (TMD-IP and TMD-HIP). 
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Figure 11 shows the time history response using PID active control and PID hybrid control. 
The optimization of P, I, D and N values for active control is performed using the  
Simulink/MATLAB toolbox in order to approach the maximum response obtained using the 
two PID controllers. The values of the parameters found for PID active control are P = 49.8, I 
= 24.7, D = 3.5 and N = 2177. The active control shows a rise time equal to 33.1 s and a set-
tlement time equal to 57.7 s. 

Figure 11: Displacement time history of the main system for step loading (AC and TMD-IP). 

As the hybrid control shows better results than the passive control and PID active control, 
the response in the time domain is compared considering the system without control and with 
hybrid control as shown in Figure 12. 

Figure12: Displacement time history of the main system for step loading (without control and TMD-IP). 

Table 3 shows the maximum and RMS displacement values of the main system for the 
step loading case. 
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 No control Passive control Active control Hybrid control 
Umax(mm) 1.95 1.83 1.46 1.39 
RMS(mm) 1.34 1.27 1.05 1.01 

Table 3: Displacements due to step loading. 

The system with passive control shows a reduction of 6.1% in the maximum displacement 
of the structure in relation to the system without control. The system with hybrid control pre-
sents a reduction of 28.7% and 24.0% in the displacement, respectively, compared to the sys-
tem without control and the system with passive control. It is verified that there are ranges of 
time that the response of the system with passive control is lower than that of the hybrid con-
trol. 

As for the PID controllers, although the maximum displacement between the active control 
and the hybrid control diverges by 3.96% during the transient phase, the hybrid control goes 
to zero faster than active control for longer times. 

Despite the reduction in the amplitude response due to the step loading, when using the 
hybrid control, it is less than of the one due to the harmonic loading, the hybrid control is still 
an efficient alternative to attenuate vibrations due to step loadings. 

Regarding to the RMS response, the system with passive control shows a reduction of  
5.2% in relation to the system without control, while the system with hybrid control shows a 
reduction of 24.6% and 20.4%, respectively, in relation to the system without control and to 
the system with passive control. 

The maximum control force obtained for the hybrid control is 0.09 N which represents 
only 27.5% of magnitude of external excitation. Therefore, the use of external energy is lower 
and because of this, the hybrid control system to minimize vibrations is a viable alternative in 
structures subjected to step loads. In the case of active control, it is found that to maintain the 
maximum displacement approximately equal to the one obtained with the hybrid control dur-
ing the transient response, a control force of 0.12 N is required, which corresponds to 37.5% 
of the amplitude of the external excitation. Therefore, it is verified capability of the actuator 
needed when using active control is 33.3% higher than when using hybrid control. 

The maximum angular displacement of the system with passive control is equal to  
0.012 rad, being therefore less than 0.174 rad and allowing the use of the linear regime hy-
pothesis for angular displacement. 

5 CONCLUSIONS 
In this work, the use of a TMD-HIP is studied, in order to verify the potential of this device. 

The analyses are performed using the parameters of the passive experimental model presented 
by Resende et al. [26]. Two loading cases are considered and the active control force is ob-
tained through a PID controller. 

Installing an inverted pendulum influences the modal proprieties of the system, while the 
addition of a PID controller does not change them. On the other hand, PID controller changes 
slightly resonant frequencies. 

Passive control model reduces permanent response only in a frequency range when com-
pared to the without control model. Although active control model presents the minimum 
peak permanent response, there is a specific frequency range where permanent amplitude re-
sponse of the hybrid control is lower than that corresponding to the active control model.  
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Verifying the response in terms of maximum displacement, the use of hybrid control is 
shown as an efficient alternative, since it manages to reduce the maximum response by almost 
85% when compared to the system without control. 

In regard to RMS response, the hybrid control manages to reduce the response by almost 
80% when compared to the system without control. 

The required control forces vary from just 25% to 50% of amplitude of external actions, 
which can be considered satisfactory and feasible in practice. 

The hybrid control shows better results to reduce the response of structures subjected to 
harmonic loading than to impulse loading, since in the case of step loads the structure needs 
an additional time to accommodate the response due to this type of excitation. 

It is found that the TMD-HIP performs satisfactorily in reducing the translational response 
of the main system, with more significant reductions than the passive TMD-HIP presented by 
Resende et al. [26].  

Compared to purely active control, the TMD-HIP leads to greater response reductions re-
quiring small actuator force amplitudes. 

For future work it is intended to implement this hybrid control in the experimental model. 
It is also worth mentioning that this device shows potential, based on more in-depth future 
studies for use on a real scale. 
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Abstract. A conventional procedure for structural model updating is to solve an inverse prob-
lem with the aim of minimizing the discrepancy between an experimental target feature vector
and a model-predicted one. The inverse problem to be solved is often ill-posed as the number
of model parameters to be updated typically exceeds the number of target features. One way to
confront this issue is to expand the target feature vector through closed-loop model updating,
where gains are used to form multiple closed-loop eigenstructures from which target features
are obtained. Besides confronting the ill-posedness of the inverse problem, the closed-loop
model updating procedure also allows one to tailor the sensitivities of the target features by
adequate design of the feedback gains. The present paper offers a comparative study in which
the merit of different gain design criteria is examined for closed-loop sensitivity-based model
updating. More specifically, the gains will be designed through eigenstructure assignment in
an optimization setting where different cost functions, including the nuclear norm and the con-
dition number of the sensitivity matrix, will be tested. Updating results will be shown for a
numerical model of a shear building.
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1 INTRODUCTION

Within the fields of civil and mechanical engineering, numerical models are used extensively

for structural design, analysis, health monitoring, and so forth [1]. In order to ensure adequate

models, a selected subset of their parameters are updated to minimize the discrepancy between

target features from the physical structure—for example, system poles, which are used in this

paper—and the corresponding features predicted by the model. In this setting, the updating

procedure involves solving an inverse problem, and an issue in this regard is that the number

of updating parameters typically exceeds the number of identified poles, hence resulting in

an under-determined system of equations. Furthermore, the sensitivities of the poles to the

updating parameters are often relatively low [2, 3].

A suggested procedure to expand the target space, and hereby obtain a determined or over-

determined system of equations, is to test the structure under known perturbations [4]. How-

ever, this approach suffers from its often limited practicality. In order to avoid testing under

known perturbations, the use of output feedback to form multiple closed-loop systems has been

proposed [5, 6, 7]. Different studies have examined the use of randomly generated gains to

over-determine the system of equations [8, 9, 10], while another approach enables one to tai-

lor the sensitivities through gain design in an eigenstructure assignment setting [11, 12]. The

present paper addresses the latter by exploring the merit of different gain design criteria for

sensitivity-based closed-loop updating of structural models. Specifically, four different crite-

ria are examined; namely, maximization of three different norms of the sensitivity matrix and

minimization of the condition number of the sensitivity matrix. The incentive for using each

of the four criteria is outlined from a theoretical outset, and the performance is evaluated in the

context of a comparative study with a numerical shear building model.

The paper is organized as follows: Section 2 presents the background theory of output feed-

back and eigenstructure assignment. The model updating procedure is outlined in section 3,

section 4 describes the four gain design criteria, and section 5 contains a numerical examination

of the merit of using the different criteria in closed-loop model updating. Finally, section 6

closes the paper with a conclusion.

2 OUTPUT FEEDBACK

A discrete-time, linear, and time-invariant state-space representation of a structural system

is given by

xk+1 = Adxk + Bduk, (1a)

yk = Cxk, (1b)

where xk ∈ R
n is the state, uk ∈ R

r the input, and yk ∈ R
m the output, while Ad ∈ R

n×n,

Bd ∈ R
n×r, and C ∈ R

m×n are the system matrices. It should be noted that (1b) is only valid

when measurements are displacements, velocities, non-collocated accelerations, or collocated

accelerations if the direct transmission term is subtracted. Throughout this paper, it is assumed

that one of the stated conditions is met.

When system (1) operates under static output feedback, the input is given by

uk = −Gyk + vk, (2)

where G ∈ R
r×m is the gain matrix and vk ∈ R

r is some unmeasured excitation. Plugging (2)

into (1) yields the closed-loop system

xk+1 = (Ad − BdGC)xk + Bdvk, (3)
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with the non-defective closed-loop state matrix defined as Ā = Ad − BdGC.

2.1 Eigenstructure assignment

Let
{
λ1 ... λp

}
denote a subset of p ≤ n closed-loop poles that are to be placed and

Ψ =
[
ψ1 ... ψp

]
∈ C

n×p the corresponding eigenvectors. The eigenvalue problem of the

closed-loop system (3) is given by

(Ad − BdGC)ψj = ψjλj, (4)

which can be rewritten into [
Ad − Iλj −Bd

]{ ψj

GCψj

}
= 0. (5)

By defining Z = C
[
ψ1 ... ψp

]
∈ C

m×p and Γ = GC
[
ψ1 ... ψp

]
∈ C

r×p, it follows that

GZ = Γ, (6)

so when the number of placed poles is equal to the number of outputs, the gain follows as

G = ΓZ−1. (7)

In the case of homogeneous sensing, Z is poorly conditioned, which will typically result

in a subset of the unplaced poles being unstable [7]. To resolve the instability issue, (6) is

over-determined by setting p = n and then

GZW 1/2 = ΓW 1/2, (8)

where W ∈ R
n×n is a diagonal weighting matrix with αi > 1 assigned to the subset of poles

used in the updating and ones assigned to the rest. The weighted least-squares solution is then

given by

G = ΓW 1/2(ZW 1/2)† = ΓWZH(ZWZH)−1, (9)

where superscripts † and H denote the pseudo-inverse and Hermitian transpose, respectively.

3 MODEL UPDATING FORMULATION

Let ΛS ,ΛM ∈ C
qp denote physically estimated and model-predicted poles for q different

closed-loop systems, then the unknown parameters θ ∈ R
s are estimated through the following

constrained optimization problem:

argmin
θ∈Rs

||ΛS − ΛM(θ)||22

subject to ∀i ∈ [1, s] : τi ≤ θi ≤ ηi,
(10)

where τ and η are lower and upper bounds on θ. The procedure is to form enough closed-loop

systems to ensure that qp ≥ s, such that the optimization problem is well-posed. Worth of

explicit note is that the number of poles selected for each of the q gain can differ, but a fixed

number, p, is assumed here to promote simplicity.
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4 GAIN DESIGN

In order to obtain a determined or over-determined system of equations, q gains are designed

and gathered in the compound gain matrix

G =
[
G1 G2 ... Gq

]
∈ R

r×qm (11)

from which we place the poles

Λ =
{
ΛG1 ... ΛGq

}
∈ C

qp. (12)

The design of G can be carried out on the basis of different criteria; of which the four outlined

in subsection 4.2 are examined in the present paper. Regardless of what criterion one opts for,

the general aim is to maximize the Fisher information that the target features carry on the model

parameters to be updated.

4.1 Fisher information on updating parameters

For an observable variable, λ, that carries information on θ, the Fisher information matrix is

defined as [13]

F = −E
(
∂2ln(p(λi; θ))

∂θi∂θj

)
, (13)

in which E(•) denotes the expected value of •. Assuming that λi is Gaussian and that the

covariance, Σ, does not depend on θ, the Fisher information matrix can be expressed as

F = JH
G Σ

−1JG, (14)

where JG ∈ C
qp×s is the non-defective sensitivity matrix

JG =

⎡⎢⎣JG1

...

JGq

⎤⎥⎦ =

⎡⎢⎣
∂ΛG1

∂θ
...

∂ΛGq

∂θ

⎤⎥⎦ . (15)

4.2 Gain design criteria

The present subsection outlines four gain design criteria that aim to maximize the model

parameter estimation accuracy by increasing the inherent Fisher information. The merits of the

criteria are explored and compared in a numerical example in section 5.

4.2.1 Nuclear norm

If Σ = γI , which is often assumed with γ ∈ R+, then F ∝ JH
G JG . This suggests to design

the gains such that

G̃ = argmax
G

‖JG‖∗, (16)

where G̃ is the optimal gain based on the cost function and ‖JG‖∗ is the nuclear norm,

‖JG‖∗ = trace

(√
JH
G JG

)
=

∥∥∥∥∥∥∥
σ1
...

σqp

∥∥∥∥∥∥∥
1

(17)

with σi being the i’th singular value of JG . It is worth mentioning that this norm promotes

sparsity.
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4.2.2 Frobenius norm

The Frobenius norm, which is given by

‖JG‖F =
√

trace(JH
G JG) =

∥∥∥∥∥∥∥
σ1
...

σqp

∥∥∥∥∥∥∥
2

, (18)

also contains the dot product of the sensitivity matrix, thus a cost function is formulated as

G̃ = argmax
G

‖JG‖F . (19)

Note that, unlike the nuclear norm, the Frobenius norm does not promote sparsity.

4.2.3 Individual gain evaluation

The cost functions based on the nuclear and Frobenius norms aim to increase the sensitivity

by maximizing the �1- and �2-norms of the singular values of the sensitivity matrix. Another

approach is to design gains individually, where each gain increases sensitivity to a specific

parameter by maximizing the �2-norm of the associated column in the sensitivity matrix. Hence,

G̃i = argmax
Gi

‖JGi•i‖2, (20)

such

G̃ = [G̃1 . . . G̃q]. (21)

4.2.4 Condition number

The model updating formulation (10) is solved iteratively on the basis of the linearized Taylor

approximation

JG(θ(i+1) − θ(i)) = ΛS − Λ
(i)
M. (22)

Evidently, the parameter estimation involves (pseudo-)inversion of JG , thus a cost function is

defined as

G̃ = argmin
G

κ(JG), (23)

where κ(JG) is the condition number of the sensitivity matrix.

5 NUMERICAL EXAMPLE

The merit of the four cost functions for gain design is tested numerically by comparing model

updating results for the 10-level shear building shown in figure 1. We refer to a target model and

nominal model, with the latter being the one to be updated. Mass, damping, and stiffness values

for the nominal model are shown in figure 1. The target model, which in this example replaces

a physical system, is identical to the nominal model except for inter-story stiffness reductions

of 10 % and 5 % at the first and second floor, respectively. Two sine sweep inputs, which

only excite the first open-loop mode, are applied at floor one and two, while outputs are taken

as displacements at floor two, four, six, and eight with a sampling frequency of 100 Hz. The

outputs are imposed with 2 % Gaussian white noise, and the system identification is performed
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u1

u2 y1

y2

y3

y4

2% modal damping

inter-story stiffness = (1000, 1000, ...1000)

floor masses = (1, 1, ...1)

Figure 1: Nominal model of the structure for the numerical example.

using a subspace identification algorithm [14]. The model updating analysis is performed in a

Monte Carlo setting with 1000 simulations, where the first closed-loop pole is extracted as target

feature. The inter-story stiffnesses between floor one, two, and three are chosen as the updating

parameters, thus three gains are designed in order to obtain a determined system of equations

for the model updating. The gains are designed with the cost functions defined in section 4.2,

and the optimization is carried out using a genetic algorithm (GA). For more information on

GAs, the reader is referred to [15].

The closed-loop poles are placed using (9), where the constraints listed below are applied.

The first constraint ensures stability, the second ensures that the poles can be estimated, the third

limits the damping, and the fourth provides the lower and upper bounds on θ. For the selected

τ and η, it has been numerically verified that the nominal and target models both comply with

the other constraints.

• R(λS) < 0

• |I(λS)| > 1

• −R(λS)
|λS | < 0.1

• τ = 0.80 and η = 1.20.

The model updating is carried out by minimization of (10) using the “fmincon”-algorithm

in MATLAB R©. Converged parameter estimation results are shown in figure 2 and listed in

tables 1-2 for the under-determined open-loop formulation and the determined closed-loop for-

mulations using each of the four gain design criteria. Evidently, the model parameters do not

converge to the exact values for the open-loop formulation or the closed-loop ones based on

the nuclear and Frobenius norms as gain design criteria. The parameter estimation fails when

using either the nuclear or Frobenius norm to design G, because a subset of the closed-loop

poles are approximately equal, which results in an ill-conditioned sensitivity matrix. For the
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Figure 2: Estimation results for θi in a) open loop and in closed loop using gains designed based on b) nuclear

norm, c) Frobenius norm, d) individual, and e) condition number. The exact θi-values are indicated with a red

vertical line.

cost function that minimizes the condition number of the sensitivity matrix, the mean values are

converged to the exact θi-values and with standard deviations comparable to those obtained in

open loop. Evidently, the condition number-based cost function allows for the most accurate

parameter estimation.

E(θi)
Open-loop Nuclear Frobenius Individual Condition number

θ1 0.943 0.904 0.907 0.902 0.900

θ2 0.945 0.976 0.969 0.949 0.950

θ3 0.950 0.999 1.010 1.000 1.000

Table 1: Mean values for the updated θi-values. The exact values are θ1 = 0.9, θ2 = 0.95, and θ3 = 1.

std.(θi)
Open-loop Nuclear Frobenius Individual Condition number

θ1 0.001 0.071 0.073 0.019 0.001

θ2 0.001 0.146 0.137 0.018 0.002

θ3 0.001 0.045 0.112 0.002 0.002

Table 2: Standard deviations for updated θi-values.
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6 CONCLUSION

The paper offers a comparative study in which the merit of different gain design criteria is ex-

amined for closed-loop model updating. Gains are designed through eigenstructure assignment

in an optimization setting where different cost functions are tested numerically in the context of

a 10-level shear building. The gains are designed in order to maximize the parameter estimation

accuracy, and the numerical example shows that, out of the four gain design criteria explored in

this study, minimizing the condition number of the sensitivity matrix yields the most accurate

parameter estimates.
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Abstract. The influence of the torsional component of earthquake excitations on the response 
of reinforced concrete (R/C) structures is the aim of this work. The structure that is going to 
be examined is asymmetric in plan and regular in elevation 5-storey R/C building. In most 
studies, seismic input is modeled only using the translational components of the ground
acceleration, while the torsional one is ignored. This is due to the observation that the 
torsional component has minimal effect on low-rise buildings. Hence, the accelerometers 
used would not measure it, leading to a lack of records. Nowadays, technology provides such 
instruments and relative records have been made available. Indicative of this is that design 
response spectra for rotational components are introduced in the design codes. In this paper, 
nonlinear dynamic time history analyses of the selected R/C building are performed (a) 
considering the torsional component of the excitation and (b) without it. From the numerical 
results it is shown that the impact of torsional component in structural response must be taken 
into account. Moreover, the extracted results indicate that the provided by Eurocodes values 
for the accidental eccentricity can effectively capture the effects of the torsional component on 
the seismic damage. 
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1 INTRODUCTION 
Generally, the seismic analysis and design of new buildings, as well as the assessment of the 

seismic performance of existing ones, are only conducted by applying the translational 
components of earthquakes, thus ignoring the effects of the rotational components on the 
structural response. The main reason for the above assumption is the fact that earthquake 
records that include rotational components were not available since the last years, because these 
components are difficult to be recorded by accelerographs in the free field. Thus, some 
researchers attempted to derive rotational components by combining mathematical equations 
with the properties of surface and body waves and geological parameters of soil. Nevertheless, 
during the last years it has been made feasible to record real ground motion with rotational 
components too. The rotational components of an earthquake record consist of the torsional 
component, which is the rotation about vertical axis, and the other two rocking components, 
which are the rotations about the two horizontal axes. The effects of these components of 
earthquakes on structures have been studied by a number of investigators and it was found that 
their contribution may significantly affect the seismic response and the damage of structures.  

A lot of seismology scientists focus on rotational records over the last years. Droste and 
Teisseyre [1] using the signals taken from an array of seismographs calculated the rotational 
excitations. Takeo [2] using a gyro-sensor with combination of inertial angular displacement 
sensor measure the rotation motion during an earthquake happened in April 1998 in Japan. 
Advances in rotational seismology about instrumentation, theory and observations are presented 
in the work of Igel et al. [3]. More cheaper sensors based on electrochemical 
magnetohydrodynamic technology used from Liu et al. [4] and Wassermann et al. [5]. There are 
a lot of procedures that calculate rotational time series from translational recordings. A Single 
Station Procedure (SSP), is one of them. A number of researchers such as Lee and Trifunac [6], 
Castellani and Boffi [7], Li et al. [8] and Basu et al. [9], presented their work based on SSP. Site 
soil conditions are connected with rotations earthquake excitations. This link is proposed in the 
work of Sbaa et al. [10]. Perron et al. [11] show that the interaction of translation and rotation 
records seems to be useful, for engineering seismology applications and for investigation of the 
composition of the wavefield and this has a result to avoid a deployment of dense arrays. 

Considering the torsional component, current seismic code provisions allow to ignore it 
when conducting the seismic analysis (with the exception of special structures e.g. towers, 
masts and chimneys, see [12]), but they recommend the shifting of mass center in order to 
account for the effects of this component on the seismic response. The shifting of mass center is 
achieved with the aid of the accidental eccentricity. Bozev et al. [13], performed analysis 
accounting the rotational components of seismic action on towers, masts and chimneys 
according to EN1998-6. Zembaty [14], work on rotational seismic code definition in EN1998-6, 
for slender tower-shaped structures. Zembaty and Boffi [15], apply response spectrum analysis 
using horizontal and rotational spectra described in Eurocode, and show the effect of rotational 
excitation to moments diagram along the height of a tall tower.

A lot of works investigated the effect of rotational components of ground motion on 
structural response. The influence of rotational components on a base-isolated nuclear power 
plant was investigated by Wolf et al. [16]. Furthermore, rotational components of near-fault 
earthquakes effects on triple concave friction pendulum base-isolated asymmetric structures is 
investigated by Tajammolian et al. [17]. Another application of rotational excitation in a base-
isolated building and the rocking mode identification was done by Politopoulos [18]. A 
simplified relation for the application of rotational components to seismic design codes and 
calculation of response of multiple-support structures subjected to horizontal and rocking 
components are presented in references [19], [20]. Basu et al. [21], [22], suggests an equivalent 
accidental eccentricity to account for the effects of torsional ground motion on structures. 
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Torsion in building due to base rotational excitation was investigated by De-La-Llera and 
Chopra, [23]. Yin et al. performed earthquake time history analysis using recorded rotation 
ground excitation at a structure [24]. A parametric study on the effect of rotational ground 
motions on building structural responses is also examined by Vicencio and Alexander [25]. 

In the present paper the adequacy of the accidental eccentricity as a parameter to capture the 
effects of the torsional component on the seismic damage is further investigated. For this 
purpose, one 3D asymmetric 5-storey R/C building with structural system consisting of frames 
and walls is examined. The building is analyzed with the aid of nonlinear time-history analysis 
using an adequate number of real ground motions with translational and torsional components. 
Two different categories of structural models for the building and the seismic excitation are 
investigated: a) a model taking into account the translational and the torsional components of 
the seismic motion applied to the mass center of the building and b) models taking into account 
only the translational components of the seismic motion, but using different values of the 
accidental eccentricity. Then, a comparison between the above models is carried out in order to 
examine the effectiveness of the accidental eccentricity in capturing the effects of torsional 
component of seismic motion. Useful results are derived concerning the effectiveness of the 
specific Eurocode provisions as regards the proposed values for accidental eccentricities. 

2 THE EXAMINED BUILDING: DESCRIPTION - MODELING - DESIGN 
The data of the building which was used in the present investigation are outlined in Fig. 1. 

This building is asymmetric in plan but regular in elevation according to the EN1998-1 [26].

Figure 1: Data of the examined 5-storey R/C building
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In the framework of design the examined building was analyzed for static loads 
(1.35G+1.50Q) and for seismic loads (G+0.3Q±E, taking into consideration the accidental 
torsion effects) using the elastic modal response spectrum analysis, as defined in EN1998-1
[26]. The R/C members were designed following the provisions of EN1992-1-1 [27] and 
EN1998-1 [26]. As regards the modeling of building the following assumptions (compatible 
to the provisions of EN1988-1) were made: 

The floor slabs were assumed to act as rigid diaphragms,
The beam-wall joints were modeled as perfectly rigid,
The building was considered to be fully fixed to the ground,
The infill walls were considered only as vertical loads and not as seismic resistant
structural elements,
The flexural and shear stiffness properties of the R/C members’ cross-sections were
considered to be equal to one-half of the corresponding stiffness of the uncracked ones.
As regards the modeling in the framework of the nonlinear time history analyses, for the

R/C structural elements' nonlinear behavior force-based beam-column elements were 
implemented in OpenSees software [28], using a 5-point Gauss – Lobato integration scheme. 
Fiber sections, describing exactly the reinforcement detailing were assigned to the beam, 
column and wall elements. In addition, appropriate material constitutive laws (according to 
EN1992-1-1 and EN1998-1) were utilized for the steel rebar, the unconfined and confined 
concrete regions respectively. 

3 THE SEISMIC RECORDS 
The building models were subjected to the 6.4 moment magnitude, Mw, earthquake 

excitation (mainshock) which happened at 2015/11/17 in Kefalonia Island, Greece, as well as 
to six of the aftershocks of the seismic sequence (in total 7 earthquake records according to 
provisions of EN1998-1). The mainshock’s epicenter latitude and longitude were 38.16o and
20.50o degrees respectively. The event depth was 10.7 km. The record history of translational
and torsional component was provided by by Argonet project, a 3D accelerometric array 
implemented on the island of Kefalonia in Greece, [10], [[11] and is ostensive shown in Fig.
2.

Figure 2: Two components of the mainshock: translational and torsional ones.

4 DESCRIPTION OF THE PARAMETRIC INVESTIGATION 
The procedure followed in order to accomplish the aim of the present study comprises of a 

series of analyses of the selected building, according to the following characteristics: 
Nonlinear time history analyses using the 7 selected seismic records with 2 (only
translational) or 3 (2 translational and 1 rotational) components.
Application of the (2 or 3) seismic components of each record to the Mass Center of the
building (MC), as well as to positions at distances from the MC equal to the following
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values of accidental eccentricity: ea=±0.025L, ea=±0.05L, ea=±0.1L και ea=±0.2L. The 
aforementioned distances are measured along the line that connects the MC with the 
Stiffness Center (SC) of the building, whereas L denotes the building's dimension along 
the diagonal of its plan view. The description of the abovementioned distances is given in 
Fig. 3.

Figure 3: Positions of application of the 2 (or 3) components of the seismic records

In order to account for two different seismic intensities corresponding to certain
performance levels suggested by EN1998-3 (§2.1) [29], the accelerograms were scaled to
two different values of Peak Ground Acceleration (PGA). More specifically, the scaling
factors adopted in the present study correspond to the following performance levels:

a) Performance level of Significant Damage (SD). According to EN1998-3 (§2.1(3)P) this
performance level corresponds to a reference return period of 475 years, which, in turn,
corresponds to PGA=ag•S=0.276g, where ag=0.24g and S=1.15 are the design ground
acceleration and the soil factor respectively used for the elastic analysis of the buildings
(EN1998-1 (§3.2.1(3) and §2.1(4)) and the Greek National Annex). So, in this case the 7
selected records were scaled to PGA=0.276g.

b) Performance level of Near Collapse (NC). According to EN1998-3 (§2.1(3)P) this
performance level corresponds to a reference return period of 2475 years, which, in turn,
corresponds to PGA=1.72•ag•S=0.475g (EN1998-1 (§3.2.1(3) and §2.1(4)) and the Greek
National Annex). So, in this case the selected 7 records were scaled to PGA=0.475g.

For each one of the 7 seismic records the following analyses were conducted (Table 1): 

A/A Accidental Eccentricity ea Number/Type of excitations
1,2 ±0.025L 3 / (2 translational + 1 torsional)
3,4 ±0.05L 3 / (2 translational + 1 torsional)
5,6 ±0.10L 3 / (2 translational + 1 torsional)
7,8 ±0.20L 3 / (2 translational + 1 torsional)

9,10 ±0.025L 2 / (2 translational)
11,12 ±0.05L 2 / (2 translational)
13,14 ±0.10L 2 / (2 translational)
15,16 ±0.20L 2 / (2 translational)

17 0 2 / (2 translational)
18 0 3 / (2 translational + 1 torsional)

Table 1: Parameters of analyses for each one of 7 selected records and performance levels (NC and SD) 

Consequently, in total 252(=7•18•2) nonlinear time history analyses were conducted. 
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With regard to the damage measures that were used, the following parameters were 
chosen, the use of which has been well documented in the relative literature: 

Maximum interstorey drift ratios along building's axes X, Y (Fig. 1).
Maximum roof rotations about the vertical axis of the building (axis Z).
Maximum roof accelerations along building's axes X, Y (Fig. 1).

5 RESULTS 
In the current section the main results extracted from the parametric investigation (section 4) 

are presented and discussed. The Figures 4, 5 and 6 illustrate the ratios of maximum values of 
the examined seismic Response Parameters (RP), (i.e. the values of interstorey drifts along the 
axes X (DrX) and Y (DrY), the rotations of floors considered as rigid diaphragms about the 
vertical axis Z (Rz) and the accelerations of floors along the axes X (AccX) and Y (AccY))
extracted from analyses performed considering 3 components of seismic excitation (the two 
translational and the torsional) applied to MC(ea=0) and the corresponding values exported from 
analyses performed considering the 2 translational components of seismic excitation and several 
values for the accidental eccentricity (ea≠0, see Fig. 3). More specifically, the values of the 
ratios of the examined RP in Figs. 4, 5, 6 are calculated by means of Eq. (1). 

a

a

7

storey1,... storey5 i,e 0a i 1
7

a
storey1,... storey5 i,e 0

i 1

1 7 max RP ,RP RP DrX, DrY, Rz, AccX, AccY,RP e 0
 max(Drx,DrY),max(Accx,AccY) RP e 0 1 7 max RP ,RP

(1)

Where: i is the seismic record (i=1÷7), ea=0 indicates the analyses of the building considering 
3components of excitation (the two translational and the torsional) applied to MC, and ea≠0 
indicates the analyses of the building considering 2 components of excitation (only the 
translational components) and several values for the accidental eccentricity (i.e. ea=±0.025L, 
±0.05L, ±0.10L and ±0.20L).

It is obvious that when the values of these ratios tend to 1.00 then the analyses in which the 
2 translational seismic components and accidental eccentricities are considered (ea≠0) export 
almost equal values of RPs with the corresponding analyses in which 3 seismic components 
are considered in MC (ea=0). 

Figure 4: Ratios of the maximum interstorey drifts along the direction of X (DrX), Y (DrY) axes and max(DrX, 
DrY) extracted by analyses performed considering 3 seismic components applied to MC (ea=0) and those 

extracted by analyses performed considering 2 seismic components in several distances from MC (ea≠0): (a) 
Performance level SD, (b) Performance level NC
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Fig. 4 illustrates the ratios of interstorey drifts DrX, DrY and the maximum values between 
them max(DrX,DrY). More specifically, the Fig. 4(a) presents the ratios which correspond to 
analyses conducted considering the performance level SD, whereas the Fig. 4(b) presents the 
ratios extracted considering the performance level NC. The study of this figure leads to the 
following main conclusions: 

The values of accidental eccentricity ea for which the analyses conducted considering the
two translational seismic components lead to ratios Dr(ea=0)/Dr(ea≠0) close to 1 fluctuate
between +0.025L and +0.1L in case of performance level SD. The corresponding range of
values of ea in case of analyses for performance level NC is between -0.05L and -0.025L.
Generally, the higher values of ea(=±0.2L) fail to lead to values of ratios Dr(ea=0)/Dr(ea≠0)
close to 1. Exception to this conclusion is the value -0.2L in case of performance level NC.

Figure 5: Ratios of the maximum floor rotations about the vertical axis Z (Rz) extracted by analyses performed 
considering 3 seismic components applied to MC (ea=0) and those extracted by analyses performed considering 

2 seismic components in several distances from MC (ea≠0).

Fig. 5 illustrates the ratios of the floor rotations about the vertical axis Z 
(Rz(ea=0)/Rz(ea≠0)) extracted from analyses for performance levels NC and SD. The main 
conclusions that can be drawn from this figure are the following: 

The values of accidental eccentricities ea which lead to values of ratios Rz(ea=0)/Rz(ea≠0)
closer to 1 are located between -0.025L and +0.05L. Thus, as in case of ratios
Dr(ea=0)/Dr(ea≠0) the smaller values of ea are more effective than the larger ones.
No significant diversification is observed between the results of analyses for performance
levels NC and SD as regards the relation ea–Rz(ea=0)/Rz(ea≠0).

Figure 6: Ratios of the maximum floor acceleration along the direction of X (AccX), Y (AccY) axes and 
max(AccX, AccY) extracted by analyses performed considering 3 seismic components applied to MC (ea=0) and 
those extracted by analyses performed considering 2 seismic components in several distances from MC (ea≠0): 

(a) Performance level SD, (b) Performance level NC
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Fig. 6 illustrates the ratios of floor accelerations AccX, AccY and the maximum values 
between them max(AccX, AccY). The Fig. 6(a) presents the ratios which correspond to 
analyses conducted considering as performance level the level SD, whereas the Fig. 6(b) 
presents the ratios extracted considering the performance level NC. The study of Fig. 6 leads 
to the conclusion that while the convergence of Acc(ea=0)/Acc(ea≠0) ratio values to 1 is 
achieved using mainly low values of ea as in the case of Dr(ea=0)/Dr(ea≠0) ratios the range of 
these values is greater in the current case. More specifically, in both examined cases of 
performance level (i.e. NC and SD) the values of ea which lead to Acc(ea=0)/Acc(ea≠0) ratio 
values closer to 1 fluctuate between -0.05Land +0.05L. 

The Figures 7 and 8 illustrate the variation along the height of the values of interstorey 
drifts along axes X (DrX) and Y (DrY) extracted from analyses considering performance 
levels SD and NC. These are the mean (according to EN1998-1) values of DrX and DrY all 
over the used seismic records (Eq. 2). 

7 7

j j,i j j,i
i 1 i 1

1 1meanDrX (%) DrX % , meanDrY (%) DrY % j 1 5
7 7

(2)

Where: i is the seismic record (i=1÷7) and j (j=1÷5) is the storey. 

Figure 7: Variation along the height of the interstorey drift mean values along axis X all over the used seismic records
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The presentation of diagrams of Figs. 7 and 8 aims to illustrate in more details the 
comparison between the results extracted from analyses conducted using 3 seismic 
components applied to MC and the corresponding results extracted from analyses conducted 
using 2 seismic components and several values for accidental eccentricity (Fig. 3). 

Figure 8: Variation along the height of the interstorey drift mean values along axis Y all over the used seismic records

The study of Figs. 7 and 8 confirms the main conclusion which was extracted from the 
study of Fig. 4. Thus, it is confirmed that the mean DrX (and DrY) values extracted from 
analyses conducted considering 2 (translational) seismic components and low values for 
accidental eccentricity ea are closer to the corresponding values extracted from analyses 
conducted considering 3 seismic components applied to the MC. 

6 CONCLUSIONS 
The current paper deals with the investigation of the adequacy of the accidental 

eccentricity as a parameter to capture the effects of the torsional seismic component on the 
seismic damage. To this end, an 3D asymmetric 5-storey R/C building with structural system 
consisting of frames and walls is analysed using nonlinear time-history analysis and seven 
real ground motions with translational and torsional components. These ground motions were 
scaled to PGA values which correspond to performance levels indicated by Eurocodes. In 
order to achieve the goals of investigation two different categories of models for the building 
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and the seismic excitation were used: a) a model in which the translational and the torsional 
components of the seismic motion are applied to the mass center of the building and b) 
models in which only the translational components of the seismic motion are considered in 
different distances of building’s mass center (i.e. consideration of several values for the 
accidental eccentricity). For the comparison of the above models three different seismic 
response parameters were used. These parameters are the interstorey drifts and the 
accelerations of floors along the two building’s principal axes as well as the rotations of floors 
considered as rigid diaphragms about the its vertical axis, which are well-known damage 
indices. 

The main conclusion which was extracted from the aforementioned investigation is that the 
results of the two categories of models converge generally for values of accidental 
eccentricity equal or lower of the 5% of building’s floor length. This is an indication that the 
accidental eccentricity which is provided by the Eurocodes is capable to capture adequately 
the effects of the torsional seismic component on the seismic damage. However, the above 
conclusion is based on only one building and for this reason is essentially an initial conclusion 
which requires extended investigation. 
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SUB-STRUCTURING APPROACH OF THE PREDICTION OF 
BUILDING VIBRATIONS INDUCED BY RAILWAY TRAFFIC 

CHAO HE , SHUNHUA ZHOU , PEIJUN GUO , and HONGGUI DI

Keywords:

Abstract. This paper presents a sub-structuring approach to predict the building vibrations 
generated by railway traffic. The three-dimensional building is simulated by rectangular 
plates supported by a distribution of columns and is modelled by the dynamic stiffness method. 
The building model is coupled with the layered half-space by using the continuity condition.
The building vibrations generated by surface railways and underground railways are exam-
ined by two case studies. In the two cases, the analytical models are applied to calculate the 
incident wave field generated by railway traffic. The proposed method shows sufficient effi-
ciency, making it suitable for performing many types of parametric studies and large-scale 
vibration predictions. It is found that the building vibration levels decrease as the distance 
from the building to the railway line increases, which is induced by the attenuation of the 
waves due to geometrical spreading in the soil. The floating slab can significantly reduce the 
building vibration levels starting from its cut-off frequency.  
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2.2 COUPLING OF THE FLOOR AND COLUMN 
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3 APPLICATION 

3.1 BUILDING VIBRATIONS FROM SURFACE RAILWAY 
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3.2 BUILDING VIBRATIONS FROM UNDERGROUND RAILWAY 
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Abstract. The recent earthquakes history shows that the conception of resistant, safe, and 
economical structures is daily challenges for structural engineers. Among the newest vibra-
tion control devices figures the inerter which is a device capable of developing a large fictive 
mass using rotational inertia. In this research work, a conventional passive tuned mass
damper (TMD) is compared with an inerter based mass damper (TMDI) which consists of 
tuned mass damper attached to an inerter. The two devices are used to control the vibration 
of a base-isolator structure (BI) submitted to earthquake excitations. For this purpose, an 
eight (8) storey structure is equipped with a (TMDI) at the base floor compared with case 
TMDI in zeros inertance case TMD, the inerter is fixed to the (TMD) on one side and ground-
ed on the second side. A set of dynamic parameters are optimized by exploring predefined 
bounds, the optimal parameters (frequency tuning, damping tuning, inertance ratio, mass 
ratio ) are then used to confirm and perform a time history analysis is under different earth-
quake records. The obtained results demonstrated good performance and effectiveness of the 
structure equipped with a (TMDI) in terms of bearing displacement as well as top floor accel-
eration. 
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1 INTRODUCTION 
In recent years, seismic vibration control constituted a field of interest for a large number 

of researchers. The motivation behind such interest is the protection of lives and structures 
against earthquakes; this can be achieved by introducing passive, active, or semi-active con-
trol devices [1, 2].  

In the same context, many researchers presented and investigated numerous devices which 
lead to acceptable results in terms of response reduction (e.g., base-isolated (BI), tuned liquid 
damper (TLD), magneto-rheological damper (MR), tuned viscous mass damper (TVMD), vis-
cous mass damper (VMD), tuned inerter damper (TID), tuned mass damper (TMD)) [3, 4].
One of the widespread devices is the (TMD), a passive control device used to absorb and limit 
the vibration in a structure or a building [5]. It’s attached to the main structure with mechani-
cal elements small mass, viscous spring, and linear elastic dashpot to mitigate and decrease 
maximum displacement of main structure induced by numerous natural hazards [6]. As it is 
well known the (TMD) efficiency is mainly related to its mass. However, a large mass consti-
tutes a constant challenge for the structural and architectural design of any building, hence a
larger (TMD) mass involves bigger vertical loads and base shear but also a large space occu-
pancy [2, 7].  

In order to overcome these weaknesses or in other words disadvantages, a new mechanical 
device is known as “Inerter” has attracted the interest of researchers in several areas, this lat-
ter can be associated with (TMD) to obtain a larger mass [8, 9]. Furthermore, this tool has the 
possibility of developing a large fictive virtual mass proportional to the relative acceleration 
between its nodes [10]. The association of a (TMD) and an inerter is denoted tuned mass 
damper inerter (TMDI) [9]. The concept of mechanical inerter was introduced by Engineer 
Smith in 2002 at Cambridge University, it was firstly used in Formula One cars under the “J 
damper” name. Today, an inerter mechanism is capable to produce an equal and opposite in-
ertia force at two ends, the force is proportional to the relative acceleration which can be anal-
ogous to a very large physical mass [8]. The factor of proportionality is known as inertance,
the “mass amplification effect” can reach a magnitude from 1 to 350 times or higher the mass 
of a conventional (TMD) [11].  

Undoubtedly, inertance plays a majority part of the apparent mass of (TMD) [12]. The in-
erter mechanism purposes divers’ possibilities to be used in several domains (e.g., motors 
bike, turbine tower, train, mechanical vibration, vehicle cars, skyscraper, and automobile sus-
pensions). Hence, several inerter types can be found (e.g., ball screw type, rack pinion gear 
flywheel type, hydraulic motor, fluid inerter type, electro-magnetic inerter) [13].  

Along with (TMDs) base-isolation technology is widely used in order to secure buildings 
and prevent them from irreversible damages or collapse due to earthquake actions [14]. Now-
adays, the extensive used of vertical building lead to the appearance of a large number of high 
rise buildings with multiple usages. As it is well known (BI) technique that contributes signif-
icantly to the reduction of both acceleration and inter-story drift response by shifting the fre-
quency of the structure to the small acceleration branch in the response spectrum [15]. 

On the other hand, base-isolation involves large deformations and displacements due to 
smaller sti ness at the base of the structure [16].In order to overcome the large deformations 
issue is base-isolated buildings multiple solutions were proposed, a hybrid control strategy 
that combines (BI) technology and additional control systems are one of the recommended 
solutions. Yang [17] was one of the first researchers to propose such a solution, by combining 
base-isolation with (TMD) at the top of the building or above the base-isolated level. In this 
regard, researchers found that (TMD) can reduce maximum response if the input period is up-
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per than the fundamental period of the base-isolated building [6, 7, 18]. However, most of the 
(TMD) has a frequency mistuning problem; if a mistuning occurs it can either reduce the per-
formance or at times amplify the response of the main building, with this in the background, 
the author or the researcher De-Domenico focused on the possibility of enhancing the effects 
of (TMD) by transforming it into a (TMDI) via the inerter [12]. Therefore, the objective of his 
work is centered to evaluate the ground motion response of a base-isolated building equipped 
with tuned mass damper inerter (TMDI) which consists of a (TMD) mounted in series with 
viscous damper and elastic stiffness elements connected with an inerter. The latter is attached 
between the secondary mass of (TMD) and the ground, it worth noticing that a (TMD) is a 
particular condition of a (TMDI) when the inertance is set to be null [12]. The results obtained 
show a response reduction of the base-isolated system, especially the bearing displacement. 
Newly, a hybrid control strategy presented by De Domenico and Ricciardi demonstrated the 
efficiency of combining a BI and a (TMDI), it also shows that the (BI-TMDI) combination is 
more effective compared to a (BI-TMD) [12, 19-21]. 

In this work, a base-isolated building is equipped with a (TMDI). The second end of the 
inerter is grounded (fixed to the ground) or in other words, inerter with a single terminal ex-
ists. The system is submitted to a set of earthquake records with the aim of finding optimal 
parameters of (TMDI) and (TMD) such as frequency, damping, and inertance. Although the 
idea of using passive (TMDI) to control displacements in BI structures is not novel, this work 
aims to present optimal parameters without using optimization algorithms.   

2 MATHEMATICAL MODEL 
Figure 1(a) shows the model of an n-story base-isolated structure equipped with a TMD-

Inerter on the ground floor. The masses of the building are concentrated at floor levels. Figure 
1(b) illustrations the models of ideal inerter made by (rack, pinion, gear, and a flywheel) this
is the inerter concept used in this paper. The location of TMD-Inerter is connected between 
ground and base-isolation. The hypothesis is made in such a way to disregard the impact of 
the rotational degrees of freedoms (n-DOF) in the models. The other key assumptions made 
for the structural system are the following:  First, the inerter device must function sufficiently 
in any spatial direction and motion. Second, considering the only horizontal direction of 
earthquake applied. Third, the e ects of soil-structure interaction is neglige. Finally, over the 
earthquake excitation, the building behavior remains linear elastic. 

According to d’Alembert’s principle, the general equation of motion model for the present 
hybrid system can be written as follows:

gM x t C x t K x t M xC x t K x t MC x t K x t MC x t K x t (1)

In equation (1); [M]; [K]; [C]; are [(n+1) (n+1)]; mass the corresponding stiffness; and 
damping coefficient matrices of the system respectively. Further, , ,x t x t x tx are n di-
mensional acceleration; velocity; displacement vectors respectively, and the dots signifying 
the derivative with respect to time. M , , gx are respectively the real mass matrix 

where 0 , the distribution unit vector with size (n+1), earthquake ground acceleration 
motion vector.
The (TMDI) and (BI) components are denoted md; cd; kd; mb; cb; kb, respectively. Clearly 
b denotes the apparent mass of inerter with two terminals, the latter integrated or mounted to 
(TMD) with a second terminal fixed to the grounded (inerter with only one terminal exist). 
Equation (1); can be rearranged in transfer function (TF) method, more specifically “State 
Space” form, it will result in the following writing: 
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Where ,A B   are unknown or defines state or system matrix of order (2n 2n), the input
matrix is of the order (2n q); respectively, expressed as: 

11 1 ;
.. .

A B
M MM K M C

(3)

Figure 1.Simplified model of benchmark building integrating with (BI) and (TMDI) connected between (BI) and 
ground (i);(ii) Schematic representation of the two-terminal inerter device [12, 22].

For the building controlled with (TMDI), the structural matrices (mass, rigidity, and damping) 
of the system can be written as: 
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Therefore, the natural frequencies of the (BI) and (TMDI) respectively can be obtained using 
the following equation: 

;
K Kb d

b dm m bb d
(7)

And their damping ratio factors are evaluated by the following formulas: 

;
2.m . 2.(m b).

C Cb d
b db b d d

(8)

Moreover, the modal mass and the inertance ratio, which is expressed as: 

; ; 1,2,..,

1 1

m bd and j nj n j n
m mj j

j j

(9)

The mechanical layout of an ideal linear inerter device is a mechanism with two terminals, 
and both terminals of the inerter device should be connected, on one side to the moving at-
tached mass (TMD) and on the other side to the structure, ideally the floor slab or to the 
ground.

The force of both ends is positively correlated with the relative acceleration  and can be ex-
pressed by the following formula [3, 10]: 

Left Right Left RightF F b u u (10)
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Figure 2. Schematic of ideal linear inerter device

As it can be seen in Figure 2, the constant of inertance (apparent mass) marked b can be ex-
pressed by the following relationship or formula below: 

2
2

b
b

b I
L

(11)

Where the moment of inertia of the flywheel is marked bI ; and the lead of the ball screw is 
marked bL .

3 NUMERICAL STUDY 
In order to develop and assess the performance of the hybrid strategy, an eight-story 

benchmark base-isolated building is chosen and equipped with TMD-Inerter, the building is
submitted to several earthquakes ground motion, the responses are compared with a building 
equipped with a (TMDI) 0 , it means case (TMD). The mass, stiffness, damping, and fre-
quency of the benchmark building are listed in Table 1 and Table 2 for BI parameters: 

Storey jm
ton

jc
. /kN s m

jk
/kN m

j

/ secrad
jT

sec
jf

Hz
1 345.6 490 53.4  10 5.24 1.19 0.83
2 345.6 467 53.26  10  14.0 0.45 2.23
3 345.6 410 5 2.85  10 22.55 0.28 3.58
4 345.6 386 5 2.69  10  30.22 0.21 4.81
5 345.6 348 5 2.43  10 36.89 0.17 5.87
6 345.6 298 5 2.07  10 43.06 0.14 6.85
7 345.6 243 5 1.69  10 49.54 0.13 7.89
8 345.6 196 51.37  10  55.96 0.11 8.91

Table 1. Benchmark building parameters [23].

bm
ton

bc
. /kN s m

bk
/kN m

Base-isolator
(BI) 450 26.17 18.050

Table 2. Base-isolator parameters [23]. 

4668



Salah Djerouni, Mouncef Eddine Charrouf, Abdelhafid Ounis, Mahdi Abdeddaim and Nassim Djedoui

3.1 Optimization and results 
  In order to find and investigate the performance of the optimal parameters, an optimization 
procedure is carried out on TMD-Inerter, in which the inerter’s 2nd extremity is grounded. The
optimization is achieved by the variance of four different parameters simultaneously. The 
range of the frequency ratio is bounded as [0.85, 1.12] and the damping ratio range is set 
as [ 0.01, 0.2 ] while the inertance is bounded as [ 0 , 1 ] where the mass ra-
tio TMDI TMD is calculated in function of the continuously changing inertance factor. 
Figures 3-6, show the result in form of surf plots, in which it can be seen that the optimal tun-
ing parameters lead to the minimization of the bearing displacement and top floor acceleration 
response under different earthquakes (El Centro, Northridge, Kocaeli, Imperial valley) respec-
tively. The response reduction is clearly visible. This validates the fact that increasing the 
mass Mtmdi + b, could improve the base-isolation performance. Moreover, for a null inertence 
factor, where the system is equivalent to a conventional (TMD), the results are represented in 
Figure 5-6, it can be seen that the improvement of the response is directly related to the in-
crease in the mass ratio. These findings show that the optimal parameters of the system allow 
increasing the linear stiffness of base-isolation. Hence, resulting in more effective reduction 
effect in terms of bearing displacement and top floor acceleration due to the increased of base-
isolation restoring force. Therefore, the influence of the damping ratio and mass ratio and fre-
quency ratio on the design parameters is significant and should be manipulated with an excep-
tional attention.  
The results related to the optimization are listed in Table 3. 
Remark: The bound use for the optimization parameters using later by [12]. 

Figure 3. Bearing displacement of (BI-TMDI).(a) El Centro,(b) Northridge,(c) Kocaeli,(d) Imperial valley 

(a) (b)

(c) (d)
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Figure 4. top floor acceleration of (BI-TMDI) .(a) El Centro,(b) Northridge,(c) Kocaeli,(d) Imperial valley 

Figure 5. Bearing displacement of (BI-TMD) 0 .(a) El Centro,(b) Northridge,(c) Kocaeli,(d) Imperial valley

(a)

(a) (b)

(b)

(c)

(c)

(d)

(d)
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Figure 6. top floor acceleration of (BI-TMD) 0 .(a) El Centro,(b) Northridge,(c) Kocaeli,(d) Imperial valley

In order to compare the control systems strategy performance, the mean values of the optimal 
parameters obtained after optimization are given in Table 3. It must be noted that the value of 

, , for a TMDI system larger than those of a TMD system. 

TMD 0 0.97 0.01
TMDI 0.55 1.1375 0.115

Table 3. Optimal values of each Hybrid systems (BI-TMD), (BI-TMDI) 

(a) (b)

(c) (d)
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3.2 Time history analysis of n-DOF 
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Figure 7. Time history of bearing displacement using a tuned mass damper inerter (TMDI) and  a tuned mass 
damper (TMD). 
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Figure 8. Time history of the top floor acceleration of the (eight-storey) base-isolated building, isolated with 
leading rubber bearing (LRB) and equipped with the single tuned mass damper inerter (TMDI), tuned mass 

damper (TMD). 
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Earthquake
Name

Station
Name

Years PGA
(g)

Mw Distance. Epic
(km)

El Centro El Centro 1940 0.30 6.9 16.90
Northridge San Marino 1994 0.84 6.69 40.32

Chi-Chi HWA025 1999 0.33 7.62 90.78
Loma Prieta Sunol-Forest fire station 1989 0.29 6.93 61.90

Kocaeli Fatih 1999 0.16 7.51 93.86
Imperial valley Brawley Airport 1979 0.25 5.01 25.84

Table 4.List of records earthquakes considered in this paper. 

Time history analysis is conducted on the system using optimal parameters for further verifi-
cation. The comparison is made under the input of the recorded accelerograms selected from 
the pacific earthquake engineering research center (peer ground motion database). Six natural 
seismic signals are investigated: El Centro, Northridge, Chi-Chi, Loma Prieta, Kocaeli, and 
Imperial Valley. Specifications of these earthquakes are listed in Table 4. Moreover, Table 3, 
contains the optimal parameters, such as inertance ratio , frequency tuning f , and damping 
tuning , for each TMDI and TMD device combined to a BI system. The corresponding re-
sponse time histories of the BI reference building without and with control devices (both the 
total base displacement and roof acceleration response) are displayed in Figures 7 and 8, re-
spectively. The figures are elaborated for different earthquakes. For comparison purposes, in 
each graph, the response of base-isolated building equipped with (TMDI) has been plotted 
along with the response of the BI structure equipped with a conventional (TMD) and the un-
controlled response of the base-isolated building (without any control device) which serves as 
a reference.  
Figures 7 and 8, show that for the El Centro record, 31% and 78% response reduction in terms 
of bearing displacement is obtained using TMD and TMDI respectively, 11% and 37% re-
sponse reduction in terms of top floor acceleration using TMD and TMDI respectively. For 
Northridge record, 5% reduction is obtained using TMD, and 55% reduction is obtained with 
TMDI in terms of bearing displacement, 1%, and 4% reduction in terms of top floor accelera-
tion is obtained using TMD and TMDI, respectively. Chi-Chi record 19% and 56% response 
reduction in terms of bearing displacement, 22%, and 54% response reduction in terms of top 
floor acceleration under both TMD and TMDI, respectively. Loma Prieta record 4% and 52% 
response reduction in terms of bearing displacement using TMD and TMDI, respectively, a 
very small reduction in terms of top floor acceleration is obtained using both devices. 
Moreover, the Chi-Chi earthquake made the utmost important amplification of the response in 
the median part of the ground motion, contrary to El Centro, Loma Prieta and Northridge 
earthquakes which produced the utmost important amplification of the response in the initial 
part of the ground motion. It is worth noticing that the displacement response of the additional 
mass such as TMD or TMDI should not surpass the displacement response of the uncontrolled 
base-isolated building.  
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4 CONCLUSIONS 
The present paper studied the possibility of enhancing a base-isolated building dynamical 
performance. The building was equipped with tuned mass damper inerter (TMDI), optimal 
parameters of the (TMDI) were investigated and explored through a set of predefined 
bounds. The performance of the proposed system where compared to a conventional tuned 
mass damper (TMD), the main target of the hybrid strategy proposed in this work is to re-
duce the bearing displacement without increasing significantly the acceleration. With this in 
the background, the following main concluding remarks can be drawn: 

Numerical simulation shows that a recently control device known as tuned mass
damper inerter TMDI is effective in controlling the lateral displacement (with a signif-
icant reduction of the average bearing displacement value of almost 60% compared to
a TMD only which achieved a 15% reduction in average. In terms of top floor acceler-
ation, a reduction average of 23% was obtained using TMDI while a 10% reduction
average was obtained using a TMD.

The results demonstrated that adding a grounded inerter leads to significant response
reduction in terms of top floor acceleration and bearing displacement simultaneously.

It has been demonstrated that the use of the inerter in along with a TMD to form a
TMDI is a very practical control strategy.

The use of the inerter integrated to a TMD results in a lightweight system, with supe-
rior capability and reliability compared to conventional TMD.

A TMDI device designed with an optimal approach can effectively reduce the bearing
displacement of a base-isolated building and as well as other response quantities such
as top floor acceleration, compared to a conventional (TMD).

The determination of a suitable apparent or physical mass (MTMD+b) should consider
control performance, physical feasibility, and economic price.
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Abstract. South and South-East of Spain are the regions with a higher seismic hazard in 
Spain Consequently, all the municipalities in Alicante province has to develop seismic emer-
gency planning. Besides, the south of Alicante province and, in particular, the cities of Elche 
and Alicante are located in a sedimentary deposit, which can reach hundreds of meters, so 
site effects can be important. Additionally, most of the building stock belongs to periods with-
out seismic normative, increasing, therefore, their vulnerability.  Furthermore, following the 
damage caused by earthquakes in Spain, it has been observed that there are significant dif-
ferences in the spatial distribution of damage from site to site in buildings with similar seis-
mic behavior, located in a similar site. Hence, many authors have stated that the main factor 
responsible for the different damage distribution could be the building height. The seismic 
response of a building depends on its dynamic characteristics (fundamental period, T, damp-
ing ratio, ξ, and modal shape) and on the input ground motion. Among the existing methods to 
determine the T and ξ parameters, the best ones probably are to record weak earthquakes (or 
near explosions) or induced vibrations inside the building. However, both techniques need a 
very expensive and time-consuming effort when it is applied to a large number of buildings. A 
possible alternative is the measurement of ambient vibrations. In this work, ambient vibration 
measurements were performed at the geometrical center of the plan on the top floor of build-
ings with different height and year of construction in the municipality of Alicante and Elche 
(both in the Alicante province), assuming that this point coincides with the mass center of the 
floor. The preliminary results follow a linear relationship between the number of stories and 
the fundamental period. Finally, the results have been used to estimate the probability of res-
onance in several districts of both municipalities.   
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1 INTRODUCTION 
Spain has a moderate seismic hazard, compared with other European countries like Italy or 

Greece. However, South and South-East regions had been affected by damaging earthquakes
and according to the updated seismic hazard map developed by [1], the expected peak ground 
acceleration (PGA) for an exceedance probability of 10% in 50 years is 0.24g (Granada prov-
ince) and 0.23g (Alicante province). In this work, we have chosen two of the most important 
cities of Alicante province, in terms of population and number of buildings, that is, Elche and 
Alicante cities. Both cities are located above a sedimentary deposit with hundreds of meters 
deep, making it possible to feel the effects of small to moderate shallow earthquakes (5 to 10 
km), which are very common in this area. According to the update of the seismic hazard maps 
[1], the PGA for exceedance probability of 10% in 50 years is 0.18g for Alicante and 0.20g 
for Elche. 

The last damaging earthquake in Spain was the Lorca earthquake (May 11, 2011 with a 
moment magnitude of Mw = 5.2 and a focal depth of 4.6 km). Although the magnitude was 
not severe, the observed damage was very high. More than 300 buildings were demolished 
and many others repaired. Concretely in this city, [2] analyzed the dynamic behavior of the 
buildings before and after the Lorca earthquake. They concluded that the fundamental period 
of the buildings shows a permanent increase following a process of damage such as an earth-
quake. The fundamental period (T) is a parameter widely used to evaluate the seismic re-
sponse of the buildings. 

 In contrast, the damping factor is not usually used as an indicator of damage in structures.
The damping assessment is a complex problem due to all the variables involved. That fact is 
due to depending on many factors such as structure and soil characteristics [3].  

Several studies have used the recorded ambient vibrations to obtain the seismic response of 
the building, e.g., [2, 4, 5, 6, 7, 8, 9, 10, 3, 11 and 12]. In essence, their results do not differ 
from other methods such as earthquake registration or forced vibration techniques. 

Therefore, the main objective in the present work is to develop an empirical relationship 
between the fundamental period and the number of floors using the recorded ambient vibra-
tion on the top floor of the buildings in Alicante and Elche cities. Both cities represent the 
construction model of the Mediterranean coastal area. The obtained relationship will be used 
not only to establish the fundamental period of the current building stock but also to compare 
its evolution if damaging earthquakes would happen in the area. 

2 DATA ACQUISITION AND ANALYSIS
Alicante and Elche have approximately 24,162 and 34,395 buildings respectively. The 

height of the buildings can be classified as low-rise (1 to 3 stories) with a 49 % for Alicante 
and 67 % for Elche; mid-rise (4 to 6 stories) with a 30 % for Alicante and 21 % for Elche and 
high-rise (>6 stories) with a 21 % for Alicante and 11 % for Elche. For this study, we have 
carried out a random selection of reinforced concrete buildings in both cities. Table 1 shows 
the selected buildings with information about the height, year of construction, and location. 

The fundamental period of the buildings was estimated through ambient vibration meas-
urements using a three-component digital seismometer Güralp 6TD. This is a broadband in-
strument with an on-board 24-bit digitizer and configurable output. The duration of the 
records was 10 minutes and the equipment was located on the top floor of the buildings (Fig-
ure 1). If some disturbance occurred during the recording time, the duration of the measure-
ment was increased by 5 more minutes. [13] was used to compute the Fourier amplitude 
spectra and the fundamental period for each longitudinal direction. Finally, the building peri-
od was assigned as the average of both horizontal components. 
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Building number Cadastral reference Number of storeys Year of construction

no 1 1474122YH0317C 2 2007
no 2 4377901YH0347G 2 2004
no 3 4204101YH2540C 2 > 2007
no 4 7463801YH1476C 3 > 2007
no 5 0175726YH2407E 3 2007
no 6 1671701YH0317B 4 1986
no 7 1278012YH0317G 4 1960
no 8 0791301YH0309B 4 1960
no 9 1083323YH0318C 5 1959
no 10 0891608YH0309B 5 1960
no 11 1274701YH0317C 5 1968
no 12 2787301YH0328F 5 1979
no 13 0889504YH0308H 6 1976
no 14 0878314YH0307H 6 1971
no 15 1183715YH0318C 6 1989
no 16 4677303YH0347H 7 2005
no 17 7663901YH1476D 7 1983
no 18 7662807YH1476B 7 1985
no 19 1479009YH0317G 8 1977
no 20 2789710YH0328H 8 1975
no 21 7662802YH1476B 8 1984
no 22 9788403XH9398H 9 2006
no 23 0487603YH0308E 9 1975
no 24 7666501YH1476F 9 1983

Table 1: Information of the selected buildings in Alicante and Elche. 

Figure 1: a) Main front of one of the studied buildings (no 19). b) Aerial view of the building with the location of 
the sensor and its orientation. c) Equipment arrangement during measurement inside the building. 

(a) (b) (c)
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Additionally, microzonification campaigns in urban areas of both cities were carried out 
using a 1 Hz Mark L-4C-3D seismographs connected to a Reftek digitizer. Regarding the 
number of H/V measurements, a total number of 123 and 90 measures were taken for Alicante 
and Elche, respectively. In both cases, the measurements were carried out leaving a separation 
of about 500 meters between them. In this case, attending to the expected resonant frequen-
cies and the recommendations proposed in [14] the duration of the records was set up to 30
minutes. 

3 FUNDAMENTAL PERIOD 
To determine the fundamental period of the selected buildings of Alicante and Elche, the 

sensor was located in the available highest part of these buildings. In this way, the sensor rec-
ords all the vibrations that pass through the building, assuming that the sensor is in the mass 
center of the floor [2].  

The recorder noise can be produced by environmental factors (e.g. wind) or coming from 
different artificial sources such as traffic noise, elevators, presence of people, etc. The method 
is based on the fact that these sources of noise, excluding strong harmonic sources close to the 
instrument, contain energy with a broad spectrum and the building acts as a filter enhancing 
its dynamic properties [2].  

Once the data were collected, the power spectral density of both horizontal components 
was determined for each building. An example is shown in Figure 2. As it can be observed, 
the steeper peak indicates the fundamental frequency of the building in that direction. Howev-
er, erroneous peaks may appear as a result of the interaction with adjacent buildings or due to 
the building's own geometry, so the analysis has to be performed carefully. 

Figure 2: Power spectral density for North and East components of the building no 19.

The obtained results for the buildings of both cities show that the natural vibration period 
increases with the number of storeys (Table 2). In Table 2 it can be seen that the lowest value 
of the average fundamental period is 0.13 ± 0.06 sec for buildings with two floors and the 
highest value is 0.40 ± 0.14 sec for buildings with nine floors. 

(a) (b)
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N (storeys) T (sec)

2 0.13 ± 0.06
3 0.15 ± 0.02
4 0.16 ± 0.03
5 0.20 ± 0.03
6 0.23 ± 0.05
7 0.37 ± 0.01
8 0.36 ± 0.04
9 0.40 ± 0.14

Table 2: Average value of the fundamental periods obtained for buildings with different number of storeys.

Linear regression has been made using the commonly applied expression, T = a N, where 
T is the period and N is the number of storeys. The obtained relationship is as follow: 

T = 0.045 N with = 0.035       (3.1) 

Figure 3: Relationship between the period of the building (T) and the number of storeys (N). Blue line repre-
sented the one obtained in this study while black a grey line represents the one obtained by [2] before (T) and 

after earthquake (T*). 

Equation (3.1) has a correlation coefficient of R2 = 0.912 and an average standard devia-
tion of σ = 0.035. In Figure 3, the obtained relation is compared with the ones obtained by [2] 
in the Lorca city before and after the 2011 earthquake. The comparison shows that the ob-
tained linear adjustment presents the lowest slope, providing a period of 0.39 sec for a 9 sto-
reys building while [2] will assign 0.49 sec. As [2] used buildings with height up to 13 storeys, 
the difference can be due to a lack of data in our results so future studies will include build-
ings with higher height. If we assume that the slope increases for damaged buildings, our 
lower slope will also be indicative of a lower vulnerability of the reinforced-concrete build-
ings analyzed.  The obtained results are also quite similar to other previous studies carried out 
in Europe using ambient vibrations, e.g., [4, 5 and 12]. 

4682



N. Agea-Medina, A. Kharazian, S. Molina, J. Galiana-Merino and J.L. Soler-Llorens 

4 RESONANCE PROBABILITY 
The phenomenon of resonance occurs when the fundamental period of the buildings coin-

cides with the predominant period of the soil. Resonance phenomenon results in an amplifica-
tion of the movement of the structure, increasing the damage in the building. If the 
fundamental period of the building and the predominant period of the soil are different 
enough, the phenomenon of resonance will not exist.

In the present study, the predominant period of the soil was obtained using the H/V tech-
nique [15]. In Figure 4, an example is shown. 

The probability of resonance (IR) of each of the buildings has been assigned using the ratio 
(in percentage) between the fundamental period of the building and the natural period of the 
soil. Thus, we have assumed the following classification: no resonance for IR <60%; slight 
resonance for IR between 60% and 75%; moderate for IR between 75% and 90% and full res-
onance for IR higher than 90%. 

Figure 4: Example of the ambient noise measurements carried out in the vicinity of the building shown in Figure 
1 (no 19). a) Field measurement and b) obtained H/V curve. 

Table 3 shows the obtained fundamental period for the buildings and the predominant pe-
riod of the soil as close as possible to the position of the building. In the right column is indi-
cated the probability of resonance. Table 3 shows that, only one of the studied buildings is 
classified like moderate. The rest of the buildings do not show probability of resonance. 

Building number Storeys T(s) Building T(s) Soil Resonance probability

no 1 2 0.088 3.690 no resonance
no 2 2 0.102 3.440 no resonance
no 3 2 0.196 3.850 no resonance
no 4 3 0.163 3.330 no resonance
no 5 3 0.141 0.270 no resonance
no 6 4 0.185 3.330 no resonance
no 7 4 0.132 3.500 no resonance
no 8 4 0.153 3.100 no resonance
no 9 5 0.196 3.270 no resonance

no 10 5 0.156 3.100 no resonance

(a) (b)
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no 11 5 0.214 3.690 no resonance
no 12 5 0.221 0.260 moderate
no 13 6 0.218 2.940 no resonance
no 14 6 0.290 3.070 no resonance
no 15 6 0.185 0.070 no resonance
no 16 7 0.372 3.030 no resonance
no 17 7 0.359 3.330 no resonance
no 18 7 0.373 3.230 no resonance
no 19 8 0.307 3.500 no resonance
no 20 8 0.372 0.260 no resonance
no 21 8 0.389 3.230 no resonance
no 22 9 0.492 2.670 no resonance
no 23 9 0.241 3.470 no resonance
no 24 9 0.481 3.330 no resonance

Table 3: Fundamental periods measured in Alicante and Elche and the probability of resonance. 

5 CONCLUSIONS 
Ambient vibration measurements have been carried out in reinforced concrete buildings 

within the urban areas of Alicante and Elche in order to obtain the fundamental period and a 
relationship with the height of the building. From the obtained results, it can be concluded: 

a) The obtained period-height relationship shows a similar behavior than the obtained by
[2] in Lorca, but our slope is lower. This can be due to the lack of data in the regression
or it may indicate a lower vulnerability of the reinforced-concrete buildings chosen for
Alicante and Elche when compared with Lorca city.

b) Our period-height relationship has been used to propose a probability of soil-structure
resonance and only one of the studied buildings has been assigned moderate resonance
probability.

The next step in this research will be to continue the data acquisition to a higher number of 
buildings (also with higher heights), what will improve the estimated linear regression. Addi-
tionally, this will allow us to compute resonance probability maps for the whole cities using 
not only the fundamental period of the soil but also, considering the secondary peaks ob-
served in the HV curves of some areas. These secondary peaks may appear due to the pres-
ence of more superficial contrasts and might have additional effects on certain buildings.
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MEASURING THE DYNAMIC DISPLACEMENTS OF BRIDGES 
USING GEOPHONE DATA: APPLICATION AND VALIDATION ON A 

LIVELY FOOTBRIDGE
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Keywords:

Abstract. Dynamic displacement is a highly valuable information for the evaluation of bridge 
safety and performance, providing data on the dynamic behaviour of the structure under 
service loads. However, its measure is often challenging and costly: traditional techniques 
require a fixed support and a direct connection (or a clear line-of-sight) with the target point 
that is rarely present in large-scale infrastructures, making their deployment in long-term 
monitoring often not feasible. In this study, an indirect measuring approach deploying an 
electro-dynamic velocity sensor (geophone) and digital filtering is adopted to measure 
human-induced dynamic displacements on a lively footbridge. These sensors have an 
excellent cost to performance ratio, do not require any powering and, overall, are easy to 
install and deploy for a long time. Furthermore, geophones measure velocities and 
consequently only “one integration step” is needed to obtain displacements. The field test was 
performed with the bridge partially open to pedestrian passages, the geophone was placed in 
different positions directly on the deck, and a reference measure of the vertical displacement 
was obtained from a laser-based system placed nearby. Appropriate digital filtering is then 
applied on the geophone data before the integration. The calibration of digital filters and the 
validation of the results was carried out comparing the reconstructed vertical displacements 
from geophone data and the directly measured vertical displacements from the state-of-art 
measuring device. Under the assumption of pure dynamic loading, some promising results 
were obtained, reaching a tenth of a millimetre accuracy for the integrated signals. 
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Abstract. Use of the supplemental damping systems (i.e. viscous or yield dampers), to miti-
gate the seismic hazard of adjacent building structures (two connected buildings), is proven 
to be a practical and very efficient approach. In the context of energy dissipation capacity 
and developing damper/ energy absorber, shape memory alloy (SMA) is well known for its 
high energy dissipation capacity (super-elasticity).  In the present study, the superior seismic 
response control efficiency of SMA damper is explored over the yield damper. Response of 
two adjacent structures (steel building frames) connected with SMA damper and yield damper 
is evaluated through nonlinear dynamic time‐history analysis, under a set of recorded 
near‐fault ground motions. The robustness of the improved performances is studied under 
varying characteristics of damper strength, the building structure time period, as well as dif-
ferent scenarios of seismic loading. Finally, it is demonstrated that, the use of SMA damper 
significantly improves the floor displacement control efficiency over the yield damper and al-
so provides considerable reduction in the peak absolute floor acceleration. 
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1 INTRODUCTION 
Construction of sustainable and resilient building structures is an important issue in struc-

tural engineering field. Specifically, modern cities are coming up with high rise buildings 
with very little clearance between them, putting them at risk of mutual pounding in case of an 
intense earthquake. Various researches are going on to prevent these poundings by connecting 
these buildings using active, passive or semi-active control devices [1–4]. The concept of vi-
bration control using passive dampers is widely accepted and has frequently been implement-
ed in the civil engineering structures due to its low maintenance costs, reliable performance in 
real time and low energy requirement. These passive devices respond to the relative responses 
of the connected buildings. These can be easily installed between the gaps of the buildings 
without the need for any additional space for its installation or working. These devices serve 
the dual benefits: (a) prevent the mutual pounding of the buildings and (b) dissipate a part of 
the seismic energy coming to the buildings. 

Some of the popular passive control devices include linear and non-linear viscous dampers, 
MR damper, viscoelastic or Maxwell dampers, yield dampers, and friction dampers [5–10]. 
Application of viscous damper and/or viscoelastic damper in buildings does not reduce floor 
displacement significantly, whereas increases the floor acceleration. MR damper shows high 
control efficiency in case of semi-active devices. Use of hysteretic dampers such as metallic 
yield dampers and friction dampers provides good control efficiency but provides high level 
of residual displacement after a seismic event, therefore hindering immediate occupancy. 
Thus, researchers are actively involved to find some suitable passive energy dissipation de-
vices for reducing building structural vibration. In this regard, use of advance and smart mate-
rial gain attention from researcher community [11–13]. In recent years Shape Memory Alloy 
(SMA) is gaining significant popularity as damper material for passive vibration control de-
vice [14–18]. Two important characteristics of the flag-shaped hysteresis of SMA are (a) the 
hysteresis loop is fat enough to dissipate the input seismic energy and (b) the loop leaves no 
residual displacement on unloading. To reduce the response of building structure SMA spring 
is already used in mass damper [19,20] or as a supplement of conventional damper [15,18,21].
It has been shown in several previous studies [19,20] that, compare to the conventional vis-
cous damping (as present in inverse pendulum dampers or mass dampers), hysteretic damping 
(as present in case of SMA or yield damper) provides much higher control efficiency, due to 
its higher energy dissipation capacity. Further, the primary application of mass damper or in-
verse pendulum dampers are mainly for reduction of displacement in single flexible structure, 
not in case of two connected building structurers. Thus in present study, SMA damper and 
yield dampers are considered to demonstrate the seismic response reduction control efficiency 
of adjacent and connected building structures.  

In this paper, the focus is laid to demonstrate the superior control efficiency of SMA 
damper over yield damper in case of connected building structure system. Therefore, present-
ly the performance of super-elastic shape memory alloy damper is assessed to reduce vibra-
tion of multistoried building frame under seismic excitation and compare with conventional 
metallic yield damper. Non-linear time-history analyses are performed to determine the con-
trol efficiency of the SMA damper and yield damper. An extensive parametric study is per-
formed considering a wide range of damper parameters and building parameters, as well as 
under various scenarios of ground motions.  
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2 MODELLING OF DAMPERS 
This section will provide a brief idea about the force-deformation hysteresis behaviour of 

the yield damper and super-elastic SMA damper. 

2.1 Force deformation hysteresis of yield damper 
Under cyclic loading, all types of metallic material dissipate energy through yielding and 

show stable bi-linear force deformation behaviour. Thus, the force deformation hysteresis 
loop of yield damper is modeled through the parametric Bouc-Wen model [17,22,23], as 
shown in Fig.1. According to this model, the nonlinear force deformation in a steel member is 
expressed as 

Zx
q

ZZx
q

x
q

Z

ZFxkZxF

sss

ysssss

1

1,

(1) 

where, sk is the initial elastic stiffness of the yield damper, s is the ratio of post to pre yield 
stiffness (i.e. rigidity ratio) of the yield damper, ysF and sq are the yield strength and yield 
displacement of the yield damper, x and x are the relative displacement and velocity of the 
yield damper, variable Z is a non-dimensional quantity, which represents the hysteretic be-
haviour of metallic material in the yield damper. Here, parameters , , and in Eq. (1) 
controls the shape and transition of the hysteresis loop. 

Figure-1: Bi-linear force-deformation hysteresis of yield damper

2.2 Force deformation hysteresis of SMA damper 
Super-elasticity and the energy dissipation capability of SMA are primarily exploited in 

the vibration control applications. Fig. 2 shows that the force-deformation hysteresis of super-
elastic SMA damper. The hysteresis behaviour of SMA has been characterized by different 
types of thermos-mechanical phenomenological models [16,23]. Out of several alternatives, 
the Graesser-Cozzarelli model [24] has been widely employed for studying the dynamic char-
acteristic of SMA based system. The model is based on the parametric Bouc-Wen model [22]
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with an added term incorporating the effect of super-elasticity. The one-dimensional form of 
this model is given as 
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Here, smaF is the restoring force, x and x are the relative displacement and velocity of the 
SMA damper, smak is the initial stiffness of SMA in austenite phase, ysmaF is the force trigger-
ing the forward-transformation from the austenite to martensite phase, sma is a constant de-
termining the ratio of pre to post transformation stiffness, a is a constant controlling the 
amount of recovery, the parameter controls the sharpness of the loop, c decides the slope 
of unloading path, BF is one-dimensional back stress given by the Eq. (2), Tf is a constant to 
control the type and size of hysteresis 

Figure-2: Force-deformation hysteresis of super-elastic shape memory alloy damper

3 SIMULATION DETAILS 
This section provides the important details of the simulation process in terms of the equa-

tion of motion and ground motion information, as discuss below.

3.1 Nonlinear dynamic analysis 
A two dimensional flexible and stiff building frame structure idealized as shear type building 
and connected by SMA damper or yield damper system has been considered here, as shown in 
Fig. 3 (a). The mechanical model of the SMA or yield damper system is shown in Fig. 3 (b), 
consist of super-elastic SMA spring or steel spring, respectively. Since, yield damper or SMA 
damper dissipate significant amount of input seismic energy via hysteresis loop, thus they will 
behave non-linearly, and both the building will behave linearly. With linear superstructure 
behaviour, the equation of motion can be written as 
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Here, 1M , 1C and 1K are the mass, damping, and elastic stiffness matrices of flexible 
building of order 11 nn ; 2M , 2C and 2K are the mass, damping, and elastic stiffness 
matrices of stiff building of order 22 nn , respectively. T

iniiii i
uuuuu 321 is

the lateral displacement vector (of order 1n for flexible building and 2n for stiff building) rel-
ative to the ground, where 1i for flexible building and 2i for stiff building. ir is the in-
fluence coefficient vector containing pseudo-elastic deformation of the stories under unit 
deformation of the ground, gu is the ground acceleration from the earthquake and hF is the 
hysteresis force of the yield or SMA damper. 

Figure-3: (a) Idealized model of the flexible and stiff building frame structures connected by 
the yield damper and super-elastic SMA damper. (b) Idealization mechanical model of yield 
damper and super-elastic SMA damper.  

Hysteresis force hF is estimated using Eq. (1) for yield damper and Eq. (2) for SMA damp-
er. In case of yield damper, yield strength is define as WFF ysys 0 (here ysF0 is the normal-
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ized yield strength) and for the super-elastic SMA damper, transformation strength is define 
as WFF smaysma 0  (here smaF0 is the normalized transformation strength). Here, 

221 gmmW ii is the average floor weight of flexible and stiff building. Numerical val-
ues of the different parameters of the build structure, yield damper and super-elastic SMA 
damper are provided in Table-1, based on the previous studies [17,23].  

Table -1: Values of parameters adopted for buildings, yield damper, and SMA damper 

Building Structure Yield damper SMA damper

Flexible building time 
period = 1.00 s

Stiff building time 
period = 0.50 s

Damping ratio = 
2.00 %

Normalized yield strength
100.00 ysF

Hysteresis of yield damper
,05.0s 025.0sq m

,0.1  ,5.0 5.0  
5.0

Normalized transition strength
125.00smaF

Hysteresis of SMA damper
,10.0sma 035.0smaq m

,2500a  001.0c
,07.0Tf  0.3

3.2 Ground motion selection 
Response output of dynamic analysis of any structure strongly depends on the characteris-

tic of the input excitation and thus ground motion selection is very important for assessment 
of the structural performance. A set of real earthquakes i.e. fault normal component of the 
ground motion with near fault characteristics (pulse type features) are adopted for the numeri-
cal study. Fig. 4 shows the spectral acceleration of the selected ground motions [25].  

Figure-4: Spectral acceleration plot of selected ground motion 

During the selection process of ground motion, consideration has been put to capture the wide 
range variations in PGAs and dominant frequency contents of the near fault type ground mo-
tion. Also, these ground motions are scaled accordingly, whenever needed for parametric 
study. Table-2 provides some salient characteristics of the adopted ground motions for the 

4701



Sourav Gur, Pranay Singh and Koushik Roy 

present study. More detailed information about those ground motions are provided in a recent 
study by Gur et al [23,25,26]. 

Table-2: Set of ground motion time histories for response evolution 

GM
Number Earthquake Station PGA (in g) Dominant

Period (sec)

GM-1 Imperial Valley 
(10/15/1979)

ElCentro array 
#5, 230 0.379 0.39

GM-2 Kocaeli 
(08/17/1999)

Yarimca 060 
(Koeri) 0.268 0.45, 0.60

GM-3 Loma Prieta 
(10/18/1989) LGPC, 000 0.563 0.47, 0.64

GM-4 Northridge Sylmar 
(01/17/1994)

Sylmar-
Converter 0.897 0.59, 0.84

GM-5 Superstition Hills 
(11/24/1987) PTS, 225 0.455 0.28, 0.64

GM-6 Erzikan 
(03/13/1992)

Erzikan NS 
comp. 0.515 0.29

GM-7 Duzce 
(11/12/1999)

Duzce, 180 
(ERD) 0.348 0.41

4 RESULTS AND DISCUSSION
Performance of the controlled building structure is studied through the numerical simula-

tion under a set of real, recorded near fault type ground motions as mentioned in the above 
section. Control efficiency of different types of control system i.e. yield damper, super-elastic 
SMA damper has been demonstrated through comparing the top floor acceleration and dis-
placement of the flexible and stiff building structure.

4.1 Response analysis 
To obtain the response of the isolated building under the earthquake excitation, step-by-

step Newmark-beta (average acceleration technique) numerical integration method [27] is 
used with the time step t = 0.0001 seconds. Here, it is assumed that the damper system will 
dissipate input seismic excitation energy through its non-linear force deformation hysteresis 
loop and both the flexible and stiff buildings will remain in their linear-elastic regime. Thus, 
to obtain the correct solution at each time step, equation of motion of the building structures 
(both flexible building as well as stiff building) with the connected yield or SMA damper 
need to be solved iteratively. This iteration process continues until the error in any measured 
response quantities at the current time step becomes less than or equal to a tolerance limit tol ,
and in the present study it has been considered as 10-5. Different parameters for the numerical
solution are adopted from Table-1.  

A nonlinear time history analysis is first carried out to examine the responses of the linear 
steel building with and without passive yield and SMA dampers. In this case, the flexible and 
stiff building frames, yield damper, and SMA damper are simulated using Table-1 parameter. 
In this case of response analysis, a seven-story flexible building and a five-story stiff building 
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is considered. The Yarimca 060 (Koeri) record of the 1999 Kocaeli earthquake is selected as 
the input ground motion [23,25,26]. Time history responses are presented in Fig. 5. Figs. 5 (a) 
and 5(b) shows the variation of top floor acceleration of flexible and stiff buildings with re-
spect to time, while Figs. 5(c) and 5(d) shows the variation of top displacement of flexible and 
stiff buildings with respect to time. It can be observed that, for both flexible and stiff building, 
yield damper increases top floor acceleration than the uncontrolled building structure. In 
terms of the floor displacement control efficiency, yield damper shows high level of reduction 
in the top floor displacement; however, SMA damper significantly improves this displace-
ment control efficiency than yield damper. Such a noticeable improvement in the control effi-
ciency of SMA damper can be explained from its energy dissipation capacity. It can be 
observed from Fig. 5 (e) that the hysteresis loop size (damper’s strength) of SMA damper is 
more than yield damper, which causes more dissipation of seismic energy and thereby reduces 
the top floor displacement of the buildings. 

Figure-5: Time-history response of the top floor acceleration of (a) flexible building structure 
and (b) stiff building structure; top floor displacement of the (c) flexible building structure 
and (d) stiff building structure under Kocaeli (1999) earthquake. (e) Normalized force-
deformation hysteresis loop of the yield damper and SMA damper. 

As it can be observed in Fig. 5 (a) and (b) in contrast, super-elastic SMA damper shows 
reduction in top floor acceleration than unconnected buildings and as well as yield damper. 
This can be explained from the FFT plots of top floor acceleration of the flexible and stiff 
buildings, as shown in Fig. 6 (a) and (b), respectively. Fig. 6 (a) and (b) shows that, near to 
the fundamental frequency of the flexible and stiff buildings (i.e. 1.0 Hz and 0.5 Hz), FFT 
amplitude of top floor acceleration is much lower in case of SMA damper connected building 
structure than yield damper connected building structure or unconnected building structure. 
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Figure-6: FFT of top floor acceleration (a) flexible building and (b) stiff building structures. 

Table-3 provides the top floor absolute acceleration and top floor displacement, respec-
tively, for flexible and stiff buildings without any dampers (only building), and buildings 
connected with yield or SMA dampers, under all the ground motion mentioned above in Ta-
ble-2. Observing the values in Table-3 it is clear that, both the dampers reduces acceleration 
and displacement responses, however SMA dampers provides superior control efficiency than 
yield damper. 

Table-3: Top floor responses of buildings under different earthquakes 

GM
Number

Flexible Building Stiff Building
Only    

Building
Yield  

Damper
SMA  

Damper
Only    

Building
Yield  

Damper
SMA  

Damper
Top floor maximum absolute acceleration (in g)

GM-1 2.030 1.684 0.996 1.553 1.767 1.129
GM-2 0.982 0.962 0.651 1.464 1.428 0.705
GM-3 2.353 2.081 1.436 2.677 3.637 2.123
GM-4 1.645 1.805 1.076 2.780 2.231 1.371
GM-5 2.286 2.177 1.574 2.286 2.165 1.229
GM-6 1.174 1.189 0.772 1.937 1.274 0.874
GM-7 1.721 1.662 1.091 2.725 1.830 1.035

Top floor maximum displacement (in m)
GM-1 0.428 0.333 0.161 0.099 0.102 0.064
GM-2 0.232 0.186 0.079 0.104 0.075 0.054
GM-3 0.525 0.452 0.214 0.228 0.241 0.158
GM-4 0.276 0.281 0.147 0.188 0.133 0.080
GM-5 0.537 0.516 0.255 0.109 0.139 0.091
GM-6 0.370 0.285 0.138 0.082 0.079 0.046
GM-7 0.298 0.280 0.139 0.165 0.116 0.073
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4.2 Parametrical study 
In this section, parametrical study is performed to demonstrate the superior control effi-

ciency of SMA damper over yield damper. Here, peak acceleration and peak displacement of 
top floor are measured under all seven ground motions and the average response is reported 
herein. 

As reported in previous studies [16, 17], normalized strength of yield or SMA damper is an 
important design parameter, and the optimal choice of this parameter will maximize the con-
trol efficiency. Fig 7 depicts the effect of normalized yield strength (for steel) or transfor-
mation strength (for SMA) of the dampers on the response parameters (i.e. peak top floor 
acceleration, peak top floor displacement for flexible and stiff building). 

Figure-7: Variation of (a) peak top floor acceleration and (b) peak top floor displacement 
with respect to the normalized strength of yield damper and SMA damper, for flexible and 
stiff building. 

Fig. 7 (a) and (b) shows variation of peak top floor acceleration and peak top floor displace-
ment of the buildings connected by yield damper and SMA damper, where top floor accelera-
tion and displacements were lesser in case SMA dampers connected building than yield 
damper. For all the values of normalized strength of damper, stiff building connected with 
yield damper system shows maximum top floor acceleration; whereas flexible building in 
SMA damper connected system shows the least (see Fig. 7 (a)). For top floor displacement, 
flexible building connected with yield damper system shows maximum top floor displace-
ment for all the values of normalized strength of damper, whereas stiff building in SMA 
damper connected system shows the least (see Fig. 7 (b)). In case of flexible building struc-
ture, SMA damper reduces maximum 33.53 % top floor acceleration and 54.71 % top floor 
displacement. Similarly, for stiff building structure, SMA damper reduces 48.53 % top floor 
acceleration and 35.03 % top floor displacement. 
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Next, the effect of time period of flexible building structure on the response parameters 
are studied, and shown in Fig. 8. Variation of the top floor peak acceleration and peak dis-
placement with respect to the time period of the flexible building are shown in Figs. 8 (a) and 
8(b). As expected, for both the dampers (yield and SMA), with the increasing flexibility (i.e. 
time period) of the flexible structure, top floor peak absolute acceleration reduces. Fig. 8(a) 
shows that in comparison to the yield damper, SMA damper reduces top floor peak accelera-
tion more in case of stiff building than the flexible building. Compare to the yield damper, 
SMA damper reduces top floor peak acceleration by 35.07 % for the flexible building struc-
ture, and 53.76 % for the stiff building structures. Opposite to the top floor peak acceleration, 
for both flexible and stiff buildings connected with yield damper and/or super-elastic SMA 
dampers, top floor peak displacement increases with the increasing time period of flexible 
structure (Fig. 8 (b)). Here, for the flexible building, SMA damper control efficiency is more 
than yield damper. In case of stiff building, displacement control efficiency for both SMA and 
yield damper are comparable. In terms of displacement control efficiency, SMA damper re-
duces top floor peak displacement up to 55.01 % for the flexible building, and 21.62 % for 
stiff building, when compare to the yield damper. 

Figure-8: Variation of (a) peak top floor acceleration and (b) peak top floor displacement 
with respect to the flexible building time period, for flexible building and stiff building, con-
nected with SMA damper and yield damper 

Finally, the control efficiency of different type of damper has been studied under the 
varying peak ground acceleration (PGA); keeping frequency contents of the ground motions 
unaltered. This is achieved just by up-scaling individual ground motions by suitable factors i.e. 
multiplying the ordinates of the ground motion by some suitable factors. Variation of the dif-
ferent response quantities (i.e. top floor peak acceleration and displacement) under the vary-
ing PGAs are shown in Fig. 9. As expected, for both types of damper, the responses increase 
monotonically with increasing PGA. In any type of building structures (flexible or stiff), re-
sponses of SMA dampers connected building system are consistently lesser than the responses 
of yield dampers connected building system. At lower values of PGA, control efficiency of 
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SMA damper is almost comparable with yield damper. Whereas for higher values of PGA, 
SMA damper shows significant improvement in control efficiency than yield damper. Such 
aspect strengthens the fact that, the control efficiency of SMA damper over yield damper in-
creases while subjected to a larger intensity of earthquakes. In terms of the floor acceleration 
control efficiency, SMA damper reduces top floor peak acceleration by 14.07 % for flexible 
building and 21.83 % for stiff building, when compare to the yield damper. Similarly, for 
floor displacement, SMA damper reduces top floor peak displacement by 35.67 % for flexible 
building and 19.45 % for stiff building, relative to the yield damper. 

Figure-9: Variation of (a) peak top floor acceleration and (b) peak top floor displacement 
with respect to the peak ground acceleration for flexible building to stiff building, connected 
with SMA damper and yield damper 

5 CONCLUSIONS 
Performance of yield damper and SMA damper as passive control device in connected 

buildings are compared using non-linear dynamic response analysis under seven ground mo-
tions obtained from past earthquakes. Analyses results show that both the dampers help to re-
duce floor responses (peak acceleration and displacement) for connected buildings than 
unconnected buildings. Here, performance of both the dampers are evaluated under varying 
parameters like normalized strength of dampers, time period of buildings, peak ground accel-
eration. Response analysis shows that, SMA dampers significantly reduce the top floor re-
sponses (peak acceleration and displacement) when compare with the yield dampers. Finally, 
all the parametrical studies confirmed the superior control efficiency of SMA Damper over 
yield damper for connected buildings under the seismic excitation. Parametrical study results 
show that, compare to the yield damper, SMA damper reduces top floor peak absolute accel-
eration as high up to 35 % for flexible building and 55 % for stiff building. When displace-
ment control efficiency is considered (in terms of the top floor peak displacement), compare 
to the yield damper, SMA damper provides 55 % more reduction for the flexible building, and 
35 % more reduction for the stiff building. 
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SURFACE WAVE PROPAGATION FROM DROP-PROJECTILE 
TESTS: PHYSICAL AND NUMERICAL MODELLING 

Vipul Kumar , S.P.G. Madabhushi

Keywords:

Abstract. Surface wave propagation can be investigated with the help of centrifuge and nu-
merical modelling. An electromagnetic drop-projectile apparatus was used to generate sur-
face waves in soil upon the impact of a spherical metal ball with a shallow foundation. A 3D
LS-DYNA FE model was developed and first calibrated against the analytical solutions for 
the soil displacement at the ground surface due to the arrival of Rayleigh waves. The 3D 
model was then validated with the results of vertical acceleration obtained from geotechnical 
centrifuge test for homogeneous soil layer profile. The numerical results show that LS-DYNA 
can reliably be used as a numerical tool to simulate surface wave propagation. Following the 
validation, a parametric numerical study was performed to assess the impact of stiffness con-
trast in soil layers on surface wave propagation. In this parametric study, soil layer with rela-
tively lower stiffness (shear wave velocity) was modelled below a stiffer upper layer. The 
attenuation of vertical acceleration of the surface waves at an increasing distance away from 
the source were investigated and compared between the results of geotechnical centrifuge test 
and numerical models. The results of parametric analysis tend to suggest that the presence of 
soft soil at shallow depth can amplify the amplitude of vertical accelerations within the stiffer 
upper layer. This effect however is likely to be localised near the source of vibration. 
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2 PHYSICAL MODELLING OF GROUND-BORNE VIBRATIONS 

2.1 Centrifuge model for calibration of numerical model
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3 NUMERICAL MODELLING OF GROUND-BORNE VIBRATIONS

3.1 Validation with analytical solution
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t = 0.16 sec

3.2 Validation with centrifuge test
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3.2.1. Parametric study – soil stiffness
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Abstract. Cerro Matoso SA (CMSA) is one of the world’s major producers of ferronickel. As
one of the companies leaders of this sector, CMSA is continuously changing and improving all
its processes to ensure the business sustainability, one of these improvements is the refurbish-
ment of one of its electric furnaces. This procedure will replace the current furnace sidewalls
of one of its electric furnaces in order to process material of new compositions by applying
new refractory brick lining. This procedure will require the shut down of the furnace which will
generate a contraction of the bricks mainly in the hearth of the furnace. During the furnace
startup, the behavior of the hearth will tend to recover its position in such a way that it will
expand, for this reason it is planned to left a gap between the skew the hearth lining. Such gap
is allowed for bricks to expand properly, however,it is important to highlight that this gap must
be closed since the molten material can be filtered through such spaces causing catastrophic
damage. Therefore, the need arises to establish a process for monitoring the growth of the
hearth of the furnace. In this work, the ultrasound method was used for gap monitoring by
detecting pressure exerted by the expansion of the bricks on the metallic shell. Measurements
were made without pressure, with 300 and 600 psi to demonstrate the problem of closing the
expansion gap. Results show that the developed methodology can detect when the gap is closed
by using ultrasonic inspection and the use of two gap monitoring indicators.
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1 INTRODUCTION

To implement new technologies that allow Cerro Matoso SA (CMSA) to enhance its oper-

ational efficiency, a series of activities have been proposed that seek to optimize fundamental

aspects in the production chain of ferronickel. As a smelting industry, CMSA is interested

in monitoring the state of the refractory walls of its furnaces in search of more informed de-

cision making in order to increase the furnace efficiency and prolonged campaign life. Due

to the continuous operation, the refractory walls of the furnace show deterioration through its

use, this is caused mainly by mechanical, thermal stress cracks and chemical attack resulting

in loss of heat transfer capability, shrinkage and change of thermal conductivity of the refrac-

tories [6]. Due to the nature of smelting furnaces, it is nearly impossible to drill into the lining

while the furnace is in operation and directly evaluate the refractory thickness and condition

[5].Because of this limitation the industry demand non-destructive testing (NDT) methods for

furnace refractory walls during operation. Some of the NDT techniques commercially available

that have been used to measure the refractory wall thickness in furnaces are: Radioactive Trac-

ers, Infrared (IR) Thermography, Electromagnetic (EM) / Microwave Techniques, Ultrasonic,

Acousto Ultrasonic-Echo (AU-E), among others [6]. In the industry, there exists Furnace In-

tegrity Monitoring System (FIMS) which are based on the utilization of Acoustic Emission (AE)

signal detection, however, these systems are not available for refractory gap monitoring. Three

case studies of FIMS using ultrasound sensors to monitor furnaces are described in the work of

Sadri et al., in 2018 [7] . In all three cases, the Acousto Ultrasonic-Echo (AU-E) measurements

in combination with other data such as thermocouple readings and surveying information, re-

sulted in the extension of furnace campaign life by improving the accuracy and reliability of

thermal furnace models. An acoustic emission-based furnace integrity monitoring system was

developed by Gebsky and Sadri in 2012 [2], in this system, the capability of detecting emissions

related to the fracture development in the furnace wall, movement of the refractory and elec-

trode arcing is satisfactory accomplished. An Integrated Furnace Control system for shielded

arc smelting of the 75 MW Cerro Matoso Line 2 Furnace is described in [4], it is aimed to detect

the gap between the bricks of the furnace hearth when it shrinks and then expands. As a con-

tribution to the need for a gap monitoring system, this work presents a furnace refractory gap

monitoring methodology that uses data from the ultrasonic pulse echo technique and the current

indicators for the detection of the presence of a gap in the refractory bricks. The remainder of

this paper is organized as follows. The second section presents a theoretical background that

briefly describes the most relevant concepts of the measurement technique used in the proposed

methodology. Section 3 is devoted to present the gap measurement methodology and section 4

describes the data acquisition process. Then, section 5 shows the experimental results and their

corresponding discussion. Finally, the last section outlines the main conclusions.

2 THEORETICAL BACKGROUND

In this section, some concepts about the methods used in the gap monitoring methodology

are summarized, we recommend reviewing the bibliography for deepen understanding of the

methods.

2.1 Ultrasonic inspection

Ultrasound is a non-destructive inspection technique that is used to measure different charac-

teristics in materials. These include, for example, the measurement of thickness as an element

of quality in manufacturing processes or as an element of continuous monitoring in processes
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where changes in the structure can be a critical element to consider.

2.2 Signal to noise ratio SNR or S/N

Signal to noise ratio is a measure that allows comparing the level of the desired signal to the

level of the background noise [3]. In general terms, it allows to know how well is the signal

captured in relation to the noise in the acquisition.

2.3 Fast Fourier Transform (FFT)

Fourier Analysis is a kind of analysis very common in the analysis of signals, it allows to

convert a signal from its original domain to another domain, for example to change from the

time or space to the frequency domain. FFT is a kind of algorithm to apply Fourier Analysis

and allows to compute the discrete Fourier transform of a sequence by decomposing a sequence

into components of different frequencies.

3 GAP MONITORING METHODOLOGY

Gap Monitoring methodology considers the following elements, first, data acquisition, sec-

ond, data pre-processing, third, index calculation and evaluation. For gap monitoring indicators,

two measurements are considered as illustrated in figure 1 and figure 2 which results in two pos-

sible methodologies. The first approach considers the use of the signal to noise ratio (SNR) and

the second approach calculates the FFT to extract the dc component.

Figure 1: Methodology I - Signal to noise ratio

In both methodologies, pre-processing and normalization are considered in order to avoid

data acquisition biases such as noise, coupling of the sensors, and others [1]. Measures from

the experiment are averaged to facilitate comparisons and avoid biases before the application of

the indicators and the final gap detection [8].

Figure 2: Methodology II - DC component extraction

4 EXPERIMENTAL SETUP

Since it is impossible to create a gap when the furnace is in operation, CMSA built a model

to evaluate the methodology as in Figure 3. This model is in scale 1:1 and represents a small
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section of the skew. As it is possible to observe there is an expansion paper between bricks and

shell.

The experiment was designed so that samples were taken at different points of the external wall

(iron shell), these samples were taken when the refractory bricks in the internal part had a gap

(without pressure), then with 300 psi and finally, 600 psi. This pressure was applied to the skew

by a hydraulic jack to emulate the pressure applied by the bricks to the shield once the gap is

closed. For this experiment, three indicators of the acquired signal were proposed to observe

measurement magnitude changes with respect to the applied pressure, the first magnitude is the

signal to noise ratio, the second is to the power spectrum, and finally, the third is extracting the

DC level of the acquired signal. The results indicated that there are two evaluations that could

be taken into account to detect the pressure in the inner wall and these are, the calculation of

signal to noise ratio and the extraction of the DC component. Both cases can differentiate when

pressure is applied to the shield by the inner wall and hence determine the existence of a gap.

Figure 3: Experimental setup for gap evaluation

5 EXPERIMENTAL RESULTS

Excitation of the structure was performed by the use of pulses at a frequency of 55-kilohertz

and 1000 volts of amplitude as it is shown in figure 4. The signal in the figure includes an

attenuation 1:100. This excitation signal was applied by a commercial source with reference

Humboldt C369NH/AH/0009. The receiving signal from the structure is captured by the ultra-

sonic sensor and it is digitized by using a tiepie HS04 oscilloscope. In each acquisition, clock

and excitation signal are considered to determine the echo from the structure.

In this work, signals from six positions in the external shield are considered to evaluate the

methodology, these positions are labeled as A3, A4, A5, A6, A7 and A8. The sensor location

was defined at the same height as the first bricks that are in contact with the gap. For each

position, 200 measurements were obtained, averaged, and compared with the others results to

avoid the influence of noise.

5.1 Signal to noise ratio

Figure 5 shows the average results for each load condition (0, 300 and 600 psi) when the

methodology applied was the signal to noise ratio.

4725



Diego A. Tibaduiza, Jersson Leon, Luis Bonilla, Bernardo Rueda, Oscar Zurita, Juan Carlos Forero, Jaime Vitola,
Dario Segura, Edwin Forero, Maribel Anaya

0 1 2 3 4 5 6 7 8 9 10

Samples 104

-10

-8

-6

-4

-2

0

2

4

V
ol

ta
ge

Stimulus Signal

Figure 4: Stimulus Signal

Figure 5: SNR Levels

In all cases, it is possible to evidence the influence of an existence of a gap in the signal to

noise ratio, Figure 5 also shows that there are changes in the SNR in each pressure condition

that were evaluated.

5.2 DC Levels

In the second analysis, spectral decomposition is used. The methodology includes the use of

the FFT and the extraction of the first value to determine the presence of a gap in the configura-

tion. Results of this process were averaged using 20 DC components, figures 6 and 7 shows the

frequency decomposition for two points at the three different pressures.

As can it be seen in figure 8, the DC level of the measured signal decreases when pressure is

applied by the intern wall. In the same way, as in the methodology with SNR, there are different

values for each pressure condition.
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6 CONCLUSIONS

Results showed that two indicators could be taken into account for gap monitoring in a

furnace with refractory bricks, these are, signal to noise ratio and the extraction of the DC com-

ponents. These indicators present a difference when a gap exists and allow also to determine

differences when there is a pressure from the skew to the external shield. This is an important

result because by simple visual inspection it is not possible to determine variations in the wall

because most of the signal is attenuated by the external shield which results in the presence

of noise in the signal. For the results, the normalization of the measurements is an essential

task since it prevents different factors in the signal acquisition (like sensor pressure, actua-

tor pressure, coupling gel, surface imperfections, and others) to affect the data used by these

methodologies.

The experiments were performed on a test-bed that does not consider the temperature. How-

ever, a task in the future is verifying the methodology’s immunity to the temperature changes. It

is expected that temperature can affect the measurements, however from previous experiences

with this kind of signals, these changes are evidenced as an offset to all the measurements which

can be removed by compensation techniques.

Although each methodology provide interesting results, one option that could be studied is

to fuse both indicators in a single methodology to increase the reliability of the procedure for

online monitoring applications.
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ON THE ESTIMATION OF VON MISES EQUIVALENT STRESS IN 
RANDOM VIBRATION ANALYSIS

Federico Perotti, Francesco Foti and Luca Martinelli

Keywords:

Abstract. Linear random vibration analysis aims to the probabilistic characterization of 
response functions; classical procedures are targeted to the time histories of output kinematic 
variables, such as displacement, velocity and acceleration, and to parameters which are line-
arly related to them, such as internal forces, deformations, stress components ecc. Much less 
attention has been devoted, by researcher and developers, to the case of response variables 
which are non-linearly dependent of the lagrangian coordinates or their derivatives; the most 
typical among these is the Von Mises equivalent stress, whose square value   is quadratic in 
the components of the stress tensor, and thus in the lagrangian coordinates. The topic is of 
relevance especially for the structural safety of industrial equipment and systems, which is 
usually based on local stress integrity assessment. 

In the paper an innovative analytical procedure to deal with the probabilistic characteriza-
tion of the VM stress is proposed as an extension of the classical approach adopted for linear 
output parameters. To this aim the matrix of the quadratic form delivering is decomposed into 
the sum of suitable factors; each of them deserves the same treatment as for linear parame-
ters.

The various features related to the numerical implementation of the procedure for stationary 
or non-stationary (evolutionary) random excitation are discussed, with reference to both the 
application via direct frequency domain treatment and to the modal superposition approach; 
an example is finally shown and commented.  
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1 INTRODUCTION

2 STRESS RESPONSE TO RANDOM DYNAMIC EXCITATION
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Abstract. In this study, new proposed seismic intensity parameters based on Hilbert-Huang 
Transform (HHT) analysis are presented and associated with the seismic damage potential. 
The HHT is a procedure utilized to gain a better insight into complex seismic signals. Its use to 
the process of a seismic excitation leads to the evaluation of Hilbert Spectrum (HS). From the 
investigation of Hilbert Spectrum, derived from velocity-time histories, new frequency-related 
parameters are evaluated. A first application of the suggested new parameters reveals the in-
terrelation between them and the structural damage of two reinforced concrete frame structures. 
The results are compared with the corresponding ones obtained from conventional seismic pa-
rameters with well-known seismic structural damage interrelation. Park-Ang global structural 
damage index (DIPA,global) is used to describe the postseismic structural damage. Thus, a set of 
recorded seismic accelerograms from all over the word is applied on a seven-story reinforced 
concrete frame structure, and the values of DIPA,global index are evaluated through nonlinear 
dynamic analyses and considered subsequently as numerical reference values. Two statistical 
methods, namely correlation analysis, and multiple linear regression analysis, are applied to 
the set of conventional parameters and the set of new parameters separately to confirm their 
interrelation with the caused structural damage. The numerical results validate the significant 
ability of the proposed HHT-based new seismic intensity parameters to approximate the post-
seismic structural damage, which presented to be equal to this attained from the established 
parameters. 
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1 INTRODUCTION
In earthquake engineering, a quick and accurate estimation of seismic hazard in both existing 

and planned structures remains a significant task for study. Knowing the level of the seismic 
hazard is indispensable for the determination of the planning process before, during, and after 
a severe seismic excitation. In general, the seismic intensity is a metric of the effect or the power 
of seismic damage potential. Thus, in the earthquake engineering and engineering seismology 
scientific literature, several seismic intensity parameters are presented and interrelated with the 
structural damage [1-9]. 

These parameters are evaluated by signal processing techniques meaningful mainly for sta-
tionary data and interrelated with the structural damage quantified by different damage indices. 
However, the seismic signals as the most signals in nature are nonlinear and non-stationary. In 
the last years a new, signal processing method, namely Hilbert-Huang Transform (HHT) anal-
ysis, has been developed [10-14] for that kind of signals. The HHT analysis is based on the 
local characteristic time scale of the data and, thus, considered as the most appropriate method 
for the processing of non-stationary and nonlinear signals like seismic accelerograms. In this 
research, the Hilbert Spectra derived from several worldwide natural earthquake records are 
investigated, and new seismic intensity parameters based on their features are proposed. 

Subsequently, one first application of the proposed HHT-based seismic intensity parameters 
is presented and their interrelationship with the seismic structural damage, expressed by Park 
and Ang overall structural damage index [15, 16], is emerged. For the verification of this inter-
dependence, two statistical methods, the correlation analysis, and the multiple linear regression 
analysis are utilized. The results are compared with the corresponding ones that occurred by 
several seismic parameters, already established in the scientific literature by their interrelation 
with the structural damage. The first statistical procedure reveals the interrelation between the 
new proposed seismic parameters and the structural damage. Whereas the second one proves 
that these parameters are able to accomplish the development of a rapid technique for the in-
vestigation of the seismic vulnerability of existing buildings.   

2 HILBERT-HUANG TRANSFORM (HHT) 
The HHT is a time-frequency analysis technique that offers higher frequency resolution and 

more accurate timing of transient and non-stationary signal events than other more common 
techniques for the analysis of nonlinear signals (e.g., Fourier transform, wavelet analysis) which 
assume that signals are stationary within the time window of observation. In contrary to the last 
analysis techniques, HHT is associated with adaptive bases that describe the most signals in 
nature [17-19].  

The HHT presented first by Huang et al. [10] and can be separated into two parts: the em-
pirical mode decomposition (EMD) and the Hilbert spectral analysis (HSA). 

2.1 Empirical Mode Decomposition (EMD) 
The EMD decomposes any complex signal data into non-sinusoidal oscillatory modes, and 

each of them represents an intrinsic mode function (IMF). The following conditions define the 
IMF: 

1. n the whole signal, the number of extrema and zero-crossings must be either equal or
differ at most by one, and 

2. at any point, the mean value of the envelope defined by the local maxima and the envelope
defined by the local minima must be zero. 

The following procedure is performed, taking into account the above definition. For the seis-
mic signal X(t) in the study, all the local maxima are identified and connected by a cubic spline 
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to create the upper envelope of the signal. An identical procedure is performed for the 
local minima and the lower envelope  of the signal is created. The two envelopes must 
enclose the whole signal between them. The mean value of the two envelopes assigned as is 
provided in Eq. (1). 

(1) 

Moreover, the difference between the seismic signal and the  is the first component 

(2) 

By going on the procession, the signal is considered to be the first component  and then 

  (3) 

where (t) is the new mean of the two envelopes of (t). This process is repeated for k times 
and (t) is provided by  

(4)

The  consists of the first IMF of the signal in the study, and it should contain 
the shortest period of it. After that, the residue  is derived by subtracting the first IMF from 
the initial signal 

(5) 

The residue  contains components of longer periods and then is considered as new sig-
nal. The new data are submitted to the same iteration mentioned above process until all the 
functions are obtained 

(6)

The sifting procedure stops when one of the two following criteria comes true: 
1. The value of the component , or the value of the residue (t), is less than a prede-

termined one. 
2. The residue (t) is a monotonic function with only one extreme or a constant, and there-

fore, no further IMFs can be extracted from it. 
Finally, the initial seismic signal X(t) is resulting from the summation of all IMFs and the 

residue (t) as presented in Eq. (7). 

(7)

2.2 Hilbert Spectral Analysis (HSA) 

During HSA the Hilbert transform is applied to each intrinsic mode function (IMF), , 

(8)

where P denotes the Cauchy principal value of the integral. The IMF  and the Hilbert trans-
form form an analytical signal (t) 

(9) 

where (t) is the radius of the rotation of the analytical signal and (t) is the instantaneous 
phase function and are defined as   
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(10) 

(11) 

The instantaneous angular velocity of the rotation j(t) is computed from the derivative of 
the phase function, and j(t), the instantaneous frequency can be calculated as presented in Eq. 
(12). 

       (12) 

By using the above equations, the IMF components are designated as  

(13)

where Re() is the real part of the analytical signal (t). Therefore, the initial signal can be writ-
ten as: 

(14) 

The residue term rn(t) of the initial signal X(t) in Eq. (7), has been left out in Eq. (14) because 
it is either a monotonic or a constant function. From the Eq. (14) is revealed that the amplitude 
and frequency are functions of time and can be presented in a three-dimensional plot forming 
the time-frequency distribution of the amplitude. This time-frequency representation of the am-
plitude is called the Hilbert Amplitude Spectrum, or simply Hilbert Spectrum (HS) (see Figure 
1). Subsequently, the quantities of instantaneous amplitude and frequency refer to the three-
dimensional Hilbert Spectrum and not to j-th intrinsic mode function (IMF) separately. 

3 NEW PROPOSED HHT-BASED SEISMIC INTENSITY PARAMETERS  
In this study, HHA is applied to several seismic excitations, and the Hilbert Spectrum of the 

velocity-time history of every excitation is obtained. From the analysis and the processing of 
these Hilbert Spectra, new proposed seismic intensity parameters are resulting. 

In particular, as aforementioned, every Hilbert spectrum, which presents the distribution of 
time-frequency-amplitude, leads to a time-frequency-energy (square of the amplitude) descrip-
tion of a signal. From the illustrated Hilbert spectrum plot, the volume of the confined space is 

Figure 1. Hilbert Spectrum of seismic excitation. Figure 2. A layer crosses the amplitude-axis of Hil-
bert Spectrum vertically at A(mean,HHT). 
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evaluated. The numerical value of the volume, limited from every produced Hilbert spectrum 
of seismic velocity, consists of an essential seismic feature because it reveals the amount of the 
released energy during the seismic excitation of the considered record. For this research, the 
specific volume is considered as a new seismic parameter, which is denoted as V(HHT) and is 
defined in Eq. (15), 

(15)

where fmax is the maximum instantaneous frequency, tmax the total duration of the seismic signal, 
and (f,t) denotes the instantaneous amplitude. 

The area of the general surface S(HHT) provided by the Hilbert Spectrum, which is a function 
of two variables, HS(f,t) is defined in Eq. (16). 

(16) 

The maximum, the mean value, and their difference of instantaneous amplitude (f,t) that 
are obtained from the analytical signal are presented in Eq (17)-(19). 

(17) 

(18) 

(19) 

Moreover, the corresponding values of volume and area above the parallel to the time-fre-
quency layer that intersects the amplitude-axis of Hilbert Spectrum at the value of A(mean,HHT)

(see Figure 2), denoted as V(Pos,HHT) and S (Pos,HHT), are presented respectively in Eq. (20) and 
Eq. (21).  

 (20) 

  (21) 

In the end, the following quantities that come of the combination of the above parameters 
are evaluated, as described in Eq. (22)-(25). 

(22) 

(23) 

 (24) 

(25) 

The volume V(HHT) obtained from the Hilbert spectrum is increased while it is multiplied by 
the maximum and mean amplitude and their difference. The quantities, VA(max,HHT), 
VA(mean,HHT), VA(dif,HHT), are three new quantities that are representative of every seismic record 
since every one of them includes two or three characteristic features of each record. In the case 
where the difference between the mean and maximum amplitude is minimal, the quantity VA(dif, 

HHT) is statistically equivalent to one of the other two quantities. 
Finally, the volume V(Pos,HHT) is divided by the S(Pos,HHT), and new parameter Pos,HHT is ob-

tained, which can be considered as the mean amplitude of the positive volume (volume above 
the A(mean,HHT)-layer) of the Hilbert spectrum.  
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4 CONVENTIONAL SEISMIC INTENSITY PARAMETERS 
Besides the HHT-based seismic parameters, several well-known and extensively surveyed 

parameters are also used in this study to validate the significance of the results referring to the 
estimated structural vulnerability by the new parameters. These already established seismic pa-
rameters are presented in Table 1. 

Description Symbol Reference
Peak Ground Acceleration PGA (Meskouris, 2000) [20]
Peak Ground Velocity PGV (Meskouris, 2000) [20] 
Peak Ground Displacement PGD (Meskouris, 2000) [20]
Ratio PGA/PGV PGA/PGV (Meskouris et al., 1993) [21] 
Central Period CP (Vanmarcke and Lai, 1980) [22] 
Arias Intensity IArias (Arias, 1970) [23] 
Strong Motion Duration of Trifunac-Brady SMDTB (Trifunac and Brady, 1975) [24] 
Seismic Power P0.90 (Jennings, 1982) [25] 
Root Mean Square Acceleration RMSa (Meskouris, 2000) [20] 
Seismic Intensity of Fajfar-Vidic-Fischinger IFVF (Fajfar et al., 1990) [26] 
Housner’s Spectrum Intensity SIH (Housner, 1952) [27] 
Cumulative Absolute Velocity CAV (Cabãnas et al., 1997) [1] 
Destructiveness Potential of Araya-Saragoni DPAS (Araya and Saragoni, 1984) [28] 
Spectral Displacement SD (Chopra, 1995) [29] 
Spectral Velocity SV (Chopra, 1995) [29] 
Spectral Acceleration SA (Chopra, 1995) [29] 
Seismic Absolute Input Energy Einp (Uang and Bertero, 1990) [30] 
Kappos Spectrum Intensity SIK (Kappos, 1990) [31] 
Spectrum Intensity of Martinez-Rueda SIMR (Martinez and Rueda, 1998) [32] 
Effective Peak Acceleration EPA (ATC 3-06, 1978) [33] 
Maximum effective peak acceleration EPAmax (ATC 3-06, 1978) [33] 

  Table 1: Established seismic parameters. 

5 SEISMIC DAMAGE INDICES 
Damage indices (DIs) are quantities that perform the damage status of a structure with a 

single numerical value that can be efficiently utilized in calculations for the vulnerability as-
sessment of a structure and their correlation with the single-value of a seismic intensity param-
eter. In this study, the overall structural damage index of Park and Ang (DIglobal,PA) is employed 
[15, 16].  

Park and Ang damage index is an index defined as the ratio between the initial and the re-
duced resistance capacity of a structure during a seismic excitation evaluated by nonlinear dy-
namic analysis. The classification of the structural damage status, according to DIPA,global values 
are presented in the table below. 

Table 2. Structural damage level (DL) classification according to DIPA,global. 

Structural 
damage index 

Structural damage level 

Low Medium Great Total

DIPA,global  0.3 0.3 < DIPA,global 0.6 0.6 < DIPA,global  0.8 DIPA,global > 0.80 
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The structural damage located in the "Great" (G) level is non-repairable, and damage level 
characterized as "Total" (T) signifies the partial or complete collapse of the structure. Thus, it 
is essential to be known if the caused damage of an earthquake is located in the "Low" (L) or 
"Medium" (M) level which means that the structure is repairable or if the damage is character-
ized as "Great" or "Total" which means that the structure is not repairable. 

6 SEISMIC EXCITATIONS  
A total number of 80 natural seismic excitations derived from ground strong motions all over 

the world (Table 3) are employed, and the association of their destructive power with the caused 
damage on the constructions is achieved using the aforementioned seismic index [2-4]. The 
utilized earthquakes generate for statistical reasons, a broad spectrum of damage (Low, Medium, 
Great, and Total) as presented in Table 2. Table 4 and Table 5 provide the categorization per 
PGA range and Richter magnitude scale for the used excitations, respectively. Subsequently, 
all the seismic parameters described above are evaluated for every utilized seismic excitation, 
and the results are correlated with the structural damage. 

Country Number of seismic excitations 
Albania 1
Armenia 1

California 14
Canada 2
France 2
Iceland 2

Iran 9
Italy 11
Japan 6

Mexico 2
New Zealand 7 
San Salvador 1 

Turkey 19
Uzbekistan 3
Table 3: Number of excitations employed per country. 

PGA Range [g] Number of seismic excitations 

0.01-0.1 7
0.1-0.2 17
0.2-0.3 10
0.3-0.4 9
0.4-0.5 5
0.5-0.6 4
0.6-0.7 5
0.7-0.8 5
0.8-0.9 7
> 0.9 11 

Table 4: Number of excitations employed per PGA range. 

4745



M. Tyrtaiou, A. Elenas 

Magnitude [Richter] Number of seismic excitations 

4-5 1
5-6 10
6-7 42
7-8 27

Table 5: Number of excitations employed per magnitude. 

7 REINFORCED CONCRETE FRAME STRUCTURES 
All the utilized accelerograms are applied to a seven-story reinforced concrete frame struc-

ture with a total height of 22 m. The examined structure is designed in agreement with the rules 
of the recent Eurocodes for structural concrete and aseismic structures, EC2 (2000) [34] and 
EC8 (2004) [35], and shown in Figure 3, where the dimensions are provided in meter and cen-
timeter, respectively. The cross-section of the beams are T-shapes with 30 cm width, 20 cm 
plate thickness, 60 cm total beam height. The effective plate width is 1.15 m at the end-bays 
and 1.80 m at the middle-bay. The distance between frames in the three-dimensional structure 
has been chosen to be 6 m. The building has been considered as an "importance class ", "duc-
tility class Medium," and "subsoil of type B". 

Additionally, to the dead weight and the seismic loading, snow, wind, and live loads have 
been taken into account. The fundamental period of the frame is 0.95 s. After the design proce-
dure of the reinforced concrete frame structure, a nonlinear dynamic analysis has been occurred 
using the software computer program IDARC2D [36] for the evaluation of the structural seis-
mic response for every seismic excitation utilized in the present study. The hysteretic behavior 
of beams and columns has been specified at both ends of each one using a three-parameter Park 
model. 

Figure 3a: Seven-story reinforced concrete frame. Figure 3b: Three-story reinforced concrete frame. 
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This model incorporates stiffness degradation, strength deterioration, non-symmetric 
response, slip-lock, and a trilinear monotonic envelope. The parameter values, which specify 
the above degrading parameters, have been chosen from experimental results of cyclic force-
deformation characteristics of typical components of studied structure [16, 37]. Thus, the 
nominal parameters for stiffness degradation and strength deterioration have been chosen. In 
contrast, no pinching has been taken into account. From the derived response parameters of the 
nonlinear dynamic analysis, this study is concentrated on the overall structural damage index 
of Park and Ang (DIPA,global). Figures 4a and 4b present the DIPA,global index per number of 
employed excitations, for each examined reinforced concrete frame. 

Figure 4a: Number of employed excitations per DIPA,global range for the seven-story frame. 

Figure 4b: Number of employed excitations per DIPA,global range for the three-story frame. 

Also, the second concrete frame construction with three stories is used to strengthen the 
reliability of the results that occurred by the new proposed seismic parameters. The three-story 
reinforced concrete frame structure has a total height of 9 m and presents a similar layout of 
columns and beams to these of the seven-story RC frame, as shown in Figure 3b. After the 
application of the same set of seismic excitations to the second concrete frame, a nonlinear 
dynamic analysis using the software computer program IDARC2D [36] has been also occurred, 
and the new values of DIPA,global have been evaluated.  
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8 NUMERICAL RESULTS OF SEISMIC PARAMETERS EVALUATION  
Applying the HHT technique to the seismic velocity time-histories of all the examined earth-

quakes, the instantaneous frequencies and amplitudes as functions of time are calculated using 
a code of the program MATLAB [38]. From the instantaneous values, time-frequency distribu-
tions of amplitude are formed, and thus, the Hilbert Spectrum for every seismic velocity signal 
is plotted. From the derived Hilbert Spectra, the new parameters for every seismic record are 
evaluated, and their statistical values are presented in Table 6. In addition, all the conventional 
seismic intensity parameters are evaluated, and their statistical values are presented in Table 7. 

Parameter Min Value Max Value Average Standard Deviation 
V(HHT) (m/s) 0.205 69.376 6.422 10.286 

S(HHT) (-) 153.591 4062.689 1185.912 871.246
A(max,HHT) (m/s) 0.011 7.475 0.515 1.245 
A(mean,HHT) (m/s) 0.001 0.469 0.046 0.106 
A(dif,HHT) (m/s) 0.010 7.022 0.470 1.143 
V(Pos,HHT) (m/s) 0.060 7.393 1.303 1.306 

S(Pos,HHT) (-) 0.387 313.910 71.763 67.229 
VA(max) (m2/s2) 0.005 322.619 13.789 51.616
VA(mean) (m2/s2) 0.0002 29.670 1.245 4.756 

VA(dif,HHT) (m2/s2) 0.005 292.948 12.544 46.912 
A(Pos,HHT) (m2/s2) 0.002 0.388 0.038 0.067 

Table 6: Statistical values of the HHT-based parameters. 

Table 7: Statistical values of the conventional seismic intensity parameters. 

Parameter Min Value Max Value Average Standard Deviation 
PGA (m/s2) 0.304 13.615 4.541 3.446
PGV (m/s) 0.030 1.152 0.352 0.251 
PGD (m) 0.003 4.341 0.290 0.713 

PGA/PGV (g s/m) 0.314 3.248 1.420 0.687 
CP (s) 0.052 0.802 0.223 0.125 

IARIAS (m/s) 0.015 17.041 2.823 3.551 
SMDTB (s) 2.080 39.100 15.203 16.150 
P0.90 (m2/s4) 0.005 7.442 1.740 2.037
RMSa (m/s2) 0.038 1.636 0.533 0.393
IFVF (m s3/4) 0.041 2.095 0.633 0.462

SIH (m) 0.096 5.082 1.432 1.153 
CAV (g s) 0.058 4.652 1.214 1.009
DPAS (m s) 0.000 0.226 0.032 0.045

SD (m ) 0.006 0.369 0.083 0.073 
SV (m/s) 0.051 2.408 0.599 0.487 
SA (m/s2) 0.058 1.975 0.653 0.469
Einp(m2/s2) 0.001 6.175 0.690 1.173

SIK (m) 0.016 1.024 0.259 0.218
SIMR (m/s) 0.042 1.391 0.466 0.350 

EPA (g) 0.018 1.001 0.360 0.252 
EPAmax (g) 0.030 1.035 0.387 0.269 
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9 INTERDEPENDENCE BETWEEN SEISMIC PARAMETERS AND DIPA,global

The dependence of every seismic parameter with the employed damage index (DI) is exam-
ined by occurring correlation analysis between them. Correlation analysis reveals if a system-
atic change in one variable implies a systematic change in the other. Thus, the dependence 
between the two variables is established, and the occurrence of the one affects the probability 
of occurrence of the other. For identifying the correlation between every seismic parameter and 
damage index separately, Pearson r and Spearman  correlation coefficients are used. A value 
of ± 1 for a correlation coefficient indicates a perfect degree of association between the two 
variables of every examined pair (seismic parameter, damage index), while this relationship 
becomes weaker when the correlation coefficient value approximates zero. A correlation coef-
ficient above the value 0.5 indicates a low correlation; a coefficient in the range [0.5-0.8] indi-
cates a medium correlation, while a coefficient, higher than 0.8, indicates a strong correlation. 
The correlation coefficients are calculated by the program STATGRAPHICS Centurion [39].  

 The Pearson r correlation coefficient measures the degree of linearity between two related 
variables and is described by the following equation 

(26) 

where N is the number of observations, xy is the sum of the products of paired scores, x is 
the sum of x scores, y is the sum of y scores, x2 presents the sum of squared x scores, and 

y2 presents the sum of squared y scores.  

The Spearman  rank correlation coefficient measures the degree of monotone ranking be-
tween two related variables and is defined from the following equation. 

(27) 

Where  is Spearman rank correlation, di is the difference between the ranks of correspond-
ing variables, and n is the number of observations. The correlation coefficients are presented in 
Tables 8 and 9. 

Parameter DIPA,global 
Pearson coefficient Spearman coefficient 

PGA (m/s2) 0.557 0.684
PGV (m/s) 0.592 0.906 
PGD (m) 0.445 0.765 

PGA/PGV (g s/m) -0.445 -0.483
CP (s) 0.088 0.299 

IARIAS (m/s) 0.462 0.779 
SMDTB (s) 0.088 0.108 
P0.90 (m2/s4) 0.590 0.720
RMSa (m/s2) 0.646 0.794
IFVF (m s3/4) 0.561 0.927

SIH (m) 0.589 0.906 
CAV (g s) 0.534 0.720
DPAS (m s) 0.461 0.781

SD (m ) 0.688 0.933 
SV (m/s) 0.650 0.911 
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SA (m/s2) 0.640 0.786
Einp(m2/s2) 0.436 0.904

SIK (m) 0.685 0.920
SIMR (m/s) 0.599 0.703 

EPA (g) 0.693 0.723 
EPAmax (g) 0.682 0.733 

Table 8: Pearson and Rank correlation coefficients of conventional seismic parameters with DIPA,global. 

Parameter DIPA,global 
Pearson coefficient Spearman coefficient 

V(HHT) (m/s) -0.233 -0.238 
S(HHT) (-) 0.530 0.766

A(max,HHT) (m/s) 0.265 0.457 
A(mean,HHT) (m/s) -0.381 -0.538 
A(dif,HHT) (m/s) 0.560 0.898 
V(Pos,HHT) (m/s) 0.605 0.879 

S(Pos,HHT) (-) 0.554 0.885 
VA(max) (m2/s2) 0.443 0.875
VA(mean) (m2/s2) 0.637 0.935

VA(dif,HHT) (m2/s2) 0.447 0.891
A(Pos,HHT) (m2/s2) 0.444 0.876

Table 9: Pearson and Rank correlation coefficients of HHT-based seismic parameters with DIPA,global. 

10 MULTIVARIATE REGRESSION ANALYSIS (MRA) 
Multiple Regression Analysis (MRA) allows the assessment of the relationship between one 

dependent variable (DV) and several independent variables (IVs). Regression techniques can 
be applied to a data set in which the IVs are correlated with one another and with the DV to 
varying degrees [39]. 

The IVs are combined to predict a value of DV for each subject according to the following 
equation form, and the result of the regression represents the best prediction of a DV from 
several continuous (or dichotomous) IVs.  

Y = A +  + + . . . + (28) 

Y  is the predicted value on the DV, A is the Y-intercept (the value of Y when all the X values 
are zero), the Xi represents the various IVs (of which there are k), and the Bi (i=1, …, k) are the 
coefficients assigned to each of the IVs during regression. Although the same intercept and 
coefficients are used to predict the values on the DV for all cases in the sample, a different 
Y value is predicted for each subject as a result of inserting the subject’s X values into the equa-
tion. The goal of regression is to arrive at the set of B values, called "regression coefficients", 
for the IVs that bring the Y  values predicted from the equation as close as possible to the Y 
values obtained by measurement.  

In this research, the damage index DIPA,global is used as a dependent variable (DV), and two 
sets of parameters are used as independent variables (IVs). The first set contains the conven-
tional seismic parameters and the second the HHT-based parameters. A general goal of regres-
sion is to identify the fewest IVs necessary to predict the DV, where each IV predicts a 
substantial and independent segment of variability in the DV. The reduction of the explanatory 
variables from the initial regression model (with all the conventional or HHT-based parameters 
as IVs) is accomplished in the present study by a stepwise elimination procedure combined with 
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an appropriate elimination criterion. Thus, a successive elimination of the IVs is realized with 
a p-value greater than or equal to 0.05 as long as the Mean Absolute Error (MAE) is getting 
reduced. The p-value for each term tests the null hypothesis that the coefficient of the variable 
in the model is equal to zero (no effect). A low p-value (< 0.05) indicates that the null hypothesis 
is rejected. When a predictor has a low p-value, it constitutes a significant addition to our model 
because changes in the predictor's value are related to changes in the dependent variable. The 
elimination method leads to the selection of IVs, which may not present the highest correlation 
with the DV, but they present the highest power effect (F-ratio) and low collinearity with the 
other selected IVs, providing so, a more significant model. In the end, the best model considered 
is the one with the fewest significant IVs, the smallest SEE and MAE, the highest R2 and ad-
justed R2 and with the highest power (F-ratio). The F-ratio indicates how well the model fits 
the data and tests the null hypothesis when it is compared with F critical values obtained from 
given F-Tables [39]. 

The R2 is a value percent, which indicates that the model as fitted explains the percentage 
equal to this value of the variability in the DV equation. Adjusted R2 will always be less than 
or equal to R2, and it balances the R2 value by the number of data points and independent vari-
ables in the model. The adjusted R2 statistic is more suitable for comparing models with differ-
ent numbers of independent variables. The adjusted R2 and the adjusted R2 are getting decreased, 
adding a useless independent variable in the model. 

For the construction of the best regression models, the multiple regression analysis is applied 
to a subset of seventy seismic excitations, while the other ten excitations are used to test the 
effectiveness of the constructed models. All the above calculations are also realized by the soft-
ware program STATGRAPHICS Centurion XVII [39]. The best-attained regression models for 
the damage index in the study as DV and for each set of IVs separately are presented below. 

Models 1 and 2 are the best fitted statistical models, with and without constant term, respec-
tively, to the set of the conventional parameters as IVs and DIPA,global of the seven-story concrete 
frame as DV. The constructed models are presented in Eqs. (29)-(30). 

DIPA,global= 0.192123 - 0.170151 PGA/PGV - 0.0127411 IArias- 0.552931 SV + 
1.70315 SIK + 0.92999 EPA

(29)

DIPA,global= -0.0862897 PGA/PGV -.0146593 IArias - 0.582707 SV + 
1.96585 SIK + 0.946831 EPA

(30)

Investigating the HHT-based parameters was observed that A(max,HHT) and A(dif,HHT) parame-
ters as well VA(max,HHT) and VA(dif,HHT)   presented perfect correlation  (equal to 1.0) for the 
excitations in study because of the very small values of A(mean,HHT) parameter. Thus, the param-
eters A(dif,HHT) and VA(max,HHT) decided to be removed, and the first investigated models were 
Models (3)-(4)  (Eqs 31-32), which consisted of nine HHT-based parameters with and without 
constant respectively. From Tables (12)-(13) it is obvious that in Models (3)-(4) there are pa-
rameters with P-value > 0.05 and for this reason, a reduction of them has occurred until Models 
(5)-(6) (Eqs 33-34) with five parameters were obtained. 

In the end, the best results were attained by removing the parameter S(HHT0), which P-value 
was 0.0458 close to 0.05. Hence, Models (7)-(8) are the best models with and without constant 
term obtained from the regression analyses for the set of HHT-based parameters as IVs and the 
examined damage index for the seven-story structure as DV, using the training sample of the 
seventy seismic excitations. These models are presented in Eqs (35)-(36). 
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DIPA,global= 0.0181109 + 0.0000436157 S(HHT) + 0.102817 V(HHT) - 
0.0923962 V(Pos,HHT) - 0.00181203  + 0.637458 A(max,HHT) 
- 6.94883 A(mean,HHT) + 6.79734 A(Pos,HHT) + 0.163871 VA(mean,HHT) 
- 0.0434509 VA(dif,HHT)

(31)

DIPA,global= 0.0000484984 S(HHT) + 0.105145 V(HHT) - 0.0938841 V(Pos,HHT)  - 
0.00179545 S(Pos,HHT) + 0.628084 A(max,HHT) - 6.83837 A(mean,HHT) + 
6.90182 A(Pos,HHT) + 0.156813 VA(mean,HHT)- 0.0433545 VA(dif,HHT) 

(32)

DIPA,global= 0.0179463 + 0.0000631707 S(HHT) + 0.0678431 V(HHT) - 
0.00196269 S(Pos,HHT) + 6.79454 A(Pos,HHT) - 0.0190404 VA(dif,HHT) 

(33)

DIPA,global= 0.000068291 S(HHT) + 0.0694873 V(HHT) - 0.00195125 S(Pos,HHT) + 
6.91811 A(Pos,HHT) - 0.0195237 VA(dif,HHT)

(34)

DIPA,global= 0.0629837 + 0.064319 V(HHT) - 0.00129891 S(Pos,HHT) - 
0.0176613 VA(dif,HHT) + 6.51428 A(Pos,HHT)

(35)

DIPA,global= 0.0703044 V(HHT) - 0.00101145 S(Pos,HHT) - 0.0192978 VA(dif,HHT) + 
6.9586 A(Pos,HHT)      

(36)

The results of the mentioned models that describe the relationship between the damage index 
and the conventional parameters are presented in Tables (10)-(11), while the corresponding 
results that refer to the new proposed parameters are presented in Tables (12)-(17). Tables (18)-
(19) present the results of the corresponding variance analyses.  

Parameter Estimate Standard 
Error 

Lower 
Limit 

Upper  
Limit P-Value 

CONSTANT 0.1921 0.0579 0.0765 0.3077 0.0015 
PGA/PGV -0.1702 0.0337 -0.2376 -0.1027 0.0000 

IArias -0.0127 0.0019 -0.0166 -0.0089 0.0000 
SV -0.5529 0.1492 -0.8510 -0.2549 0.0004
SIK 1.7032 0.3172 1.0694 2.3369 0.0000 
EPA 0.9300 0.1280 0.6742 1.1858 0.0000

Table 10: Results for Model 1. 
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Parameter Estimate Standard  
Error 

Lower 
Limit 

Upper 
Limit P-Value 

PGA/PGV -0.0863 0.0241 -0.1343 -0.0383 0.0006 
IArias -0.0147 0.0020 -0.0186 -0.0107 0.0000 
SV -0.5827 0.1600 -0.9022 -0.2632 0.0005
SIK 1.9659 0.3301 1.3067 2.6250 0.0000 
EPA 0.9468 0.1375 0.6723 1.2214 0.0000

Table 11: Results for Model 2. 

Parameter Estimate Standard 
Error 

Lower 
Limit 

Upper 
Limit P-Value 

CONSTANT 0.0181 0.0495 -0.0809 0.1171 0.7156 
S(HHT) 0.0000 0.0000 0.0000 0.0001 0.1959 
V(HHT) 0.1028 0.0189 0.0650 0.1406 0.0000 

V(Pos,HHT) -0.0924 0.0619 -0.2163 0.0315 0.1410
S(Pos,HHT) -0.0018 0.0006 -0.0030 -0.0006 0.0039
A(max,HHT) 0.6375 0.2396 0.1582 1.1167 0.0100 
A(mean,HHT) -6.9488 3.0281 -13.0059 -0.8917 0.0253 
A(Pos,HHT) 6.7973 1.3948 4.0074 9.5873 0.0000 

VA(mean,HHT) 0.1639 0.0915 -0.0192 0.3470 0.0784 
VA(dif,HHT) -0.0435 0.0115 -0.0664 -0.0205 0.0003 

Table 12: Results for Model 3. 

Parameter Estimate Standard 
Error 

Lower 
Limit 

Upper 
Limit P-Value 

S(HHT) 0.0000 0.0000 0.0000 0.0001 0.1151 
V(HHT) 0.1051 0.0177 0.0698 0.1404 0.0000 

V(Pos,HHT) -0.0939 0.0614 -0.2166 0.0288 0.1312
S(Pos,HHT) -0.0018 0.0006 -0.0030 -0.0006 0.0038
A(max,HHT) 0.6281 0.2365 0.1552 1.1010 0.0101 
A(mean,HHT) -6.8384 2.9916 -12.8204 -0.8564 0.0257 
A(Pos,HHT) 6.9018 1.3555 4.1913 9.6124 0.0000 

VA(mean,HHT) 0.1568 0.0888 -0.0208 0.3345 0.0825 
VA(dif,HHT) -0.0434 0.0114 -0.0661 -0.0206 0.0003 

Table 13: Results for Model 4. 

Parameter Estimate Standard 
Error 

Lower 
Limit 

Upper 
Limit P-Value 

CONSTANT 0.0179 0.0490 -0.0800 0.1159 0.7155 
S(HHT) 0.0001 0.0000 0.0000 0.0001 0.0458
V(HHT) 0.0678 0.0075 0.0528 0.0829 0.0000 

S(Pos,HHT) -0.0020 0.0005 -0.0029 -0.0010 0.0001
A(Pos,HHT) 6.7945 0.5856 5.6246 7.9645 0.0000 

VA(dif,HHT) -0.0190 0.0020 -0.0230 -0.0151 0.0000 
Table 14: Results for Model 5. 
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Parameter Estimate Standard 
Error 

Lower 
Limit 

Upper 
Limit P-Value 

S(HHT) 0.0001 0.0000 0.0000 0.0001 0.016 
V(HHT) 0.0695 0.0060 0.0575 0.0815 0.000 

S(Pos,HHT) -0.0020 0.0005 -0.0029 -0.0010 0.000
A(Pos,HHT) 6.9181 0.4754 5.9687 7.8675 0.000 

VA(dif,HHT) -0.0195 0.0015 -0.0225 -0.0166 0.000 
Table 15: Results for Model 6. 

Parameter Estimate Standard 
Error 

Lower 
Limit 

Upper 
Limit P-Value 

CONSTANT 0.0630 0.0448 -0.0265 0.1524 0.1645 
V(HHT) 0.0643 0.0075 0.0493 0.0793 0.0000 

S(Pos,HHT) -0.0013 0.0004 -0.0020 -0.0006 0.0007 
VA(dif,HHT) -0.0177 0.0019 -0.0215 -0.0138 0.0000 
A(Pos,HHT) 6.5143 0.5829 5.3502 7.6783 0.0000 

Table 16: Results for Model 7. 

Parameter Estimate Standard    
Error 

Lower 
Limit 

Upper 
Limit P-Value 

V(HHT) 0.0703 0.0062 0.0579 0.0828 0.0000 
S(Pos,HHT) -0.0010 0.0003 -0.0016 -0.0004 0.0014 

VA(dif,HHT) -0.0193 0.0015 -0.0224 -0.0162 0.0000 
A(Pos,HHT) 6.9586 0.4934 5.9736 7.9437 0.0000 

Table 17: Results for Model 8. 

Model 1 Model 2 Model 7 Model 8 
Total Df 69 70 69 70

Model Df 5 5 4 4 
Residual Df 64 65 65 66 

R2 (%) 81.9681 89.7659 82.1602 91.1003 
R2-Adjusted (%) 80.5594 89.1361 81.0623 90.6957 

F-Ratio 58.19 114.03 74.84 168.9
SEE 0.1702 0.1829 0.168008 0.169247
MAE 0.1217 0.1263 0.11411 0.116569

Table 18: Analysis of variance for the best-constructed models. 

Model 3 Model 4 Model 5 Model 6 
Total Df 69 70 69 70

Model Df 9 9 5 5 
Residual Df 60 61 64 65 

R2 (%) 85.6463 93.0352 83.2466 91.8720 
R2-Adjusted (%) 83.4932 92.1218 81.9378 91.3718 

F-Ratio 39.78 90.54 63.60 146.94
SEE 0.1569 0.1557 0.1641 0.1630
MAE 0.1046 0.1052 0.1115 0.1122

Table 19: Analysis of variance for other investigated models. 
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In Tables (10)-(13), the results present the 95% confidence intervals for the coefficients in 
the multilinear models and the estimated standard errors. Each variable coefficient in a model 
is interpreted as the mean change in the dependent variable based on a one-unit change in the 
corresponding independent variable keeping all other variables fixed.  

Finally, the best models, Models (1)-(2) for the conventional seismic parameters and Models 
(7)-(8) for the HHT-based parameters were selected and compared. According to these, the 
detected critical F-value is ranging from 3.76 to 4.14. Thus, observing the calculated F-values 
in Table 14 (the smallest calculated value is F=58.19) and comparing them with the critical 
ones, the null hypothesis is rejected, and the increased power of every model is resulting. In 
Table 14 observing the standard deviation of the residuals (SEE) and the average value of the 
residuals (MAE) are presented to be smaller in models 3 and 4 which refer to the set of new 
proposed parameters while the corresponding values of R2 (or Adjusted R2) presented to be 
higher for the last models. Thus, according to the statistical indices models, 3 and 4 accomplish 
a more extensive and accurate explanation of the DIPA,global than models 1 and 2. These results 
also become apparent in the figures below. 

The scatterplots in Figures (5)-(6) illustrate the results of evaluated DIPA,global using the non-
linear dynamic analysis against the estimated values of DIPA,global using the MRA while figures 
7-8 present the Standard Errors of Estimation for every DIPA,global estimated by MRA for the 
two sets of seismic intensity parameters, 

Figure 5: Evaluated vs. predicted DIPA,global resulting from conventional parameters. 
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Figure 6: Evaluated vs. predicted DIPA,global resulting from HHT-based parameters. 

Figure 7: Standard Errors of Estimations for models using conventional parameters. 
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Figure 8: Standard Errors of Estimations for models using HHT-based parameters. 

After the comparison between the new HHT-based parameters and twenty well-established 
parameters for the determination of their effectiveness to the estimation of postseismic damage 
of a seven-story structure, a new comparison has occurred.  Two more regression models, Model 
9 and 10, have been constructed using the new HHT-based parameters as IVs and DIPA,global 
obtained from the second frame as DV, after the application of the same set of seismic excita-
tions. Hence, Models 9 and 10 are the best fitted statistical models, with and without constant 
term, respectively, to the set of the HHT-based parameters as IVs and DIPA,global of the three-
story concrete frame as DV. 

DIPA,global= -0.0130677 + 1.4473 A(max,HHT) - 10.0006 A(mean,HHT) + 
1.83459 VA(mean) +4.89072 A(Pos,HHT) 

(37)

Model 9 Model 10 
Total Df 69 70 

Model Df 4 4 
Residual Df 65 66 

R2 (%) 82.1478 90.3628 
R2-Adjusted (%) 81.0492 89.9247 

F-Ratio 74.78 154.71
SEE 0.1843 0.1831
MAE 0.1208 0.1189

Table 20: Analysis of variance for Models 9-10. 

DIPA,global= 1.4233 A(max,HHT) - 10.2049 A(mean,HHT) + 1.85385 VA(mean,HHT) + 
4.88059 A(Pos,HHT) 

(38)
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From Table 20 becomes obvious that the results of the second frame are similar to these 
obtained from the first one (Models 7-8). Thus, it can be concluded that the utilization of HHT-
based parameters for the estimation of seismic damage of the three-story frame is so efficient 
as for damage estimation of the seven-story frame. Consequently, the presented HHT-based 
parameters used for the determination of seismic vulnerability to be equally effective to tall and 
short buildings.   

11 PREDICTION OF DIPA,global USING THE CONSTRUCTED MODELS 
As aforementioned, a set of ten seismic excitations is utilized to test the effectivity of the 

constructed statistical models. Thus, every one of the best-derived models for the seven-story 
concrete frame is applied to the set of ten earthquake excitations independent of the set of sev-
enty earthquakes used for the regression analysis. From the new seismic excitations, the two 
sets of parameters are evaluated, and after their application to the equations of the best models, 
the values of DIPA,global are predicted using STATGRAPHICS Centurion XVII program. The 
results of the predicted values and their classification, according to the damage levels (DL) 
described in Table 2, are presented below. Specifically, in Table 21, the evaluated by nonlinear 
dynamic analysis damage index and its classification for these seismic excitations are displayed 
as opposed to the predicted ones from the constructed regression models. 

Seismic    
Excitations 

Evalu-
ated 

Values 

Model 1 Model 2 Model 3 Model 4 

DL Fitted 
Values DL Fitted 

Values DL Fitted 
Values DL Fitted 

Values DL

Friuli 0.541 M 0.452 M 0.363 M 0.470 M 0.453 M
Central Italy 0.056 L 0.117 L 0.056 L 0.066 L 0.025 L 
Ardal 0.367 M 0.455 M 0.445 M 0.371 M 0.342 M
Amberley 
New Zealand 0.394 M 0.505 M 0.458 M 0.430 M 0.440 M 

Amberley
New Zealand 1.289 T 0.833 T 0.904 T 0.969 T 1.047 T 

Amberley
New Zealand 0.221 L 0.043 L 0.061 L 0.220 L 0.299 L 

Amberley 
New Zealand 0.193 L 0.156 L 0.139 L 0.261 L 0.273 L 

Amberley
New Zealand 0.617 G 0.750 G 0.732 G 0.626 G 0.688 G 

Amberley
New Zealand 0.895 T 0.597 M 0.617 G 0.707 G 0.787 G 

Amberley 
New Zealand 1.424 T 1.252 T 1.315 T 0.907 T 0.954 T 

Table 21: Predicted values of DIPA,global oppose to evaluated ones. 

The observation of the results reveals that a very significant approximation of the damage 
level is achieved. From the predicted values of DIPA,global the damages are not correctly classified 
for only one earthquake for both sets of parameters.  
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12 CONCLUSIONS  
Hilbert Huang Transform is a time-frequency analysis technique that offers more detailed 

and accurate frequency resolution as a function of time considered to be an improved procedure 
for non-stationary and nonlinear signal events as the seismic excitations. Several numbers of 
natural seismic signals are analyzed utilizing HHT analysis, and their Hilbert Spectra are de-
rived. Physical and geometric features from these spectra are connected with seismic features, 
and new HHT-based seismic intensity parameters are conducted. 

The new proposed seismic parameters are evaluated for all the velocity-time histories of the 
seismic excitations in the study, and an application of them is presented, revealing a strong 
interrelation with the structural damage caused by an earthquake excitation. Park and Ang over-
all structural damage index DIPA,global, evaluated by nonlinear dynamic analysis, is used to ex-
press the earthquake damage of a seven-story and a three-story reinforced concrete structure in 
the study. The powerful interdependence between the new seismic parameters and the utilized 
damage index is validated by two statistical procedures the correlation analysis and the multiple 
linear regression analysis. The correlation analysis interrelates the evaluated DIPA,global with the 
investigated parameters, while the multilinear regression analysis is utilized to prove that these 
parameters can attain a significant estimation of the postseismic structural damage. This ability 
is also tested by the application of a set of new seismic signals to the best statistical models 
obtained from the multiple regression analysis in order to be predicted the caused damage level 
of the structure.  

The obtained results from the statistical procedures for the set of the new proposed parame-
ters are compared with the corresponding ones extracted from a set of established parameters, 
and their effectiveness presented to be of the same significance with the last ones. 

Finally, according to all the above results, the ability of the new HHT-based seismic param-
eters to assess the seismic vulnerability of a structure with high approximation accuracy is cer-
tified. Consequently, the proposed set of the seismic intensity parameters based on Hilbert-
Huang Transform can be considered one more powerful tool for the scientific community in 
order to early postseismic damage in structures to be accomplished and crucial decisions before 
and after an earthquake to be made. 
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TYPHOON FRAGILITY ANALYSIS AND CLIMATE CHANGE 
IMPACT ASSESSMENT OF FILIPINO CULTURAL HERITAGE ASSET 
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G. Sevieri and C. Galasso
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Abstract. Cultural Heritage (CH) assets are especially vulnerable to natural hazards (e.g., 
earthquake-induced ground shaking, typhoon-induced strong wind, and flooding) due to the
lack of hazard-resistant features and to aging-induced extensive structural degradation. These 
considerations, together with their high historical/cultural value, justify the prioritization/im-
plementation of disaster risk reduction (DRR) and resilience-enhancing strategies for the 
preservation of such assets.

This paper proposes a probabilistic, simulation-based framework for the derivation of wind 
fragility relationships for CH roofs. Roof-panel pullout and pullover failure modes are used to
model the progressive failure of the roof system, thus enabling the integration of fastener cor-
rosion effects and load redistribution into the proposed fragility model. Monte-Carlo sampling
is used to propagate the uncertainties related to wind-induced demands and roof component 
(i.e., fasteners and panels) capacities. Climate projections are used to assess the impact of 
climate change on wind hazard variations, and ultimately on the asset wind risk profile over 
time.

An illustrative application of the proposed procedure is presented with reference to 25 heritage 
buildings in Iloilo City, Philippines.
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The paper addresses the modal properties of a wooden floor consisting of a plywood 
board fastened by screws to timber joists. The overall aim of the study has been to examine how 
well finite-element models can be calibrated to match the dynamic properties of a mock-up, 
studied in the laboratory in a scale of 1:2. The paper proposes the use of output-only modal 
analysis, also known as operational modal analysis (OMA), using brushes of various stiffnesses 
to excite the floor. In order to avoid uncertainties related to the supports, free–free boundary 
conditions are considered. This has been modelled experimentally by suspending the test spec-
imens in rubber bands. Modes up to about 500 Hz were extracted, using an array of accelerom-
eters, and the experimental results were then used as a basis for model calibration and model 
validation. Two overall approaches to finite-element modelling of the wooden floor are studied 
in the paper. The first approach employs a solid model with all parts of the structure (plywood 
and joists) modelled as orthotropic, linear elastic materials. The second approach considers a 
structural model with the plywood leaf modelled as a laminate shell using Mindlin thick-plate 
theory and the joists modelled using Timoshenko beam theory. Firstly, the finite-element models 
of each individual component of the floor, i.e. each beam or plate, are updated with the use of 
the measured modal properties. Secondly, in order to validate the finite-element models of the 
assembled floor, their modal properties are compared with the results obtained experimentally. 
In the validation step, no further updating is performed, but various configurations of the con-
nections between the wooden beams and the plywood board are included in the study. An arti-
ficial elastic layer and modelling of the individual lines of screws are introduced within the 
solid model to allow more realistic modelling of the connection. In this context, the kinematic 
constraints enforced within the shell–beam model are discussed. 
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Abstract. The ductility factor in terms of R/C cross-sections’ curvatures (μ1/r or μφ) possesses 
a significant role in the framework of the Greek code for structural intervention (KAN.EPE.).
This factor is used for the classification of the verification methods in either those which are 
expressed in terms of forces or deformations, for the calculation of the required mechanical 
volumetric ratio of the confining reinforcement in case of interventions aiming to increase the 
local ductility of R/C members and for the estimation of the ductility in terms of chord rota-
tions μθ. The factor μθ is, according to KAN.EPE., the parameter which better describes the 
inelastic deformations at the ends of R/C members where the flexural deformations coexist 
with shear deformations and rotations of end-sections due to anchorage slip of the reinforce-
ment bars. Due to the fact that μ1/r and μθ factors are crucial for the evaluation of R/C mem-
bers’ seismic performance, KAN.EPE. provides different methodologies for their estimation. 
In the present paper a primary comparative evaluation of them is attempted, with emphasis 
on the investigation of the equation that is proposed by KAN.EPE. for the relation between μθ
and μ1/r. For this investigation, a R/C column with rectangular cross-section and different
concrete grades, and levels of longitudinal and transverse reinforcement is examined. The 
results of the analyses performed herein can be characterized only as indicative for the range 
of the values of μ1/r and μθ factors which can be extracted by the methods proposed by 
KAN.EPE. Thus, the results of the present paper provide a motivation for further investiga-
tions about more proper alternative relations between the μ1/r and μθ factors.
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1 INTRODUCTION 
In the provisions of the code for structural interventions (KAN.EPE.) [1] which is applied 

in Greece for the evaluation of seismic capacity and the interventions of Reinforced Concrete 
(R/C) buildings, the seismic performance of the linear R/C structural members which are 
characterized as “quasi-ductile” is verified in terms of deformations, in case of inelastic anal-
ysis procedures. Additionally, one of the potential types of interventions for the critical re-
gions of linear R/C members (when the target is the improvement of their capacity against 
flexure with axial force) is the increase of their local ductility. In both aforementioned cases, 
the chord rotations in the critical regions of the linear R/C members at flexural yield (θy) and 
failure (θu) must be estimated. To this end, KAN.EPE. recommends equations (derived 
through regression analyses of validated experimental results) which lead to the required es-
timation of the values of θy and θu and subsequently the estimation of the ductility in terms of 
chord rotations (μθ). Based on the available local ductility μθ KAN.EPE. classifies the failure 
mechanisms as “quasi-ductile” or “brittle” ones.

Another significant parameter which is used in KAN.EPE. for the assessment and redesign 
of linear “quasi-ductile” R/C structural members is the curvature ductility μ1/r (the symbol μφ
is also used for the same parameter). More specifically, μ1/r is used for the classification of 
failure mechanisms as “quasi-ductile” or “brittle” ones, for the determination of the required
mechanical volumetric ratio of confining hoops in the critical regions of the linear R/C mem-
bers (where the increase of the local ductility is required), and for the verification of the se-
lected values for the local R/C members’ ductility “m”. Thus, KAN.EPE. provides alternative 
methods for the calculation of μ1/r.

It must also be stressed that according to KAN.EPE. the relation between μθ and μ1/r is 
used for the estimation of the available plastic chord rotation in critical regions of R/C struc-
tural members after the interventions, as well as the for the determination of the appropriate 
mechanical volumetric ratio of confining hoops when the chord rotations are utilized to define 
the targeted performance level.

The scope of the present investigation is a primary comparative evaluation of the different 
methodologies which KAN.EPE. proposes for the estimation of μ1/r, with emphasis on the 
equation that is proposed for the relation between μθ and μ1/r. To this end, a R/C column with 
rectangular cross-section and different concrete grades, and levels (mechanical volumetric 
ratios) of longitudinal and transverse reinforcement was used. 

2. BRIEF PRESENTATION OF THE PROVISIONS OF KAN.EPE. ABOUT THE
ESTIMATION OF THE DUCTULITY OF R/C MEMBERS 

It is well-known that in the framework of earthquake resistance design of new R/C struc-
tures, as well as for the seismic evaluation of existing ones, the estimation of the ductility of 
R/C members (i.e. their ability to deform plastically without significant loss of strength) is a
process of paramount importance. Generally, the ductility is defined in terms of displacements 
(μδ=δu/δy), rotations of members’ ends (μθ=θu/θy) and curvatures of cross-sections (μ1/r=φu/φy),
(e.g. [2], [3]). Recognizing this fact, KAN.EPE. provides (see comments of §7.1.2.1) that for
the critical failure mechanism in crucial regions of structural members due to bending mo-
ments (with or without axial force) the parameters which are appropriate for the simulation of
their mechanical behavior are the bending moments (M) as stress measure and the curvatures
1/r as deformation measure. However, theoretical and experimental studies indicate that espe-
cially in case of R/C members’ crucial regions when the inelastic behavior is controlled by 
flexure (i.e. bending moments with or without axial force) the parameter which better de-
scribes their deformation is the chord rotation “θ” at the ends (see  KAN.EPE. §7.1.2.1 com-
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ments). This is based on the fact that in R/C elements the flexural deformations coexist with 
shear deformations and rotations of end-sections due to anchorage slip of the reinforcement 
bars in the region of their ends (e.g. [4], [5]). The definition of the chord rotation θch of a R/C 
member is illustrated in Fig. 1. Therefore, in Chapter 7 KAN.EPE. provides equations for the 
estimation of the chord rotation at flexural yield (θy), as well as at flexural failure (θu). Using 
these equations one can estimate the ductility of R/C members in terms of chord rotation
(μθ=θu/θy).

Figure 1: Definition of the chord rotation θch at the ends of a R/C member

However, despite the fact that the utilization of the chord rotations at the ends of R/C 
members is considered as more efficient for the evaluation of their inelastic flexural behavior, 
KAN.EPE. in §8.2.3 (where provisions about the interventions with the objective to increase 
the local ductility are given) states that the required mechanical volumetric ratio of the confin-
ing reinforcement must be estimated through a selected target value of the curvature ductility 
μ1/r,req (§8.2.3c) for all the critical cross-sections of primary members. Besides, in §8.2.3d it is 
stated that when the redesign objective is expressed in terms of required maximum permitted
values of chord rotations θd, then the corresponding curvature ductility μ1/r (which is used for 
the calculation of the confining reinforcement) can be estimated using reliable relations be-
tween μθ and μ1/r. To this end, it is permitted in the comments of §8.2.3d the utilization of the 
Eq. (1):

1 r θμ 3 μ 2 (1)

According to the comments of §8.2.3d, the values of μθ (=θu/θy) in Eq. (1) are calculated on 
the basis of the skeleton behavior diagram of Appendix 4.4 (Fig. 2).

Figure 2: Calculation of the design values of θ for the three performance levels proposed by KAN.EPE.
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Eq. (1) is also proposed (solved for μθ) in the comments of §6.5 for the approximative es-
timation of the available plastic chord rotation in the critical regions of R/C members after the 
required interventions (according to the comments of §6.5, μθ is approximately equal to duc-
tility in terms of displacements μδ, i.e. μθ μδ).

The available curvature ductility μ1/r is also used for the choice of the proper verification 
method. The verification methods are classified in methods which are expressed in terms of 
forces or deformations. This classification is based on the anticipated type of members’ fail-
ure (ductile or brittle). More specifically, in §4.1.4iii KAN.EPE. states that if the available 
ductility μ1/r is greater than 3.0, then the members’ behavior is characterized as “quasi-
ductile”, and the proper verification method in this case is expressed in terms of deformations.

Obviously, the estimation of the curvature ductility μ1/r is of great interest within the 
framework of KAN.EPE. Therefore, the following methods are proposed for its calculation:

Using the cross-sections’ moment-curvature (M-1/r) diagrams (§6.4, see Fig. 3). The se-
quence of the steps which should be performed is described in §6.4b (a modified sequence
for the case in which the member’s ductility is achieved through external confinement us-
ing steel components or FRP is presented in §6.4c). However, the calculation of the (M-1/r)
diagrams requires the utilization of cross-sections’ analysis dedicated software.

Figure 3: The provisions given by KAN.EPE. for the estimation of μ1/r using the M-1/r diagrams

Utilizing the φu and φy values which can be calculated using the provisions of §7.2.4 and
§7.2.2 respectively (see comments of §6.4b). In these paragraphs it is stated that the calcu-
lation of φy and φu can be optionally accomplished using the methods that are given in Ap-
pendices 7A and 7E. These methods are based on specific assumptions and for this reason 
are not always applicable. It must be noted that regarding the calculation of φy, approxi-
mate semi-empirical expressions are also given in Appendix 7A.
Using approximative (but reliable) closed-form expressions from the literature (comments
of §6.4). As an example, KAN.EPE. recommends the expression:
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cu,c cccc
1 r cu,c

c sy

ε ε 3fμ with ε 0.004
f 1.75 v ε

(2)

Where: fcc and fc are the strength of the confined and the unconfined concrete respectively, 
εcu,c is the compressive failure strain of the confined concrete in the cross-section’s core, εcc
is the compressive strain of concrete which corresponds to the strength of the confined 
concrete fcc, εsy is the yield strain of the longitudinal rebars’ steel, and ν is the normalized 
axial force.
Eq. (2) is applied to the spalled cross-section in case of confinement through stirrups or 
continuous steel laminates and to the entire cross-section in case of confinement through 
steel cage, jacket of FRP. In the latter case Eq. (2) takes the following form: 

cu,ccc
1 r

c sy

εfμ
f 2.6 v ε (3)

Figure 4 illustrates the methods for the estimation and the applications which are provided 
by KAN.EPE. for the curvature ductility μ1/r.

Figure 4: Ductility μ1/r – methods for estimation and the corresponding applications proposed by KAN.EPE.

3. PARAMETRIC INVESTIGATIONS

3.1 Data, details and description of the parametric investigations 
In order to evaluate the different procedures which are proposed by KAN.EPE. for the es-

timation of the curvature ductility μ1/r, a R/C column with rectangular cross-section and dif-
ferent characteristics regarding the concrete grade as well as the longitudinal and transverse
reinforcement was used. Figure 5 illustrates the data of the examined column. The clear
length of the column was taken equal to 3m, whereas as construction year 1990 was consid-
ered. 

It must be noted that the assumed stress-strain diagram for the confined concrete was based 
on the model which KAN.EPE. provides in §6.2.1. The corresponding diagram for the uncon-
fined concrete was based on the model presented in EN1992-1-1 [6]. As regards the assumed 
stress-strain diagram for the steel of rebars and stirrups, the model which is proposed in Ap-
pendix 7E was considered. The combination of the different assumptions for the concrete 
grades, the longitudinal reinforcement and the transverse reinforcement led to 64 different 
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analysis cases. For each case the curvature ductility μ1/r and the chord rotation ductility μθ
were calculated for 18 values of column’s normalized axial force between ν=0.0 and ν=0.85.

Figure 5: The different cases and the corresponding parameters which are considered in the investigation

Regarding the M-1/r diagrams, two different approaches were followed (Fig. 6): 
Consideration of a bi-linearized equivalent elasto-plastic diagram which results from the
analytically evaluated (through cross-section analysis) curve assuming a horizontal branch
after the effective yield curvature φy,eff (Fig. 6a). In this case the ultimate moment Mu is
taken as equal to the effective yield moment My,eff. It also must be noted that in this case
Mu and φy,eff are calculated using the “equal areas” rule.
Consideration of a bi-linearized equivalent elasto-plastic diagram which results from the
analytically evaluated (through cross-section analysis) curve assuming a sloping branch af-
ter the effective yield curvature φy,eff (Fig. 6b). The ultimate moment Mu is taken as equal
to the ultimate moment evaluated by the cross-section analysis. In this case, the yield cur-
vature φy,eff and the slope (αKel) of the branch after the effective yield are calculated using
the “equal areas” rule.

In both cases the assumption that the initial stiffness (Kel) is determined as the secant stiffness 
that corresponds to a moment equal to the 60% of My,eff was made. 

Figure 6: The two utilized approaches for the bilinearization of the M-1/r diagrams
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For the cross-sections’ analyses the XTRACT software [7] was utilized, whereas for all 
other required calculations (for example the implementation of flow charts of Appendices 7A 
and 7E) appropriate computer programs using the Fortran programming language were devel-
oped.  

3.2 Results of the parametric investigations 
In this section the results of μ1/r and μθ calculations for the cross-sections which are illus-

trated in Fig. 5 on the basis of KAN.EPE. provisions are presented in three stages:
At the first stage (Subsection 3.2.1) the results pertaining to the calculation of the curvature
ductility μ1/r are presented and briefly discussed.
At the second stage (Subsection 3.2.2) the results pertaining to the calculation of the curva-
ture in terms of the members’ ends chord rotation μθ are presented and briefly discussed.
Finally, at the third stage (Subsection 3.2.3) the proposed relation between μ1/r and μθ (Eq.
1) is implemented and compared with the relations provided directly from the various μ1/r
and μθ calculation methods that are used in stages one and two.

3.2.1 Comparison between the methods provided by KAN.EPE. for the μ1/r calculation
As it was mentioned in section 2, the three methods for the estimation of μ1/r (Fig. 4) which

are provided by KAN.EPE. are compared using the data of Fig. 5. It must be noted that re-
garding the method which is based on the calculation of the M-1/r diagram, both approaches 
illustrated in Fig. 6 for its bilinearization were implemented. Thus, the following four differ-
ent values of curvature ductility μ1/r for each one of the 64 different examined cases were cal-
culated (the symbol μφ instead of μ1/r will be used from now on in the present paper, i.e. 
μφ=μ1/r):
(a) μφSBH: the value of the curvature ductility μ1/r which is based on the bilinearization of the

M-1/r diagram considering a horizontal branch after the effective yield curvature (Fig. 6a).
(b) μφSBI: the value of the curvature ductility μ1/r which is based on the bilinearization of the

M-1/r diagram considering an inclined branch after the effective yield curvature (Fig. 6b).
(c) μφKAP: the value of the curvature ductility μ1/r which is based on the procedures which are

proposed by KAN.EPE. in Appendices 7A and 7E for the estimation of φy and φu respec-
tively.

(d) μφKAE: the value of the curvature ductility μ1/r which is based on the closed-form expres-
sion proposed by KAN.EPE. (Eq. 2).

The diagrams of Figs. 7, 8, 9 illustrate the variation of the calculated μφ values in relation
to the normalized axial force ν(=N/bhfc). It must be noted that after the initial evaluation of 
the μφ-ν curves it was observed that the results which correspond to cross-sections with con-
finement reinforcement Φ8/7.5 and Φ8/10 were qualitatively almost the same. Thus, only the 
results that correspond to confinement reinforcement Φ8/7.5 along with the results extracted 
considering confinement reinforcement Φ8/15 and Φ8/20 will be illustrated. Moreover, for 
the same reason the results which correspond to the longitudinal reinforcement 8Φ24 are 
omitted because are qualitatively almost the same with the results for longitudinal reinforce-
ment 8Φ22. Finally, almost the same conclusion is valid regarding the concrete grades C20/25 
and C25/30. Thus, the presentation of the results concerning the concrete grade C25/30 is also 
omitted. The three above initial observations constitute conclusions that can be mentioned in
the framework of the present investigation, namely the behavior of the μφ-ν curves extracted 
from the methods proposed by KAN.EPE. presents no significant qualitatively chances in the 
case of high-level confinement, in the case of high ratios of longitudinal reinforcement and in 
the case of high concrete grades.

4805



Konstantinos E. Morfidis, Christos Z. Karakostas and Sotiria P. Stefanidou 

8Φ22-Φ8/7.5-C12/16 8Φ22-Φ8/15-C12/16 8Φ22-Φ8/20-C12/16

8Φ18-Φ8/7.5-C12/16 8Φ18-Φ8/15-C12/16 8Φ18-Φ8/20-C12/16

8Φ14-Φ8/7.5-C12/16 8Φ14-Φ8/15-C12/16 8Φ14-Φ8/20-C12/16

0

10

20

30

40

50

60

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

5

10

15

20

25

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

5

10

15

20

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

10

20

30

40

50

60

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

10

20

30

40

50

60

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

5

10

15

20

25

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

5

10

15

20

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

10

20

30

40

50

60

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

10

20

30

40

50

60

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

5

10

15

20

25

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

0

5

10

15

20

0.1 0.3 0.5 0.7 0.9

μφSBI

μφSBH

μφKAP

μφΚΑΕ

v

μφ

Figure 7: Variation of the μφ values calculated through the examined methods in relation to ν – Concrete C12/16

From the study of Fig. 7 the following main conclusions can be extracted: 
The differences between μφSBH and μφSBI values are very small, as it was expected because
the only difference between the two methods of bilinearization is the calculation of the ef-
fective yield curvature φy,eff (in both cases the values of φu are equal). These differences (of
φy,eff and consequently of μφ) fluctuate between 8% and 17% for the 64 studied cases.
The μφSBH (or μφSBI) and μφKAE values have small differences for ν>0.5. This means that the
approximative closed-form Eq. 2 is capable to provide results which are close to the results
based on the reliable method of the calculation of M-1/r diagram in the range ν=0.5-0.85.
On the contrary, use of Eq.2 leads to extremely large (and nonrealistic) values for μφ in the
range ν=0.1-0.3. The above described behavior of the μφ values which are extracted from
Eq. 2 (rapid decrease of μφ for small ν values and small decrease for large values of ν) is
due to the fact that this equation consists of a quotient that contains the normalized axial
force ν in the denominator.
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The methods which are based on the bilinearization of M-1/r diagrams (values μφSBH and
μφSBI) extract relatively constant values (almost horizontal μφ-ν curves mainly in cases of
longitudinal reinforcement 8Φ18, 8Φ22) in comparison with the other two studied methods.
The curve μφKAP-ν consists of two distinguishable branches especially in case of high con-
finement level (Φ8/7.5). In the first branch (ν 0-0.37) the values of μφ are increasing,
whereas for ν>0.4 the corresponding values remain almost constant. For medium confine-
ment level the curve μφKAP-ν has also two braches but the first one is stopped for ν 0.15.
Finally, for low level confinement level (Φ8/20) the curves μφKAP-ν have intense down-
ward trend for (ν 0-0.15), whereas for ν>01.5 remain almost constant. The only exception
regards the case of low ratio of longitudinal reinforcement (8Φ14) in which after the value
ν=0.7 the curve μφKAP-ν shows an abrupt decrease.
Finally, regarding the differences between the μφSBH (or μφSBI) and μφKAP values, it must be
noted that are in general much higher from all other comparison cases for ν>0.3.
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Figure 8: Variation of the μφ values calculated through the examined methods in relation to ν – Concrete C16/20
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From the combined study of Figs. 7 and 8 the following significant differences regarding 
the conclusions which were already presented above can be referred: 

In cases of transverse reinforcement Φ8/7.5 and Φ8/10 the only significant diversification
is the reduction of the differences between the values μφSBH (or μφSBI) and μφKAP.
In case of transverse reinforcement Φ8/20 the μφKAP values significantly converge to μφSBH,
μφSBI and μφKAE, especially for low and medium longitudinal reinforcement ratio in the en-
tire range of ν values.
With the exception of the case of transverse reinforcement Φ8/7.5, the closed-form expres-
sion (Eq. 2) provides values closer to the values that are extracted from the other more de-
tailed methods proposed by KAN.EPE. especially for ν>0.2.
The abrupt drop of μφKAP values appears mainly in cases which correspond to low ratios of
transverse reinforcement and low and medium ratios of longitudinal reinforcement.
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Figure 9: Variation of the μφ values calculated through the examined methods in relation to ν – Concrete C20/25
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Finally, from the combining study of Figs. 8 and 9 the following significant differences are 
observed: 

The differences between the μφSBH (or μφSBI) and μφKAP values are even smaller in case of
the higher concrete grade C20/25.
The occasionally observed abrupt drops of the μφKAP values appear more often and for
lower values of ν in case of the higher concrete grade C20/25.

3.2.2 Comparison between the methods provided by KAN.EPE. for the μθ calculation
As it was mentioned in section 2 of the present paper, KAN.EPE. provides closed-form 

expressions for the estimation of the chord rotation at flexural yield (θy, equation Σ.2a for 
beams and columns), as well as at flexural failure (θu, equation Σ.11a). Moreover, as it was 
also mentioned in section 2, KAN.EPE. in §6.5 provides the implementation of the ductility in
terms of chord rotation (μθ=θu/θy) for the relation between μθ and μφ through Eq. 1. The exam-
ination of equation Σ.2a (comments of §7.2.2d of KANE.EPE) leads to the conclusion that the 
estimation of θy requires the calculation of the yield curvature φy (or (1/r)y), whereas the esti-
mation of θu on the basis of equation Σ.11a (comments of §7.2.4b of KANE.EPE) is inde-
pendent from φu. Thus, the different approaches regarding the estimation of μθ are focused on 
the method that is used for the calculation of φy. In other words, in the framework of the pre-
sent investigation the equation proposed by KAN.EPE. for the estimation of θy is considered 
as a function of φy (i.e. θy=θy(φy)). Consequently, the ductility in terms of chord rotation μθ is 
also considered (only for the scope of the present investigation) as a function of φy (i.e. 
μθ=μθ(φy)). For this reason, three different approaches for the estimation of μθ (on the basis of 
equations Σ.2a and Σ.11a) were examined for the 64 cases of Fig. 5:

μθSBH=μθ(φy
SBH): the value of μθ estimated using the value of φy,eff extracted from the bilin-

earization of M-1/r diagram considering a horizontal branch after the effective yield curva-
ture (Fig. 6a).
μθSBI=μθ(φy

SBI): the value of μθ estimated using the value of φy,eff extracted from the biline-
arization of M-1/r diagram considering an inclined branch after the effective yield curva-
ture (Fig. 6b).
μθKAP=μθ(φy

KAP): the value of μθ estimated using the value of φy extracted from the proce-
dure proposed by KAN.EPE. in Appendix 7A.
The initial evaluation of the diagrams μθSBH-ν, μθSBI-ν and μθKAP-ν, indicates that the greater

differences between the three investigated approaches for the calculation of μθ are those be-
tween μθSBH (or μθSBI) and μθKAP. This conclusion was expected since the differences between
θy(φy

SBH) and θy(φy
SBI) are significantly smaller than the corresponding differences between

θy(φy
SBH) (or θy(φy

SBI)) and θy(φy
KAP).

Another significant observation is that the greater differences between μθSBH (or μθSBI) and
μθKAP correspond generally to the case of transverse reinforcement Φ8/7.5. Thus, only the di-
agrams μθ-ν extracted from the cross-sections with Φ8/7.5 are illustrated in Fig. 10.

The main conclusions which arise from the study of Fig. 10 are the following: 
The curves μθSBH-ν and μθSBI-ν are in any case descending, which means that the ductility
in terms of chord rotations is reduced as the normalized axial force ν increases.
The curves μθKAP-ν are also in the majority of the studied cases descending, but the corre-
sponding decrease of μθKAP values is generally lower than the decrease of the μθSBH and
μθSBI values. However, mainly in case of the lower ratio of longitudinal reinforcement
8Φ14 (and secondarily in case of 8Φ18) the curves μθKAP-ν do not have the same behavior
in the entire range of the ν values. More specifically, for ν<0.2-0.3 the μθKAP-ν curves drop
significantly, but for greater ν values remain almost constant.
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In the vast majority of the examined cases the μθKAP values are greater than the μθSBH and
μθSBI values, with the exception the cases of concrete grades C16/20, C20/25 and C25/30
and for ν values lower than 0.2-0.3.
Generally, the differences between the μθKAP values and the μθSBH and μθSBI values decrease
as the concrete grade increases.
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Figure 10: Variation of the μθ values calculated through the examined methods in relation to ν
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3.2.3 Investigation of the relation between μφ(=μ1/r) and μθ proposed by KAN.EPE.
In section 2 it was stressed that according to KAN.EPE. one of the applications of the duc-

tility factor μφ is the estimation of ductility factor μθ using Eq. 1. Besides, one of the main tar-
gets of the present paper is the examination of this relation. Thus, in this subsection the results 
of this examination are presented.

Four different approaches for the estimation of μθ were examined and compared. Two of 
them are based on equations Σ.2a (comments of §7.2.2d of KANE.EPE) and Σ.11a (comments
of §7.2.4b of KANE.EPE). The first one [μθ(φy

SBH)=θy(φy
SBH)/θu] is based on the estimation

of φy from the bilinearization of M-1/r diagram considering a horizontal branch after the ef-
fective yield curvature (Fig. 6a), whereas the second one [μθ(φy

KAP)=θy(φy
KAP)/θu] is based on

the estimation of φy from the procedure which are proposed by KAN.EPE. in Appendix 7A. 
These approaches were already used for the comparison between them in the previous subsec-
tion 3.2.2. The other two approaches for the estimation of the ductility factor μθ are based on
the utilization of the relation between μθ and μφ proposed by KAN.EPE. (Eq. 1). More specif-
ically, Eq. 1 was implemented twice using the values of μφSBH and μφKAP (see subsection 3.2.1)
as follows:

SBH SBH
θ φ φ

1μ μ μ 2
3

(4a)

KAP KAP
θ φ φ

1μ μ μ 2
3

(4b)

The aforementioned four approaches for the estimation of ductility factor μθ were com-
pared in two pairs. Each one of these pairs consists of one μθ value calculated on the basis of 
equations Σ.2a and Σ.11a and one μθ value calculated using the Eqs. (4a), (4b). More specifi-
cally the following two pairs of μθ values were compared:

The values μθ(φy
SBH) and μθ(μφSBH)

The values μθ(φy
KAP) and μθ(μφKAP)

The comparisons were performed for the 64 cases of Fig. 5 and for 18 values of column’s
normalized axial force between ν=0.0 and ν=0.85. Thus, the relation between the μθ values 
calculated through the theoretical definition μθ=θy/θu (considered as reference values) and the 
corresponding values calculated approximately though Eqs. (4a), (4b) was investigated for a 
great range of ν values. In substance, the ability of the proposed by KAN.EPE. Eqs. (4a), (4b)
to approach effectively the reference values of μθ calculated by the theoretical definition for 
various levels of normalized axial force was investigated. Due to the fact that the presentation 
of all μθ-ν curves leads to very complex diagrams which are very difficult for studying, only 
the curves which correspond to maximum and minimum differences between μθ(φy

SBH) and
μθ(μφSBH) values (as well as between μθ(φy

KAP) and μθ(μφKAP) values) are presented in Figs. 11,
12.

From the study of the diagrams of Fig. 11, the following conclusions can be mentioned: 
Generally, the approximative Eq. (4a) provides greater values for μθ (μθ(μφSBH)) than the
application of its theoretical definition (μθ(φy

SBH)). However, there are few cases in which
the opposite occurs. These cases correspond to ν<0.1-0.2 in combination with high level of 
transverse reinforcement (i.e. Φ8/7.5 or Φ8/10) or to the lower level of transverse rein-
forcement (i.e. Φ8/20) in combination with high grades of concrete (i.e. C20/25 or C25/30).
The method which is based on the theoretical definition of μθ (μθ(φy

SBH)) provides declin-
ing μθ-ν curves for the entire range of ν values. On the contrary, the approximative Eq. (4a)
provides μθ-ν curves which are ascending for ν values between 0.1 and 0.3-0.5, and declin-
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ing for greater ν values mainly in case of high level of transverse reinforcement (Φ8/7.5 or 
10).
In all examined cases the maximum differences between μθ(φy

SBH) and μθ(μφSBH) values
correspond to the maximum level of transverse reinforcement (Φ8/7.5). On the contrary,
with very few exceptions, the minimum differences correspond to the minimum level of
transverse reinforcement (Φ8/20).
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Figure 11: Max and min differences between the μθ values extracted by the equation proposed by KAN.EPE. for 
the relation μθ-μφ and the μθ values extracted by its theoretical definition and the bilinearization of M-μφ diagram
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In the vast majority of the studied cases the rate of variation between μθ(φy
SBH) and

μθ(μφSBH) values is greater for ν values less than 0.3-0.4.
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Figure 12: Max and min differences between the μθ values extracted by the equation proposed by KAN.EPE. for
the relation μθ-μφ and the μθ values extracted by its theoretical definition and the procedure of Appendix 7A

The main conclusions which arise from the study of Fig. 12 are the following: 
The maximum differences between μθ(φy

KAP) and μθ(μφKAP) values correspond to the max-
imum level of the transverse reinforcement (Φ8/7.5) mainly in cases of concrete grades
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C12/16 and C16/20. In the cases of other two assumed concrete grades (mainly in case of 
C25/30) the maximum differences correspond to the minimum level of the transverse rein-
forcement (Φ8/20). The minimum differences generally correspond to low levels of trans-
verse reinforcement (Φ8/15 or Φ8/20). Some exceptions are observed for concrete grades 
C20/25 and C25/30.
The method which is based on the theoretical definition of μθ (μθ(φy

KAP)) provides almost
horizontal (slightly declining) μθ-ν curves for the entire range of ν values. As regards the
μθ(μφKAP)-ν curves no general conclusion is extracted, since for the cases Φ8/7.5 and Φ8/10
the curves are ascending for low ν values whereas for the cases Φ8/15 and Φ8/20 the
curves are mainly declining.
In the vast majority of the studied cases the rate of variation between μθ(φy

KAP) and
μθ(μφKAP) values is greater for ν values less than 0.1-0.2.
Τhe approximative Eq. (4b) provides greater values for μθ (μθ(μφKAP)) than the application
of its theoretical definition (μθ(φy

KAP)) in the vast majority of cases where transverse rein-
forcements Φ8/7.5, Φ8/10 and Φ8/15 are applied. The opposite occurs in the vast majority
of cases where transverse reinforcement Φ8/20 is applied.
Generally, from the combined study of the conclusions extracted from Figs. 11 and 12 the

following basic remarks can be stressed: 
(a) The Eq. (1) proposed by KAN.EPE. for the relation between μθ and μφ fails in many of the
examined cases to approach effectively the μθ values which are calculated using the theoreti-
cal definition of μθ(=θy/θu) in combination with the procedures proposed by KAN.EPE. for the 
estimation of θy and θu.
(b) The results provided by Eq. (1) approach more effectively the μθ values which are calcu-
lated using the theoretical definition of μθ only in cases where low levels of transverse rein-
forcement (Φ8/15 or Φ8/20) are applied. 

4. CONCLUSIONS
In the present paper the methods which are proposed by the Greek code for structural in-

tervention (KAN.EPE.) for the estimation of the ductility factors in terms of curvatures (μφ)
and in terms of chord rotations at the ends of R/C members (μθ), as well as the relation be-
tween them were comparatively evaluated. The ductility factors μφ and μθ possess significant 
roles within the framework of KAN.EPE. Thus, several methods for their estimation as well 
as an equation for their relation are proposed. In order to achieve the goals of the present in-
vestigation, a R/C column with rectangular cross-section and different data regarding the con-
crete grade as well as the longitudinal and transverse reinforcement mechanical volumetric 
ratios was analytically investigated. The main conclusions extracted from the present study
can be summarized to the following points:

The methods proposed by KAN.EPE. for the estimation of the ductility in terms of curva-
tures (μ1/r or μφ) provide in many of the examined cases values with significant differences
between them. However, these differences generally decrease as the concrete grade in-
creases.
The methods which are based on the bilinearization of M-1/r diagrams for the estimation of
the ductility in terms of chord rotations μθ, provide significantly different μθ values in
comparison with the method based on the estimation of φy through the procedure of Ap-
pendix 7A of KAN.EPE. Generally, the latter provides higher μθ values. However, these
differences decrease as the concrete grade increases.
Equation (1) proposed by KAN.EPE. for the relation between μθ and μφ, approaches more
effectively the μθ values which are calculated using the theoretical definition of μθ only in
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cases where low levels of transverse reinforcement (Φ8/15 or Φ8/20) are applied. On the 
contrary, in cases of high level of transverse reinforcement (Φ8/7.5 or Φ8/10) the corre-
sponding approach is not sufficient. 
Finally, it must be stressed that the above-mentioned conclusions can only be considered as 

indicative for the range of the results which are provided by the various methods proposed by 
KAN.EPE. for the estimation of μφ and μθ. In any case, all these methods are well-
documented and the differences between them can be simply considered as a result of the dif-
ferent assumptions on which are based. However, especially for the provision of KAN.EPE. 
pertaining to the relation between μφ and μθ the results of the present paper provide a motiva-
tion for further investigations (e.g. on the basis of their theoretic definition and/or extensive 
parametric analyses) for more efficient alternative approaches.
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EFFECTS OF ALTERNATING AXIAL FORCES ON THE RECYCLING 
RESPONSE OF REINFORCED CONCRETE BRIDGE FRAMES 

STRENGTHENED BY TENSION-TIES
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Dimitrios K. Konstantinidis
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Keywords:

Abstract. The influence of varying and alternating axial forces, compressive or tensional 
ones, on the behavior of Reinforced Concrete (RC) framed structures, seismically strength-
ened by tension-tie elements, is investigated experimentally and computationally. The experi-
mental investigation concerns the flexure-shear behavior of the structural elements (beam, 
columns) in a specimen of a two-columns one-story RC frame subjected to a recycling loading 
simulating seismic excitation. This frame has dimensions and reinforcement configurations 
that have been used commonly in older substandard RC structures, without anti-seismic de-
sign and with typical shear problems. Additional permanent vertical compressive axial loads 
on the two columns and gravity loads on the beam have not been applied, in order to investi-
gate the influence of varying axial forces and vertical earthquake components. The specimen-
frame is examined first as bare, and then as strengthened by X-ties. Next, the computational
simulations of these two experiments are performed by a pseudo-dynamic relaxation ap-
proach simulating multiple earthquakes. Particular emphasis is given to the operation of ten-
sion-tie elements, which have a unilateral behavior. It is proved that ties-strengthening 
improves the structural seismic behavior and can prevent the flexure-shear failure. A very 
satisfactory coincidence of the computational with the experimental results has been found. 
Finally, the investigation shows that the effects of alternating axial forces can be very im-
portant for the seismic behavior of RC framed structures. This holds also for two-columns 
framed piers in bridges subjected to transverse horizontal or vertical seismic components, as
is the case of near-field seismic excitations.
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4828



4829



3 COMPUTATIONAL SIMULATION OF THE EXPERIMENTS TAKING INTO 
ACCOUNT ALTERNATING AXIAL FORCES

3.1 The computational method of analysis in general
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3.2 Some representative computational results
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4 APPLICATION CONSIDERATIONS FOR FRAMED BENTS OF BRIDGES
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5 CONCLUDING REMARKS
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Abstract. Despite widespread use in a variety of areas, in-field applications of laser Doppler
vibrometers (LDVs) are still somewhat limited due to their inherent sensitivity to vibration of the
instrument sensor head itself. Earlier work, briefly reviewed herein, has shown it to be possible
to subtract the instrument vibration via a number of means, however, it has been difficult up to
now to truly compare the performance of these. This is compounded by the constraint that a fre-
quency domain based approach only holds for stationary vibration signals while, particularly
for in-field applications, an approach that is also applicable to transient signals is necessary.
This paper therefore describes the development of a novel time domain post-processing based
approach for vibrating LDV measurement correction and compares it with the frequency do-
main counterpart. Results show that, while both techniques offer significant improvements in
the corrected LDV signal when compared to a reference accelerometer measurement, the time
domain based correction outperforms the frequency domain based method by a factor of eight.
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1 INTRODUCTION

Laser Doppler vibrometers (LDVs) have become indispensable tools both within industrial

and research domains, especially where non-contact operation is advantageous [1]. Despite the

considerable amount of published research, in-field applications of LDVs - which might in-

clude their incorporation into unmanned aerial vehicles for example - remains arguably limited,

at least partly due to their sensitivity to vibration of the instrument itself. However, if this lim-

itation was eliminated, it could enable remote vibration measurement campaigns in hazardous

environments, for example facilitating the more accurate and rapid detection of remnant mines

or structural health monitoring of remote infrastructure.

LDVs are based on an interferometric optical arrangement, meaning they measure target

surface vibration relative to the instrument; conversely, more traditional contacting vibration

transducers measure absolute surface vibration. In other words, instrument vibration, usually

caused by the surrounding environment, is indistinguishable from that of the target in the result-

ing measurement. A common solution to this problem is to isolate the LDV using passive [2]

or active anti-vibration mounting arrangements [3]. However, such solutions can be too heavy,

ineffective or costly. The contemporary solution [4–6] is to independently measure the instru-

ment vibration and use this information to correct the LDV measurement, thereby recovering

the intended target vibration measurement.

Correction by measuring the instrument vibration has previously been carried out conve-

niently and effectively in the frequency domain [4–6], however, this is only appropriate for the

statistically stationary signals that are typically encountered. Oftentimes, however, and in par-

ticular in field based measurement campaigns, vibration profiles may be transient in nature and

an alternative, time domain based approach may, therefore, be more appropriate. Correction

based in the time domain has previously been carried out using either an internal damper, which

the reference beam is incident upon or an external accelerometer [7–9]. However, until now,

no comparison has been been made of the two types of approach due to alternative experimen-

tal setups or effectiveness metrics. The development of a novel, post-processing, time domain

based approach and its comparison with the frequency domain based alternative is, therefore,

the focus of this article.

2 FREQUENCY DOMAIN BASED PROCESSING

It has been rigorously shown, both mathematically and experimentally, that correction of

erroneous LDV measurements requires the subtraction of an independent simultaneous mea-

surement of the instrument/optical element vibration [4, 5]. In the case of a single beam LDV,

this measurement is conveniently achieved in practice using a single, ‘correction accelerometer’

mounted somewhere along the laser beam axis, generally on the back of the housing. To exper-

imentally confirm the validity of the correction, a second ‘reference accelerometer’ is typically

mounted to the target at the measurement location to offer a ‘true’ target vibration measure-

ment. For statistically stationary velocity signals, frequency domain processing is a convenient

means by which subtraction of the correction accelerometer signal can be realised while simul-

taneously performing the required integration and temporal alignment. The framework for this

frequency domain based processing approach for the correction of erroneous LDV measure-

ment is already well-established and the description is therefore intentionally kept brief in what

follows.
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2.1 Sensitivity adjustment and time delay correction

Accelerometer sensitivities are adjusted, with reference to the LDV, using a broadband fre-

quency domain based relative calibration procedure. By necessity, this includes integration,

readily achieved in the frequency domain, of the accelerometer signals. Ratios of the vibration

levels over the frequency range of interest are used to revise the accelerometer sensitivities.

Furthermore, due to inevitable differences between accelerometer and LDV signal conditioning

electronics, finite time delays, independent of the sensitivity adjustment, exist between the digi-

tised signals. Again, taking the LDV as the reference, these can be similarly readily estimated

in the frequency domain from the signal phase differences [4, 5].

2.2 Instrument vibration correction

Among other typical practical measurement factors, including the accuracy of the positioning

of the correction transducer to accurately determine the instrument vibration in the laser beam

direction, the mean error reduction achieved depends upon the relative levels of instrument

and target vibration. For vibration levels and frequency ranges of relevance to ‘real-world’

measurement campaigns, that is an RMS of 1 mms−1 to 10 mms−1 over the frequency range

2.5 Hz to 100 Hz, comparison of the LDV signal to the reference accelerometer typically yields

a significant mean error reduction between 15 and 30 dB [4–6]. As previously derived [6], the

mean error reduction, R, is calculated using:

R = −10 log10

(
MSEcorr

MSEm

)
dB (1)

where MSEm and MSEcorr are the mean square error of the LDV signal before and after

correction, respectively, when taking the reference accelerometer signal as the ‘true’ vibration

signal. For N spectral lines, the general formulation is:

MSEsignal =
1

2

N∑
n=1

(Asignal(n)− Atrue(n))
2 + (Bsignal(n)− Btrue(n))

2 (2)

where Asignal(n) and Bsignal(n) are the real and imaginary parts, respectively, of either the

measured or corrected LDV signal at the nth spectral line. Similarly, Atrue(n) and Btrue(n) are

the equivalents for the reference accelerometer signal.

3 TIME DOMAIN BASED PROCESSING

While there are some earlier studies in which erroneous measurements from LDVs subject

to instrument vibration are resolved in real time or using time domain based techniques [7–9],

they are few in number and diverse in approach with each employing a different metric to

gauge the efficacy of the correction. This makes it somewhat difficult to contextualise the rel-

ative performances as well as to compare each with the established frequency domain based

approach previously described. An early approach used a purely mechanical means to perform

the compensation, incorporating an internal damper into the optical arrangement, upon which

the reference beam was incident [7]. However, this system performance is unlikely to be con-

sistent over a sufficiently wide frequency range as a result of damper resonances. Other known

solutions employ a correction accelerometer, with the compensation being performed either in

real-time [8] or in post-processing [9]. In the former, it is unclear where the accelerometer was

mounted geometrically, only that it was mounted to the probe laser beam optics. Recent work
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Figure 1: The time domain based accelerometer calibration procedure with “Acc.” representing

either the correction or the reference accelerometer signal.

has shown that the accelerometer must be on the laser beam axis for complete correction in the

presence of arbitrary six degree-of-freedom instrument vibration [5]. In the latter, some useful

enhancements to the preceding frequency domain based approach are introduced, in particular

the means to undertake signal time delay compensation using time series data.

Offering complementarity to the earlier approaches, the method proposed herein is entirely

based in the time domain and, for the moment, is performed in post-processing on recorded

signals. In this respect, it does not differ to the frequency domain based approach, previously

summarised, and, as such, the required experimental arrangement is common. While the mo-

tivation for the novel approach is to extend current capability to processing of non-stationary
signals, in order to directly compare with the frequency domain equivalent, using the same

previously defined metric, R, stationary vibration signals only are considered herein.

3.1 Sensitivity adjustment and time delay correction

As for the corresponding stage in the frequency domain based processing approach, ac-

celerometer sensitivities and signal finite time delays are determined with the LDV taken as

the reference. Figure 1 schematically depicts the time domain based processing calibration

procedure for a single accelerometer; this can be replicated for as many accelerometers as are

required. Again, the accelerometer signals must first be integrated and this is straightforwardly

achieved here using the cumulative trapezoidal method. However, the integration of accelerom-

eter signals commonly leads to the introduction of errors such as a DC offset and drift. Detrend-

ing is intended to remedy this and is achieved by subtracting a least squares fit of a first order

polynomial from the integrated signal. Since this might remove genuine as well as spurious

signal content, the LDV signal is subjected to the same for consistency.

With the accelerometer and LDV signals both represented as velocities, an RMS ratio can

then be used to revise the accelerometer sensitivities; all subsequent measurements acquire sig-

nals accordingly adjusted. Meanwhile, the finite time delays between the LDV and accelerom-

eter signals which occur as a result of differences between the signal processing electronics in

the measurement chain, are estimated using a cross-correlation function as follows [9]:

rxy(τ) =
1

T

∫ ∞

0

x(t)y(t+ τ)dt (3)
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Figure 2: The time domain processing correction procedure with “Corr. Acc.” and “Ref. Acc.”

representing the correction and reference accelerometer signals, respectively.

where τ is the time delay between the signals, x and y are the two signals, t is time and

rxy(τ) the cross-correlation function in which the peak will occur at the time delay between the

signals.

3.2 Instrument vibration correction

Figure 2 schematically depicts the time domain based processing correction procedure. The

first, “Integration”, and second, “Detrending”, steps are consistent with those previously de-

scribed. The third, “Temporal alignment”, step incorporates the finite time delay in the ac-

celerometer signals. This is achieved by time-shifting each accelerometer signal relative to the

LDV signal by the amount previously determined, τ . Since this is only possible in integer units

of the time step, a high sample frequency is required to maximise the accuracy of the temporal

alignment between the signals. This time-shifting results in regions at the start and at the end

of the measurement duration where samples for all three signals are not present and these re-

gions are therefore truncated. The total original measurement duration may therefore need to

be slightly longer than that which is ultimately required.

The final signal processing step in Figure 2, “Correction”, refers to the LDV signal correction

and is given mathematically by [4]:

Ucorr(t) = Um(t)− U0(t) (4)

where Um(t) is the measured LDV signal, U0(t) is the integrated correction accelerometer

signal and Ucorr(t) is the fully corrected LDV signal.

Ultimately, and only possible in the lab-based experimental validation approach described

herein, the “Comparison” step in Figure 2 determines the efficacy of the correction procedure.

This is achieved by comparing the corrected LDV signal with the final reference accelerometer

signal. The performance metric used here is the previously described mean error reduction,

R, given by (1). To calculate this in the time domain, an appropriate formulation of the MSE
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should be used, given by [6]:

MSEsignal =
(
Usignal(t)− Utrue(t)

)
2 (5)

where Utrue(t) is the reference accelerometer, Usignal(t) is either the measured or corrected

LDV signal and (·) signifies the time average. Direct comparison can now be made between

processing techniques in both the time and frequency domains.

4 EXPERIMENTAL VALIDATION

4.1 Setup

An experimental setup, common with that implemented in earlier work [4–6], depicted in

Figure 3 was arranged, whereby independent control of the target vibration and of the LDV

vibration was possible. The target vibration is the measurement of interest while the base vi-

bration simulates the effect of a vibrating platform on the LDV measurement. Both target and

base vibrations were created using electrodynamic shakers independently powered and driven

using uncorrelated broadband white noise signals up to 200 Hz, generated by a Siemens PLM

Simcenter SCADAS Mobile data acquisition system.

Mounted to the base vibration shaker, using a custom-made aluminium mounting bracket

such that the LDV sensitive direction was aligned with the shaker vibration direction, was a

Polytec Compact Laser Vibrometer NLV-2500-5. The bracket also contained an Endevco 770-

10-U-120 (200 mV/g nominal) DC-response accelerometer, rigidly mounted with synthetic

beeswax. This correction accelerometer was aligned with the probe laser beam axis to be op-

timally effective [4]. The target shaker was suspended from above using an overhead crane,

providing isolation from the large base motion shaker. Mounted to the shaker spigot was a

second similar Endevco accelerometer providing the ‘true’ vibration measurement.

4.2 Data collection and processing

The Siemens acquisition system was used to record the various time data throughput vi-

bration signals at the maximum sampling frequency of 204.8 kHz for a duration of 8 s. This

extremely high oversampling factor assists in the accurate temporal alignment of the three sig-

nals in the time domain, as previously mentioned. The acquired data were processed as five

separate 1.6 s segments for both processing methods. In the frequency domain, these acquisi-

tion parameters lead to a spectral resolution of 0.625 Hz and a bandwidth of 102.4 kHz. The DC

component was excluded from the calculation of R in frequency domain processing. The mean

error reduction for both the time and frequency domain based approaches was averaged over

the five segments with the standard error of the mean taken as the uncertainty in each result.

4.3 Results comparison

Frequency domain based accelerometer calibration for the model and conditioning used

yielded a time delay of −138.5 ± 13.2 μs with the corresponding time domain based method

value of −125.0 ± 1.1 μs in agreement. Since the estimation using the time domain based

method yielded a lower uncertainty, a time delay of −125.0 μs was subsequently used for both

correction procedures. It should be noted that, due to the necessary signal truncation follow-

ing time domain based temporal alignment, comparisons between time and frequency domain

approaches are not of exactly identical signal content. In this case, however, the difference is

only 26 out of over 300,000 samples and it is therefore unlikely this will significantly affect the
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Figure 3: Experimental setup used to simulate a LDV target vibration measurement during base

motion vibration: (a) block diagram representation and (b) physical setup.

results.

As can be seen qualitatively by comparing Figure 4 (a) and Figure 4 (b), this frequency

domain based processing method yields significant improvements in the corrected versus the

uncorrected LDV signal over the range 25 Hz to 200 Hz. However, the performance below

25 Hz is relatively poor, likely due to the lower signal level in this range owed to the shaker-

amplifier dynamic characteristics.

(a) (b)

Figure 4: Frequency domain processing spectra for a 1.6 s segment in the range 0.625 Hz - 200

Hz: (a) all signals before correction and (b) corrected LDV and reference accelerometer signals.

As can be seen in Figure 5 for a 100 ms segment of data, the time domain based processing

method proposed here also offers significant improvement in the corrected versus the uncor-

rected LDV signal. However, in the time domain, the effect of speckle noise [1] is apparent,

manifested as instantaneous spikes not present in the reference accelerometer signal.

Darwish A., Halkon B., Oberst S., Fitch R. and Rothberg S.
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(a) (b)

Figure 5: A 100 ms segment of data from time domain processing: (a) all signals before cor-

rection and (b) corrected LDV and reference accelerometer signals.

The quality of the correction for the two alternative methods can be compared quantitatively

using the mean error reduction, R, which can be seen in Table 1. Here it is shown that the time

domain processing method outperforms the established frequency domain based processing

method by a factor of eight.

Table 1: The mean error reduction for the five 1.6 s segments along with their logarithmic

uncertainties calculated as the standard error of the mean.

R

Frequency Domain 25.3+1.8
−1.3 dB

Time Domain 34.5+2.1
−1.4 dB

5 CONCLUSIONS

While correction of LDV measurements in the presence of instrument vibration has typically

been carried out in the frequency domain and for stationary vibration signals only, extension

to vibration signals that are transient in nature requires an alternative, time domain based ap-

proach. Furthermore, the direct comparison of existing time domain based approaches with

the established, frequency domain approach is challenging. In this paper, therefore, the to-

tally general theoretical basis for complete measurement correction was extended to include a

completely time domain based approach.

Validation using a conventional experimental arrangement consisting of a vibrating LDV

instrumented with a correction accelerometer and a vibrating target similarly instrumented to

provide a true vibration reference measurement, has been shown. Throughput time data for sta-

tistically stationary vibration signals have been acquired and processed in both frequency and

time domain processing. It has been shown that, while both approaches lead to significant im-

provements in the quality of the corrected LDV measurement, the time domain based approach

described here yields a mean error reduction value, R, eight times higher than the previously

described frequency domain based approach.
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This improvement is a significant finding and offers a viable alternative to the established

frequency domain equivalent for stationary vibration signals, provided time data signals can be

acquired with a high oversampling factor. Moreover, it now extends the capability to perform

complete correction of LDV measurements in the presence of transient instrument vibration,

such vibrations being more likely to occur in real-world in-field applications for example in

measurement campaigns from unmanned aerial vehicles.

Future investigations will explore the sensitivity of the time domain based approach to re-

duced sample frequency signals and identify the sources of the performance gap. Improved

frequency domain approach performance, including the estimate of accelerometer signal time

delays, will be realised. Ultimately, however, deployment of the time domain based approach

for transient signal processing will be the most significant follow-up to the work presented here.
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Abstract. In numerical models for granular dampers, particles are generally considered to 
be perfect spheres. However, in practical engineering applications these particles can slightly 
deviate from being true spheres. It has been observed experimentally that sphericity, which 
defines the proximity degree of a shape to a sphere, plays an important role in the amplitude 
dependent behaviour of granular dampers. This paper mainly examines the significance of the 
sphericity level for slightly oblate particles in a granular damper that are subjected to sinus-
oidal vibrations in the same direction as standard gravity. This investigation is carried out by 
evaluating the dissipated power from the granular medium by utilizing three-dimensional dis-
crete element method simulations. Apart from the effect of amplitude of vibrations in the dis-
sipated power, the relative contributions of frictional and inelastic collisional damping 
mechanisms in the overall power dissipation, are also investigated for varying sphericity lev-
els of the oblate particles.  
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1 INTRODUCTION  
Granular (or particle) damping is an effective passive damping approach that involves 

many small spherical particles (typically 0.05 mm – 5 mm in diameter) located inside an en-
closure that is fixed to a vibrating structure. The kinetic energy from vibration is transmitted 
to the particles by collisional momentum exchanges between the particles and the boundaries 
of the enclosure. Granular dampers dissipate the transmitted kinetic energy through inter-
particle and particle-enclosure boundary interactions. This is unlike common viscoelastic 
dampers which generally dissipate the stored elastic energy.  

Interest in granular damping is rapidly increasing in engineering fields because such damp-
ers are robust, cost-effective, easy to retro-fit and relatively insensitive to the environment and 
excitation frequency. [1–4]. As a result, granular dampers have been successfully applied in 
numerous mechanical systems to solve noise and vibration problems, such as a desk-top 
banknote processing machine [5], the exterior panel of a launch vehicle [6], a gear transmis-
sion system [7], and an automotive oil pan [8].  

Despite their conceptual simplicity, granular dampers have quite complex and distinctive 
behaviour. Since the particles are generally hard, made from materials such as metal and ce-
ramic, surface friction plays an important role in energy dissipation, which leads to significant 
non-linearity in the form of amplitude dependent behaviour [9,10]. Granular damping has 
been studied extensively and this non-linearity is the likely reason for the existence of many 
contradictory findings in the literature. To improve understanding, studies have been under-
taken to investigate the sensitivity of granular damping against damper parameters, such as 
coefficient of restitution between impacting bodies, coefficient of friction in contacting sur-
faces, particle number and individual stiffness of particles and enclosure walls [11–13]. More 
recently, it has also been shown that an approximated granular damper model in Discrete El-
ement Method (DEM) simulations can adequately represent the essential properties of a real 
granular damper without matching parameters exactly provided the total mass is represented 
accurately [14]. This presumably arises from the compensation feature of multiple particles 
against the small variations of parameters from exact ones. It should be noted that this ‘uni-
versal response’ approach is only valid when using relatively large numbers of particles.  

Previous studies have reported that granular dampers exhibit the characteristic properties 
of both friction dampers and single impact dampers since the main damping mechanisms of 
granular dampers are surface friction and inelastic collision within the granular media [15]. 
Furthermore, it has been also emphasized before that understanding of the damping mecha-
nisms would provide an efficient way to increase the performance of such dampers [1]. Ac-
cordingly, a few attempts have been made to identify relative contributions of damping 
mechanisms in granular damping [15–18]. However, much uncertainty still exists and the lit-
erature on this topic is very scarce.  

Although the hard particles used in granular dampers typically have a high level of durabil-
ity, over time their shape may deviate from a true sphere due to harsh working conditions or 
intense collisional events. Moreover, non-spherically shaped particles may be deliberately 
used either for cost reasons or to avoid practical design issues such as the packing problem in 
small voids or because of manufacturing tolerances. Therefore, the investigation of irregular 
particles has grown in importance [19–21]. However, there is no notable study that focuses 
upon slightly oblate particles in granular dampers.  

The aim of this study is to provide a numerical investigation on slightly oblate hard parti-
cles in a granular damper undergoing harmonic vibrations in the same direction as gravity. 
Several three dimensional DEM simulations are carried out to find the effects of particle sphe-
ricity levels on the dissipative behaviour. Steady-state cumulative power loss calculations are 
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utilized to characterize the amplitude dependent granular damper in every simulation. The 
contributions of frictional and collisional energy dissipation mechanisms on the total dissipa-
tion are computed.  

2 DEM MODEL FOR OBLATE PARTICLES  
DEM is a numerical scheme for analyzing granular matter, in which the motion of every 

particle is tracked in time. The full time history of interest is broken into a series of very short 
time steps over which the equations of motion for each particle are solved. Where particles 
interact with one another, or with the physical boundaries of the system being studied, appro-
priate force-displacement and force-velocity relations for the contact are employed. The fun-
damental theory of DEM was originally presented by Cundall and Strack [22] and was first 
applied to granular dampers more than 20 years ago [23]. The use of DEM is attractive in the 
study of granular damping because it provides a way to control and observe the contact pa-
rameters and their effect on overall damping achieved.  

2.1 Oblate particle generation 
Although several algorithms have been developed recently that allow irregular particles to 

be defined and used directly within the DEM field, the most common method is the multi-
sphere approach. In this approach, two or more overlapping spherical particles are rigidly 
joined together. Relatively complex shapes can be produced as the spheres are allowed to in-
tersect each other. The use of the sphere as the building block provides computational benefits 
including the existence of advanced contact detection algorithms and contact models. Thus, 
the oblate particles used in this study are formed by employing the multi-sphere approach in 
the EDEM 2020 software [24].  

Shape is an important indicator which defines a particle in numeric computational fields – 
especially for rock-like irregular particles [25]. If a large number of spheres is used in the 
multi-sphere approach, non-spherical shapes can be represented more precisely. However, it 
also causes significant increases in computational times. Hence, irregular shapes should be 
modeled conducting a balance between computational efficiency and closeness of representa-
tion. In this study, oblate particles are generated considering these criteria and are shown in 
Figure 1.  

yd

2.80yd mm

2.60yd mm

2.40yd mm

2.20yd mm

2.00yd mm

Figure 1: Created particle types for simulations with respect to a 3mm  diameter perfect sphere mesh template.  

It should be noted that the reference perfect sphere diameter used in this study is 3 mm and 
particle resizing occurs along the local y-axis (i.e. yd  changes) as can be seen in Figure 1, 
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whilst the other lengths ( xd , zd ) are kept constant. In this investigation, the lower limit for yd
was set at 2 mm, which represents a moderate change in particle shape. 

The relative similarity of oblate particles to the reference sphere can be described using the 
sphericity index [25] which can be written as,  

2
3

c
ab

(1) 

Here, a , b  and c  are the corresponding lengths (largest to smallest, respectively) along the 
three local axes. In this paper, only the smallest length of the oblate particles is adjusted and 
therefore, yc d , 3mmx za b d d .

Since oblate particles are created by deforming a sphere along one axis, a two dimensional 
parameter called the circularity index can also be used to define the shape. Circularity is de-
fined in the local YZ  axis as shown below [20].  

2

4 YZ

YZ

AC
P

(2) 

where YZA  and YZP  are respectively the projection area of a particle on the YZ  axis and the 
perimeter of the particle. Sphericity and circularity values for the oblate particles used in this 
work, are presented in Table 1.  

Particle minor axis length, yd  [mm] Sphericity,  [-] Circularity, C  [-] 
2.00 0.763 0.970 
2.20 0.813 0.980 
2.40 0.862 0.989 
2.60 0.909 0.995 
2.80 0.955 0.999 
3.00 1.000 1.000 

Table 1: Shape parameters of oblate particles. 

2.2 Contact force model  
In DEM, although particles are created as completely rigid bodies, contacts between them 

are deformable. Contacts are traditionally modeled using spring and dashpot elements as 
shown in Figure 2a, which allow relatively rapid calculations to be performed. For perfect 
spheres, force-displacement relationships have already been defined and tested for suitability 
[26–28]. As the multi-sphere is employed, these validated models can be applied to address 
the load-deformation behaviour of oblate particles. The contact model used in EDEM 2020 
for this study is briefly summarized below considering the spheres shown in Figure 2a.  

Normal elastic force between the spheres is determined using the well-known non-linear 
Hertzian contact model.  

3/24
3

N

eq eq
N

k

E R
eN NF e (3) 
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Here, Ne  is the unit vector from the centre point of sphere under consideration to the contact 
point and N  is the normal overlap of sphere. In this expression, the equivalent elastic modu-

lus ( eqE ) and the equivalent radius ( eqR ) can be found by 2 2
1 1 2 21/ 1 / 1 /eqE E E

and 1 21/ 1/ R 1/ ReqR , where E , R  and  are elastic modulus, radius and Poisson’s ratio 
of relevant spheres, respectively. In order to define inelastic (i.e. dissipative) part of normal 
force between the spheres, a coefficient of restitution ( e ) based approach is employed [29]:  

1/2

2 2

ln52 2
6 ln

N

eq eq eq
N

c

d te
m E R

dte
N

d

rel
N

r
F (4) 

where equivalent mass ( eqm ) is defined using the individual masses of spheres 
1 21/ 1/ 1/eqm m m  and /d t dt

Nrelr  denotes the normal relative velocity between the
spheres in contact.  

1
2

Nk
Nc

Tc

Tk
2

1

21

Coulomb 
friction

Normal direction Tangential direction

1 2 3 4

5

6
7

8

a) b)

Figure 2: a) Modelling at the contact point of two contacting spheres, b) contacts of an irregular particle con-
structed with many spheres.  

On the other hand, tangential elastic force is determined according to normal overlap de-
fined as Mindlin and Deresiewicz method [16]. Unlike the original method in which many 
incremental elastic-plastic loading and unloading steps exist [30], a simplified version of this 
method is used to define tangential elastic force-displacement relation as given below.  

1 8
T

eq eq
N T

k

G R
eT TF e (5) 

While equivalent shear modulus ( eqG ) is defined by 2 2
1 1 2 21/ 1 / 1 /eqG G G  with 

shear modulus of spheres (G ), T  and Te  stands for the tangential overlap and the unit vector 
along tangential overlap, respectively. Additionally, tangential inelastic force can be also 
formed using the similar approach as for normal direction. However, shear friction should be 
also taken into consideration in tangential direction. Thus, the widely used Coulomb friction 
model is added to tangential contact model:  

1/2

2 2

ln51 2 8
6 ln

N

eq eq eq
N f

c

d te
m G R

dte
T

d

rel
T N T

r
F F e (6) 
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where /d t dt
Trel

r  is the tangential relative velocity between the spheres and f  is coeffi-
cient of friction.  is for indicating whether slipping occurs or not as seen in Equation 7.  

1
0

f

otherwise
T NF F

(7) 

It should be also noted that although the contact model is presented considering sphere – 
sphere contacts, it would be also valid for sphere – cylindrical enclosure contacts if one as-
sumes enclosureR  and enclosurem  in above expressions.  

For an irregularly shaped particle modelled using multi-sphere approach, contact force cal-
culation procedure should be performed accounting all existing contacts of all individual 
spheres which constitute the particle. For example; as can be seen in Figure 2b, 8 perfect 
spheres which form the irregular particle have different number of contacts with other parti-
cles (e.g. number 1 has 2 contacts while number 8 has 1 contact) and the effects of the total 6 
contacts can be only obtained by looking all 8 spheres. Thus, the resultant force acting on the 
particle can be computed as follows for a particle:  

i j i
e d e dF N N T T gR F F F F F (8) 

where i  and j i  are the indices which count the total spheres forming the particle and the
total contacts involved by sphere i , respectively. gF  is the gravitational force acting on the 
corresponding sphere. The resultant moment acting on the particle can be also determined by 
vectorial product of the resultant force and the position vector of particle mass center ( cr ).  

M c FR r R (9) 

2.3 DEM simulation procedures  
In three dimensional DEM simulations, detected contacts of particle – particle and particle 

– enclosure pairs are considered to perform the given contact force computation procedure at
a solution time step. After the calculation of resultant forces and moments, Euler-Newton 
equations of motions are numerically solved to find updated translational and rotational kine-
matics (i.e. positions, velocities and accelerations) of every particle by utilizing central-
difference formulae.  

The time step needs to be set small enough to capture particle overlaps, avoid propagating 
disturbances of a particle far from away and decrease numerical inaccuracies in simulations. 
Although several other approaches have been available to estimate a time step for realistic 
simulations in DEM, the Rayleigh time step criterion is used in the present study [31]. The 
time interval used in the simulations is chosen to be approximately %50 – %35 of the Ray-
leigh time step according to the particle type to ensure the reliability of simulations.  

Even though there have been studies which investigate the characteristics of granular 
damping considering the dynamics of host structure [12,32], it is useful to carry out investiga-
tions on the damper alone to determine energy dissipation behaviour independently from the 
host structure [33,34], so that the damper can be adopted to any structure. This study involves 
a cylindrical enclosure filled with oblate particles subjected to vertical sinusoidal vibrations.  

Particles are given the properties of stainless steel while the material of enclosure is chosen 
as polymethylmethacrylate (PMMA). The properties of these materials and the dimensions of 

4856



Furkan Terzioglu, Jem A. Rongong and Charles E. Lord  

the enclosure are given in Table 2. The contact properties used in the simulations (i.e. friction 
and restitution coefficients) are determined as presented in this table. These parameters are 
selected according to a comprehensive study in which stainless steel – stainless steel and 
PMMA – stainless steel interactions were experimentally examined to extract the contact 
properties between those for DEM simulations [35].  

Enclosure parameters Particle parameters 
Material PMMA Material Steel 
Elastic modulus 3.3 GPa Elastic modulus 206 GPa 
Poisson's ratio 0.37 Poisson's ratio 0.30 
Diameter 0.02 m Density 7800 kg/m3 
Height 0.04 m Nominal total mass 0.04 kg 
Other simulation parameters 
Particle-enclosure friction coefficient 0.4 
Particle-particle friction coefficient 0.4 
Particle-enclosure restitution coefficient 0.92 
Particle-particle restitution coefficient 0.92 
Time step ~5x10-7 s 

Table 2: Parameters and properties of numerical simulations.  

To allow a comparative study to be undertaken, it was considered desirable that the total 
mass of particles remained the same for different particle types. In order to achieve a suitable 
clearance level (75% – 80% filling ratio or 20% – 25% clearance ratio) for practical damping 
in every simulation configuration [11], the total particle mass was set to 0.04 kg. However, 
because particles are discrete but had different sizes, the total mass varied by up to the mass 
of half a particle, as shown in Figure 3a. Figure 3a also shows that a greater deviation in shape 
from a perfect sphere results in an increase in the number of particles required to achieve the 
target mass. Before any vibrational loading was applied, all particles were allowed to settle in 
the enclosure by the gravitational effect (see Figure 4).  

2 2.2 2.4 2.6 2.8 3
dy [mm]

0.0395

0.04
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a)
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Figure 3: a) Changes in total particle mass and total particle number in terms of particle type, b) given vibration 
signal.  

Behaviour of the granular medium under steady-state vibration was studied by prescribing 
sinusoidal motion for the enclosure at a frequency of 20 Hz. The effect of vibration intensity 
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was investigated by increasing the amplitude in steps, with the response being calculated for 
ten cycles at each level, as shown in Figure 3b. These vibrational levels are represented by 
commonly used non-dimensional acceleration ( ).  

2A
g

(10) 

where A  and  are displacement magnitude and angular frequency of vibrations, respective-
ly. In the vibration signal, time gaps are provided between each vibrational level to let the par-
ticles become stationary before the next excitation.  

2.00yd mm 2.20yd mm 2.40yd mm

2.60yd mm 2.80yd mm 3.00yd mm

Figure 4: Views of granular oblate particles in the enclosure after settling process (i.e. stationary positions). 

3 DISSIPATED ENERGY CALCULATION  
Total cumulative dissipated energy in the simulations can be obtained by utilizing an in-

cremental numeric computation scheme. For a single contact, total dissipated energy incre-
ments ( CE ) are computed integrating the scalar product of dissipative forces (i.e. in normal 
direction, 

dN
F  and in tangential direction, 

dT
F ) and corresponding relative velocities between 

the contacting bodies through the contact time, cT . In order to account all N  number of con-
tacts in the current computation step, this calculation is repeated for every contact, and then 
the effects of every contact is summed accordingly as following.  

1 k
c

k kN
k k

C
k T

d t d t
E t t dt

dt dt
N T

d d

rel rel
N T

r r
F F (11) 

where 
Nrelr  and 

Trel
r  represent the relative positions of contacting bodies with respect to each 

other in normal and tangential directions, respectively, while t  stands for time. In addition, 
the computation time step of the energy dissipation calculation scheme should be sufficiently 
larger than the contact durations to account all contacts within a single step.  
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The tangential dissipation can arise from either friction between the bodies in contact or 
restitution of the bodies unlike the normal dissipation where whole dissipation is caused by 
only collisional restitution. Frictional dissipation is solely employed if slipping, in which the 
tangential force is higher than the maximum static friction force between the contacting bod-
ies, is occurred. The frictional cumulative dissipation steps can be separately determined as 
given in below. 

1 k
c

kN
kf

C f
k T

d t
E t dt

dt
Trel

N

r
F (12) 

Collisional dissipation can then be obtained by subtracting the frictional loss from the total 
dissipation energy.  

c f
C C CE E E (13) 

4 RESULTS 

4.1 Overall dissipative behaviour of oblate particles  
To assess the general damping behaviours of oblate particles against different vibrational 

amplitudes and the relationship between the dissipation and the granular motional behaviour, 
cumulative total dissipated energies were extracted separately for every vibrational case in all 
simulations. Figure 5 presents some of those dissipated energy results. In these results, the last 
five vibration periods at each vibration level are considered. Simulations were repeated to de-
termine the effects of packing on the results. The results verified that packing effects stay very 
small except at the amplitude 1 .  

The first set of analyses belongs to very small oscillations (i.e. 1.0 ). Under such small 
vibrations, the particles inside the enclosure have almost no relative motions with respect to 
each other, they only follow the enclosure motion (i.e. solid-like behaviour) since the particles 
do not overcome the gravitational and the static frictional forces within the granular media. 
Thus, the dissipated energies are extremely small, and they do not exhibit obvious steady-
state behaviors since a few individual particle movements that induce energy dissipation can 
be instantly observed due to wave propagation through the granular media from the bottom 
boundary of the enclosure. These instantaneous dissipation increases can be more likely seen 
for perfect spheres owing to their smooth circular surfaces. In addition, numerical errors in 
computational operations and initial packing may also considerably affect these small out-
comes.  

It is apparent from Figure 5 that huge differences surprisingly emerge between the particle 
types at several vibration amplitudes. Further investigation into granular media indicates that 
this is mainly connected with the dissimilarities of granular motional states which the parti-
cles are in. For instance; in Figure 5d, there are two groups of result: one is high dissipation 
group, and the other is low dissipation. At this vibration level, the high energy dissipation 
group is at the onset of two-sided bouncing bed behaviour in which the granular particle clus-
ter impacts the bottom and the top boundaries of enclosure during a period of vibration (i.e. 2 
collective impacts with the enclosure in a period), thereby transferring the momentum effec-
tively to the granular media. On the other hand, the granular media in low dissipation group 
generally collides with only the bottom boundary in a vibration period (one-sided bouncing 
bed), while it slightly touches to the top boundary in this period (mild collision).  
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a) b)

c) d)

e) f)

Figure 5: Total cumulative dissipated energy characteristics for 5 vibrational periods of a) 1, b) 4 , c) 
5 , d) 6 , e) 8 , f) 10 .  

The defined dissipation groups in Figure 5d are also valid at 5  as can be seen in Figure 
5c. At this vibration level, the high dissipation group members exhibit similar behaviour to 
that seen previously except that the granular cluster impacts the top boundary once in every 
two periods. Although the members of low dissipation group have similar motion, the most 
squashed particle type somehow executes impacts with quite less intensive than the other 
members as can be clearly seen in Figure 5c.  

Figure 6 shows the total potential energy in the particles throughout the simulation. Ob-
served motional behaviours of granular media at various vibrational sequences are marked 
with different colors. Purple represents solid-like behaviour, while magenta and cyan stand 
for one-sided bouncing bed with fluidization of a few of the particles on the top layer and one-
sided bouncing bed with fluidization of the uppermost layers of particles, respectively. As one 
can see in this figure, red marked potential energy regions are clearly more uneven and scat-
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tered than other vibrational cases. This result may be explained by the fact that the granular 
media shows relatively higher level of fluidization in which a reasonable amount of particle 
indistinctly floats in these loading ranges. Another possible reason for this is that the collec-
tive motion of granular media is not symmetric at every vibrational period in these cases as it 
is in other vibration scenarios. The motions within these red marked ranges are described as 
following: dotted red is one-sided complete bouncing bed with few individual top particles-
top wall impacts in every period, dot-dashed red is one-sided complete bouncing bed with few 
individual top particles-top wall impacts once in every two periods, dashed red is one-sided 
complete bouncing bed and mild collective collision with the top wall once in every two peri-
ods and flat red is one-sided complete bouncing bed and mild collective collision with the top 
wall in every period. The last phenomena observed in the simulations is two-sided complete 
bouncing bed that is marked with blue in total potential energy plots.  

Figure 6: Total potential energy changes of simulated particles in time, yellow flat line indicates the total poten-
tial energy at the stationary positon of particles.  

4.2 Damping characterization of oblate particles 
In order to compare the damping behaviour of oblate particle types, the energy dissipation 

rates in a steady-state vibration period (i.e. power loss) were determined by integrating the 
cumulative dissipated energies through this period.  

1
C

T

Power loss E t dt
T

(14) 

The power losses are illustrated with respect to either sphericity or circularity for every 
simulated vibrational level in Figure 7 and Figure 8, respectively. The perfect sphere results 
are also included in these figures as a reference of default particle type used in most typical 
granular damper applications. In these graphs, the contribution of damping mechanisms of 
granular damping (i.e. friction and impact) on overall power loss are also shown to illustrate 
the macroscale damping behaviour of oblate particles. In addition to this, particle-particle and 
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particle-enclosure frictional losses are separately depicted in these plots to show dominance of 
interaction type.  
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Figure 7: Power loss changes in terms of sphericity at different vibration levels: total loss ( ), frictional loss 
( ), inter-particle frictional loss ( ), particle-enclosure frictional loss ( ), collisional loss ( ).  

If one looks into the total power loss results omitting the reference particle (i.e. the perfect 
sphere: 1 and 1C ) in both charts, it can be found that there are three damping regimes 
according to the vibrational intensity in which the total loss is affected by particle shape. The 
first one is ‘inclining’ regime where the total power loss generally increases with increasing 
sphericity or circularity level before 5 . This increasing behaviour becomes moderate at 
higher amplitudes, whilst it is very slight for small vibrations. Afterwards, there is ‘transition’ 
regime up to 8 . Although increasing tendency in total power loss continues in this regime, 
a dramatic jump is also observed because of impacts with the upper surface of the cavity, as 
discussed in the previous section. The last damping regime is ‘declining’ in which the power 
loss is decreasing with increasing sphericity or circularity unlike the other regimes and this 
falling behaviour is more apparent at higher vibration amplitudes. Together, these findings 
suggest that damping is optimised at different amplitudes, depending on particle shape. The 
results also indicate that there is an oblate particle type which provides more damping than the 
perfect sphere for almost all vibrational levels. Thus, it can be preferable in granular applica-
tions to use very slight oblate particle if the vibrations ensure working before two-sided com-
plete bouncing bed. Otherwise, in two-sided complete bouncing bed state, it is more 
appropriate to employ highly flattened particles. However, it should be noticed that these re-
sults need to be supported by quantitative data from experimental works.  

For a given non-dimensional acceleration level, it can be highlighted from the power loss 
plots that the most dominant damping mechanism is friction for every particle type. Besides, 
particle-particle frictional interactions are responsible for most of frictional dissipation. In fact, 
it is reported that particle-particle contacts contribute most of overall dissipation (i.e. particle-
enclosure boundary interactions have minor effects on dissipation) as similarly mentioned be-
fore [18]. The dominancy of frictional loss leads that the overall damping behaviour stated in 
the previous paragraph completely reflects the frictional energy dissipation.  
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Figure 8: Power loss changes in terms of circularity at different vibration levels: total loss ( ), frictional loss 
( ), inter-particle frictional loss ( ), particle-enclosure frictional loss ( ), collisional loss ( ).  

One unanticipated result is that collisional loss always increases with sphericity or circular-
ity whatever the damping regime. It is believed that this occurs because flatter (i.e. low sphe-
ricity or low circularity) particles have fewer intense collisions (i.e. high overlap, high impact 
velocity). Additionally, an interesting correlation is found between collisional and particle-
enclosure frictional loss characteristics along sphericity or circularity. As can be seen in Fig-
ure 7 and Figure 8, they generally have the same tendency before two-sided bouncing bed be-
haviour (i.e. 8 ) while the power loss trends of those seem opposite after this threshold 
vibration intensity.  

5 CONCLUSIONS 
This study set out to assess the effect of oblate particle usage in granular dampers undergo-

ing vertical harmonic excitations by conducting numerical studies. The investigation has 
shown that the damping performance and the motional behaviour is sensitive to the sphericity 
level of the particles as well as the vibration amplitude. The power loss results in this study 
indicate that three damping regimes exist, each depends on vibration level and sphericity of 
the particles. Additionally, there is generally an oblate particle type which can be chosen ra-
ther than the typical perfect sphere to provide higher damping to main structures according to 
the motional state. Also, it has been shown that the general damping characteristics of parti-
cles follow the frictional dissipation behaviour which is the dominant mechanism in granular 
damping. This research extends the existing literature on damping from irregular particles. 
However, experimental investigations should be also conducted to confirm these numerical 
outcomes.  
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PREDICTION OF BEAM DYNAMICS IN CABLE-BEAM SYSTEMS 
THROUGH EXPERIMENTAL-NUMERICAL DECOUPLING

Mohammad Hadi Jalali , Geoff Rideout ,

Keywords:

Abstract.

Interactions between cable and structure affect the modal properties of cabled structures such 
as overhead electricity transmission and distribution line systems.  Modal properties of an in-
service pole, without the effects of conductors, are potentially useful for condition monitoring, 
but are difficult to determine. This paper presents a frequency-based decoupling method to 
extract modal properties of a beam with the effects of cable filtered out. A scalable experimental 
lab-scale pole-line for a cable-beam system consisting of a cantilever beam and stranded cable 
is used to validate the method. A finite element model for the stranded cable is developed and 
optimized using FRF-based nonlinear optimization based on experimentally obtained FRF and 
the FRFs of the assembled system are measured. The (unknown) FRF of the cantilever beam is 
predicted by substructural decoupling of the numerical cable dynamic model (known FRF ma-
trix) from the measured assembled cable-beam dynamic model (known FRF matrix). Compar-
ison of the estimated and directly-measured beam FRF’s show good agreement, demonstrating 
that the method can be used to filter out the effects of cable on the modal properties of the 
structure in cabled structures.
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Abstract. Since the 1990s, the recordings of ambient vibrations in structures have gained in-
terest in the civil engineering community due to technological improvements of portable sen-
sors, allowing the recordings of small amplitude vibrations, and the possibility of processing 
a large amount of data even in real time. Many applications, based on the analysis of seismic 
noise, exist in the literature for checking the serviceability limit state of existing construction
in the case of earthquakes. These applications can be extended to the case of occurrence of 
induced and triggered seismicity and its potential impact on the built environment. The latter 
impact has heightened both public concern and regulatory scrutiny, emphasizing the need for
an integrated risk management framework. Considering the case of induced seismicity, the 
vulnerability assessment requires the expected damage to refer to non-structural components. 
In this study, some historical masonry buildings located in Alsace France are considered and
the dynamic characteristics of these structures were estimated by the analysis of seismic noise
recordings by sensors installed at each floor of the buildings under study. The estimated dy-
namic properties for small amplitude vibrations of these historical structures were used to
derive simplified vulnerability models. Moreover, the Eurocode 8 defines the interstory drift 
limit of a building for non-structural damage, by looking at its displacement-sensitive non-
structural components at the serviceability limit state. Therefore, by adopting these limits and
the developed simplified vulnerability models, new fragility curves for typical historical ma-
sonry building types dominant in the region under study are proposed.  The fragility curves
have been calculated using incremental dynamic analysis for the seismic demands generally 
imposed upon linear and slightly non-linear models of single and multiple degrees of freedom, 
which is the case for the effects of induced seismicity. These results will prove useful for both 
local end-users and industrial stakeholders, with a clear perspective for a better understand-
ing of the risk related to induced and triggered seismicity and its sound management.
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1 INTRODUCTION 

Since the 1990s, the recordings of ambient vibrations in structures have gained interest in 
the civil engineering community due to technological improvements of portable sensors, al-
lowing the recordings of small amplitude vibrations, and the possibility of processing a large 
amount of data even in real time. Many applications, based on the analysis of seismic noise, 
exist in the literature for checking the serviceability limit state of existing construction in the 
case of earthquakes. These applications can be extended to the case of occurrence of induced 
and triggered seismicity and its potential impact on the built environment. The latter impact 
has heightened both public concern and regulatory scrutiny, emphasizing the need for an inte-
grated risk management framework. Considering the case of induced seismicity, the vulnera-
bility assessment requires the expected damage to refer to non-structural components. 

The ultimate goal of seismic design of a structure is to prevent structural collapse and hu-
man losses in case of an earthquake event. Over time, advances in earthquake engineering 
have led to a wide range of methodologies for earthquake resistant structural design. As a re-
sult, structures built with current methods are generally able to resist expected seismic activity 
and preserve their structural integrity. However, although a building remains structurally 
sound, it can be rendered unusable due to damage to its non-structural components. Addition-
ally, the majority of the value of some specific buildings lies in their non-structural compo-
nents. For instance, it has been shown that non-structural components account for 82%, 87% 
and 92% of building costs for offices, hotels and hospital buildings, respectively [1]. There-
fore, building owners may still be burdened with high expenses due to the need to repair and 
replace non-structural components, despite applying the current seismic design standards. 

The Eurocode 8 (Cl.4.4.3.2) [2] defines the maximum interstory drift (IDR) limit of a 
building for non-structural damage of its displacement-sensitive non-structural components 
for the serviceability limit state. The latter relates to structural performance for normal service 
conditions, under which the function of a building, its appearance, maintainability, durability 
and comfort for its occupants must be preserved. In that case, the IDR obtained from elastic 
analyses should be limited to the following values, set as a function of the non-structural ty-
pology/detailing and represented by θns, which is the limiting story drift ratio, equal to the rel-
ative inter-story displacement divided by the story height: 

 for buildings having non-structural components fixed in a way so as not to interfere with 
structural deformations: θns ≤ 1.0%; 

 for buildings having ductile non-structural components: θns ≤ 0.75%; 

 for buildings having non-structural components, realized with brittle materials, attached 
to the structure: θns ≤ 0.5%. 

It is not clear from the above definitions in Eurocode 8 how ductile non-structural compo-
nents are distinguished from the other mentioned types. In addition, a minimum required duc-
tility capacity is not provided in these guidelines. Moreover, the drift limit of 1.0% for non-
structural components fixed in a way not to interfere with structural deformations appears to 
be very high for masonry structures and there are not clear indications of how it is set to this 
value also for this case. However, the above criteria provide a test-bed for drift sensitive non-
structural damage to be considered as damage thresholds in the analytical definition of fragili-
ty curves. 

In this paper the focus will be on the rapid and efficient modeling of an urban area from the 
vulnerability point of view (considering only the possible damage to non-structural compo-
nents), which is the key component for the efficient and reliable implementation of risk moni-
toring applications. 
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2 CASE STUDIES 

In this study, some historical masonry buildings located in Alsace France are considered 
and the dynamic characteristics of these structures were estimated by the analysis of seismic 
noise recordings by sensors installed at each floor of the buildings under study (Fig. 1). 

In the considered test site, the analysis of the collected exposure information indicates that 
traditional or historical masonry structures occur in large numbers near in the mostly rural ar-
eas close to the geothermal platforms in Alsace region in France [3]. Two general classes of 
structures, namely unreinforced masonry (URM) and timber-framed masonry (TFM) build-
ings have been considered, and the simple performance assessment models ([4], [5]) have 
been adopted in order to carry out a preliminary vulnerability assessment for these classes of 
structures. The objective is to rapidly identify buildings and their non-structural components 
that are at greater risk in the event of an induced earthquake, and to model their non-structural 
fragility.  

The vulnerability modelling focused on buildings constructed of masonry, which may be 
more susceptible to the range of ground motion expected in the event of induced seismicity in 
the area. The measurements have been carried out using the MPwise (Multi-Parameter Wire-
less Sensing System) smart device [6], which has been designed to carry out rapid measure-
ment activities by exploiting the computing and advanced networking capacities embedded in 
individual units. Based on measurements of environmental seismic noise, the fundamental 
frequency of vibration of the inspected buildings has been estimated and used to calibrate the 
respective fragility curves. 

In collaboration with GFZ and ES-Géothermie a three-day acquisition campaign was orga-
nized which involved the installation of four sets of sensors in private houses located in vil-
lages located around the Soultz and Rittershoffen geothermal sites. The fundamental period of 
these structures was verified by analyzing the ambient noise measured using the MPwise sen-
sors [6], with one sensor installed outside of the buildings, and the three others installed on 
each floor of the houses (basement, ground floor and first floor). The sensors were installed to 
record the ambient noise and to draw a vulnerability mode that allows the issuing of damage 
forecasts (Table 1, [7]). Finally, the main geometry required as input for the simplified vul-
nerability models was taken through field inspection of these buildings.  

 

No 

 
Building 

Type 
Building 
Latitude 

Building 
Longitude 

Fundamental 
ESDOF Model 

Period (s) 

Fundamen-
tal Frequen-

cy Sensor 
(Hz) 

1 URM 48.964946 7.881095 0.17 5.5 
2 URM 48.902075 7.874917 0.37 2.7 
3 URM 48.905270 7.950266 0.11 9 
4 TFM 48.914307 7.882233 0.15 6.7 
5 URM 48.932865 7.874377 0.32 3.1 

Table 1: Real URM and TFM buildings located near the geothermal platforms in Alsace region in France [7]. 
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Figure 1: a) Example of timber-framed masonry building b) Measurements of the fundamental frequency of vi-
bration estimated from the spectral analysis of environmental seismic noise. c) Installation of MPwise floor sen-

sor 

3 VALIDATION OF THE NUMERICAL MODEL 

The estimated dynamic properties for small amplitude vibrations of these historical struc-
tures were used to derive simplified vulnerability models. 

While steel or concrete frames are mostly lumped systems with stiff diaphragms, URM 
buildings have distributed mass and stiffness commonly in combination with flexible dia-
phragms. This fact obstructs the adoption of the established methodologies to URM buildings. 
Specifically, the fundamental mode shape of the latter buildings involves a low percentage of 
the total mass of the building below the 75% limit required for the good performance of 
ESDOF-based methods. In order to solve this issue, the simplified procedure of Vamvatsikos 
et al. (2015) [4] was adopted. In their procedure the dynamic URM building response is repre-

a) b) 

c) 
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sented. Global response indices are transformed to local deformation measures in closed-form 
seismic assessment solution both for demand and supply in the critical structural locations. 
The solution involves the definition of the fundamental vibration mode, approximated by 3D 
shape function consistent with the building’s boundary conditions. Strength and deformation 
indices are adopted for the evaluation of the acceptance criteria. Typical local failures are es-
timated through a local shape of deformation while the model captures the global dynamic 
characteristics. The adopted method allows the automation of the necessary calculations 
through closed-form expressions.  The application of the methodology presented in this work 
to produce the analytical fragility curves for URM buildings is demonstrated here (Table 2) 
on a box-shaped unreinforced masonry structure of the townhall of Keffenach (URM building 
No.1 in Table 1) in Alsace region in France near the geothermal platforms of this region 
(Soultz-sous-Forêts and Rittershoffen). 

 
 

Longitudinal wall length 9.14 m 
Transverse wall length 12.04 m 

Roof height 3.5 m 
Wall thickness 0.25 m 
Shear Modulus 930 MPa 
Shear Strength 0.93 MPa 

Wall mass 75.57 tn 
Story mass 2.1 tn 
Roof mass 3.27 tn 
Total mass 80.94 tb 

Horizontal “gravity” load 226.85 kN/m 
Wall total area 10.59 m2 

Wall box moment of inertia 157.64 m4 
Resistance of wall plan 33.58 m3 

Wall plate stiffness factor 8470 kNm 
Total crest acceleration at flexural cracking 2.7 g 

Shear deformation 0.141 mm 
In-plane flexural deformation 0.0044 mm 

1st floor windows shear deformation 0.0006 mm 
2nd floor doors shear deformation 0.002 mm 

2nd floor windows shear deformation 0.01 mm 
Out-of-plane flexural deformation 8.48 mm 
In-plane deformation participation 0.025 

Out-of-plane deformation participation 0.975 
ESDOF generalized mass 7.98 tn 

ESDOF generalized stiffness 10398.56 kN/m 
ESDOF period 0.17 sec 

ESDOF earthquake excitation factor 15.03 tn 
ESDOF effective mass ratio 0.35 
ESDOF participation factor 1.88 

Table 2: Simplified model parameters for URM building (No.1 in Table 1) under transverse/short/weak building 
plan direction loading. Values are calculated based on Vamvatsikos et al. (2015) [4]. 
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TFM walls are reinforced with timber elements, both horizontal and vertical but also X-
type diagonal braces. It is evident historically, since the Bronze Age that the timber rein-
forcement into masonry walls is strongly related to seismic resistance in earthquake-prone 
areas. In TFM walls there is also recent experimental and numerical evidence [5] that the con-
tribution of the diagonal braces is vital for walls’ lateral behavior in the nonlinear range due to 
early detachment of the masonry infill from the surrounding timber frame in the event of an 
earthquake. In addition, it is observed that for very low horizontal displacement the diagonals 
in tension detach from the surrounding frame. Therefore, it is suggested [5] that the diagonals 
should contribute to the lateral behavior only in compression and moreover the infill masonry 
walls of the timber frame should not be considered in the analytical model. Based on these 
considerations, a macro-model was proposed ([5], [8]) where its input can be easily deter-
mined since it involves only the key geometric characteristics of the timber panels and the 
timber strength. The latter model facilitates the seismic assessment of TFM walls resulting in 
a valuable tool for simplified seismic vulnerability and risk analyses [9]. Based on the result-
ing pushover curves produced by pushover analysis [10] of the TFM walls’ macro-model, a 
shape-function is defined for the derivation of the ESDOF properties which is similar to the 
methodology already described for URM buildings [4]. An example (TFM building No.4 in 
Table 1) of the resulting pushover curve [10] is given in Fig. 2 and the overall analysis results 
are tabulated below (Table 3). 
 

 
Figure 2: a) TFM wall model with panels incorporating X-type diagonal braces (No.4 in Table 1). b) Pushover 

curve from the methodology adopted by Kouris et al. (2014) [5]. 

a) 

 b) 
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Longitudinal wall length 7.7 m 
Transverse wall length 17 m 

Roof height 5.15 m  
Wall thickness 0.2 m 
Shear Modulus 930 MPa 
Shear Strength 0.93 MPa 

Wall mass 103.73 tn 
Story mass 2.1 tn 
Roof mass 3.27 tn 
Total mass 109.1 tn 

Horizontal “gravity” load 207.83 kN/m 
Wall total area 9.88 m2 

Wall box moment of inertia 116.06 m4 
Resistance of wall plan 29.38 m3 

Wall plate stiffness factor 4340 kNm 
In-plane deformation (Fig. 2b) 14 mm 

Out-of-plane flexural deformation 60.54 mm 
In-plane deformation participation 0.188 

Out-of-plane deformation participation 0.812 
ESDOF generalized mass 15.62 tn 

ESDOF generalized stiffness 27653.24 kN/m 
ESDOF period 0.15 sec 

ESDOF earthquake excitation factor 31.38 tn 
ESDOF effective mass ratio 0.58 
ESDOF participation factor 2.01 

Table 3: Simplified model parameters for TFM building (No.4 in Table 1) under transverse/short/weak building 
plan direction loading. Values are calculated based on Vamvatsikos et al. (2015) [4]. 

4 ESTIMATION OF THE NON-STRUCTURAL DAMAGE LEVEL 

Considering these real TFM and URM building cases in Alsace France (Table 1) the corre-
sponding fragility curves are derived in terms of peak ground acceleration (PGA) with the aid 
of structural analysis for a gradually increasing intensity (incremental dynamic analysis - IDA) 
[11]. The latter analysis of ESDOF of the building cases under study was performed with the 
MATLAB [12] toolbox FEDEAS Lab [13]. The correlation of the PGA values of the record-
ings used in the IDA analysis with the corresponding PGV values follows the rule that for 
very flexible structures (very high fundamental periods) the relative velocity response spec-
trum of the used record tends to the peak ground velocity (PGV).  The induced ground mo-
tions obtained from the PEER database were employed and applied in the 
transverse/short/weak building plan direction ([7], [14]). The fundamental periods of these 
structures as already mentioned were verified with ambient noise vibration measurements us-
ing sensors [5] located at each floor of the buildings under study (Table 1). Moreover, the 
main geometry required as input for the simplified vulnerability models was taken through 
field inspection of these buildings. The results are shown in Fig. 3. It can be seen that the fra-
gilities for URM buildings have more or less the same range of probability of damage while 
the more earthquake resistant TFM building is less fragile for low and medium intensities. 
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URM-Rigid Diaphragm- T=0.17s
URM-Rigid Diaphragm- T=0.37s
URM-Flexible Diaphragm- T=0.11s
TFM-Flexible Diaphragm- T=0.15s
URM-Rigid Diaphragm- T=0.32s

 
Figure 3: Proposed analytical fragility curves for first damage state (pre-yielding damage state –DS1-0.1% drift 

limit for non-structural damage) for Unreinforced Masonry Buildings (URM) and Timber-Framed Masonry 
Buildings (TFM). The buildings are located near the geothermal platforms in Alsace France and are loaded in the 
weak/short plan view direction of shaking. The fundamental period of these structures was verified with ambient 

noise measurements through applied sensors [7]. 

5 CONCLUSIONS  

 The estimated dynamic properties for small amplitude vibrations of the historical struc-
tures near the geothermal platforms in Alsace, France considered in this work were used 
to derive simplified vulnerability models.  

 Moreover, the Eurocode 8 defines the interstory drift limit of a building for non-
structural damage, by looking at its displacement-sensitive non-structural components at 
the serviceability limit state.  

 Therefore, by adopting these limits and the developed simplified vulnerability models, 
new non-structural fragility curves for typical historical masonry building types dominant 
in the region under study are proposed.   

 The fragility curves have been calculated using incremental dynamic analysis for the 
seismic demands generally imposed upon linear and slightly non-linear models of single 
and multiple degrees of freedom, which is the case for the effects of induced seismicity.  

 These results will prove useful for both local end-users and industrial stakeholders, with 
a clear perspective for a better understanding of the risk related to induced and triggered 
seismicity and its sound management. 
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Abstract. Structural health monitoring, the observation of strong earthquake motions, is
carried out at Kanagawa University, a low-rise steel structure. In this paper, a transfer 
function obtained from these observation records was examined. The results of microtremor 
and shaker experiments to determine the primary natural frequency, which we always
conduct on the completion of a building, were almost the same. The natural frequency in the 
x-direction was 2.4–2.5 Hz. The natural frequency in the y-direction was 2.6–2.7 Hz. From
the five years of monitoring data, we focused on 17 earthquakes, which had the greatest levels 
of vibration. For these earthquakes, where the maximum acceleration was large in the x-
direction, the natural frequency tended to be slightly lower. However, such a trend could not 
be confirmed in the y-direction. We will continue observing and proceed with further analysis
in the future.
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1 INTRODUCTION 

After the 1995 South Hyogo Prefecture Earthquake, the number of strong earthquake 
ground motion observation sites in Japan rapidly increased, and today, this type of 
observation is conducted at a density unmatched worldwide, for example, at the National 
Research Institute for Earth Science and Disaster Prevention [1] and in Yokohama City [2]. 
Moreover, although not matching the extent of ground observations, there has been a steady 
increase in strong earthquake motion observations focusing on buildings, especially high-rise 
buildings. Although limited in scope, as part of business continuity planning, corporations use 
the results of building motion observation records for structural health monitoring by 
diagnosing the actual performance and soundness of their buildings [3]. 

The Kanagawa University Yokohama Campus Building 3 (Building 3) was completed in 
March 2014. Structural monitoring of Building 3 occurs through displacement meters 
installed on accelerometers and buckling-restrained braces. In addition, to determine the 
vibration characteristics of the building, microtremor measurements and shaker experiments 
were conducted in January 2015 [4–6].  

In this paper, we outline the observation system, summarize the results of the analysis of 
the microtremor and shaker experiments, and, with special attention to the primary natural 
frequency of the building, compile a list of the results of the strong earthquake ground motion 
observations made during the 2015 to 2019 fiscal years. 
 

2 TOPOGRAPHIC OUTLINE OF THE TARGET AREA 

Kanagawa University Yokohama campus is located in Yokohama City in the northeastern 
part of Kanagawa prefecture (Figure 1). Yokohama City, an economic and industrial center, 
has a population of 3.7 million and is the second-largest city in Japan. It contains many 
historically valuable buildings because it has prospered as a port city since ancient times. 

Figure 2 shows the topography of Kanagawa University and its surroundings [7]. The 
Yokohama campus is located on the Shimosueyoshi Plateau, which extends across the east 
side of the prefecture. The Shimosueyoshi Plateau is composed of Kazusa Group sediments 
overlain by a gravel layer and a Kanto Loam layer. Dendritic-shaped river valley lowlands 
have been cut into the plateau. A small valley is located to the north of the Yokohama campus, 
but the campus is located entirely on the plateau. 

The northeastern part of Kanagawa prefecture, where the study area is located, suffered 
heavy damage from the 1923 Kanto Earthquake. Figure 3 shows the distribution of the 
destruction rate of wooden houses during the Kanto Earthquake. The destruction rate was 
high on the coast and extended to the south, and it was extremely high in the west (40%–50%). 
As shown by the administrative divisions of the time, the Yokohama campus is located near 
the border between the village of Shirosato and the former location of Yokohama City (Figure 
3). In the former location of Yokohama City, relatively detailed damage investigations were 
conducted, and the destruction rate of wooden houses was as high as 20%–30%. However, the 
destruction rate of Shirosato is unknown. 
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Figure 1: Location of Kanagawa University 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Topography of Kanagawa University and its surroundings [7] 

Kanagawa Uni. 

Kanagawa Uni. 
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Figure 3: Distribution of the destruction rate of wooden houses during the 1923 Kanto Earthquake [8]. The 
divisions shown are the administrative divisions at the time. 

 

3 STRUCTURAL MONITORING 

3.1 Outline of the building 

Building 3 has four floors above ground and two floors below ground. However, for the 
purposes of structural design, the building is deemed to be situated above ground, with five 
floors above and one floor below ground level. 

Laterally, the structure has atriums on each floor, albeit they are approximately oblong 
shaped. Vertically, in its top-most section, the structure has pillars erected on beams, again 
almost oblong shaped. The short side of the building (X) has a span of 2.8 m, while the long 
side (Y) has a wider span of over 10 m to secure a large lecture room space. Moreover, 
although the building is a damage-controlled structure that uses buckling-restrained braces, its 
design is static, so the building is considered to be earthquake-resistant braced [9, 10]. 

 
 The main structure is a steel frame with partially reinforced concrete. 
 The foundation structure is a spread foundation (the foundation ground is hard and the 
mudstone layer has an N value of 60 or more). 
There are four floors above ground and two floors below ground (the eave height is 
20.45 m). 
 The total floor area is 11,480 m2. 
The building area is 2,200 m2. 

destruction 
rate (%) 

Kanagawa Uni. 
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3.2 Outline of the structural monitoring system 

For the structural monitoring, we conducted seismic observations using accelerometers and 
made displacement observations of the buckling-restrained braces in the building and 
surrounding ground. In the following, we outline the primarily seismic observations. 

The earthquake observation system for this building comprises accelerometers installed in 
three locations of the building: 4th floor, 1st floor, and B2 floor (see Figure 4) and in two 
locations in the ground at distances of several tens of meters away from the building (i.e. on 
the ground surface, excluding the embankment, and at the engineering infrastructure depth). 
Each accelerometer has three components, two for bi-directional lateral (x, y) operation and 
one for vertical operation. Records are taken when the trigger level (1 gal) is exceeded at the 
engineering base position. Observation records are stored on a server and currently collected 
manually. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Seismograph positions in the target building (Building 3) 
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4 MICROTREMOR MEASUREMENT AND SHAKER EXPERIMENTS  

4.1 Microtremor measurements 

For the microtremor measurements, microtremor meters were installed at the approximate 
centers of the building’s R and B1 floors. The x- and y-direction transfer function (R floor/B1 
floor) was calculated from the Fourier spectrum of the measurement records.  

The transfer function obtained using the microtremor measurements is shown in Figure 5. 
The peak frequencies of the transfer function were 2.52 Hz in the x-direction and 2.74 Hz in 
the y-direction; thus, they were slightly higher in the y-direction. The peak at 3.24 Hz is 
presumed to be due torsion. 
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Figure 5: Transfer function from microtremor measurements 

 

4.2 Shaker Experiments 

For the shaker experiments, a small shaker with a linear motor was adapted from Aoki et al. 
[11] and Wen et al. [12]. In the experiments, the shaker was installed almost at the center of 
gravity on the R floor of the building with one-direction oscillation in each of the x- and y-
directions. Measurements were taken at four points on the R floor. Figure 6 shows the 
resonance curve from the shaker experiment. The peak of the resonance curve was 2.38 Hz in 
the x-direction and 2.64 Hz in the y-direction; thus, it was slightly higher in the y-direction, as 
was the microtremor measurement. A peak of more than 3 Hz in the x-direction was 
conceivably due to a torsional component. 
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Figure 6: Resonance curve from the shaker experiment 

 

4.3 Transfer function 

Using the peak frequency of the transfer function and the peak of the resonance curve as 
the primary natural frequencies of the building, the primary natural frequencies are shown in 
Table 1. The results of the microtremor measurements and the shaker experiment were 
generally consistent. There are several possible causes for the slightly higher frequency in the 
y-direction. Conceivably, it is because the buildings’ overall dimensions are longer in the x-
direction (53 m) than in the y-direction (44 m). 

Notably, a calculation using the natural period calculation formula of a general S structure 
(T = 0.02 x H) yields T = 0.409 s (2.44 Hz), which is largely consistent with the measured 
value. 

 
Table 1: List of transfer functions 

 

2.52Hz 2.38Hz
0.40s 0.42s

2.74Hz 2.64Hz
0.36s 0.38s

X

Y
 

 

5 TARGET EARTHQUAKE 

As part of the structural monitoring, Building 3 has been subject to strong earthquake 
motion and buckling-restrained brace displacement observations. In the following, we focus 
on the primary natural frequency of the building obtained from the transfer function from 
strong earthquake motion observation records and consider its secular change. 

The target period ran from March 2015 (the start of the observations) to January 2020. The 
targeted earthquakes comprised 17 earthquakes with a seismic intensity of 2.5 or more 
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measured at K-NET Yokohama (KNG002), a strong ground motion observation point located 
relatively close to Kanagawa University. Table 2 lists the targeted earthquake motions and 
observation records, and Figure 7 shows the epicenter locations. 

Of the targeted earthquakes, only the epicenter of the No. 2 earthquake was located off the 
western coast of the Ogasawara Islands to the south. This earthquake, at a depth of 682 km, 
somewhat differed from the other earthquakes, which were evenly distributed around the 
target location, from the north to the south. The majority of the epicenters were located at 
depths between 10 and 60 km; these earthquakes mainly occurred in shallow strata. 

As an example, Figure 8 shows the time history waveform and response spectrum of the 
ground surface on May 25, 2015.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Distribution of the targeted earthquake epicenters 
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Table 2: List of targeted earthquakes 
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Figure 8: time history waveform and response spectrum (h = 5%) of the ground surface for the May 25, 2015 
earthquake 
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6 STRUCTURAL HEALTH MONITORING 

6.1 Primary natural frequency 

Figure 9 presents the superposed transfer functions for each earthquake record. 
Earthquakes with a maximum acceleration (4F exceeding 20 gal in both directions) are shown 
in red. In the x-direction, when the maximum acceleration is large, the natural frequency 
tended to be slightly smaller (cycle prolongation). However, this tendency was not apparent in 
the y-direction. 

Figures 10 shows the relationship between the primary natural frequency and the 4F 
maximum acceleration. It also presents the approximate curves and correlation coefficients. 
As described above, when the maximum acceleration was large, the natural frequency tended 
to be small. Variation in the x-direction was low overall, and the correlation coefficient of 
0.84 indicates a relatively strong correlation between the two. As seen in the spectrum, for the 
y-direction, the overall variation was somewhat higher, and the correlation was weak, with a 
coefficient of 0.55. 

We plan to conduct further analyses of differences in the characteristics of the x- and y-
directions. 
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Figure 9: Transfer function (4F/1F) 
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Figure 10: Peak accelerations (4F) and primary natural frequencies 
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6.2 Changes in primary natural frequency during the duration of an earthquake 

Having confirmed the amplitude dependence of the primary natural frequency due to 
differences in the intensity of ground motion (section 5.1), we then analyzed whether the 
same tendency could be confirmed during the duration of a single targeted earthquake. The 
analysis target was the May 25, 2015 earthquake, which resulted in the building’s largest 
acceleration. The earthquake was recorded for 100 seconds. The acceleration amplitude 
increased from around 20 seconds in both the x- and y- directions and then reduced after 60 
seconds, up to about 6 gal at 4F. 

Although the time history waveform cut out at 20.48 seconds, by shifting the start time by 
2.0 seconds, a transfer function was obtained in the same manner as shown in Figure 9. Figure 
11 shows the change in the primary natural frequency during the earthquake with the time 
history wave. The primary natural frequency in the x-direction for the first half of the 60 
seconds, including the main motion, was 2.2 to 2.3 Hz. After 60 seconds, the primary natural 
frequency gradually increased from 2.3 to 2.6 Hz (micromotion: 2.52 Hz and shaker 
experimentation: 2.38 Hz). The primary natural frequency for the first 60 seconds in the y-
direction was 2.6–2.7 Hz, and the second half was 2.7–2.9 Hz (micromotion: 2.74 Hz and 
shaker experimentation: 2.64 Hz). These results show that the natural frequency changed with 
amplitude level during the duration of the earthquake. 

-100

-50

0

50

100

Ac
c.

 (g
al

)

Time (s)

4F 1FX dir.

 

2.0
2.2
2.4
2.6
2.8
3.0

Pr
im

ar
y N

at
ur

al
 

Fr
eq

ue
nc

y 
(H

z)

Time (s)  

-100

-50

0

50

100

Ac
c.

 (g
al

)

Time (s)

4F 1FY dir.

 

2.0
2.2
2.4
2.6
2.8
3.0

Pr
im

ar
y N

at
ur

al
 

Fr
eq

ue
nc

y 
(H

z)

Time (s)  
Figure 11: Changes in primary natural frequency during the duration of an earthquake 
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6.3 Time-dependent change in the primary natural frequency 

Figure 12 shows the changes in the primary natural frequency over time, from the start of 
the observation period until the present. As described above, although there was some 
variation in the magnitude of the acceleration, the extent of the variation was small overall. 
Given that there has been almost no change in the natural frequency since immediately after 
the completion of construction, it was assumed that the soundness of the building has 
remained intact. 

In the future, we plan to continue these observations and proceed with analyses that focus 
on questions around differences in changes due to external factors, such as seismic motion, 
and changes due to aging. 
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Figure 12: Time-dependent change of the primary natural frequency 

 

7 SUMMARY 

We examined the vibration characteristics of Kanagawa University Building 3 using 
microtremor measurements and a shaker experiment: the primary natural frequency data 
obtained were largely consistent for both methods. 

The transfer function obtained from strong earthquake motion observation records 
evidenced time-dependent change in the primary natural frequency of the building. In the x-
direction, the data showed that the natural frequency decreased when the maximum 
acceleration was large, and this correlation was strong. However, while a similar tendency 
was also observed in the y-direction, this correlation was weak. We will continue to analyze 
differences in vibration characteristics in the x- and y-directions. Currently, five years after 
the completion of construction, secular change is small, and conceivably, the soundness of the 
building remains intact. 

In the future, based on the results of these analyses, we will focus on extracting indicators 
that can be used for structural health monitoring. 

Notably, while this analysis has only treated primary natural frequency, in the future, we 
would like to also examine changes in attenuation characteristics. 
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Abstract. Wind-induced dynamic excitation is becoming a governing design action determin-
ing size and shape of modern Tall Timber Buildings (TTBs). The wind actions generate dynamic 
loading, causing discomfort or annoyance for occupants due to the perceived horizontal sway 
– i.e. vibration serviceability failure. Although some TTBs have been instrumented and meas-
ured to estimate their key dynamic properties (natural frequencies and damping), no systematic 
evaluation of dynamic performance pertinent to wind loading has been performed for the new 
and evolving construction technology used in TTBs. The DynaTTB project, funded by the Forest
Value research program, mixes on site measurements on existing buildings excited by heavy 
shakers, for identification of the structural system, with laboratory identification of building 
elements mechanical features coupled with numerical modelling of timber structures. The goal 
is to identify and quantify the causes of vibration energy dissipation in modern TTBs and pro-
vide key elements to FE modelers.

The first building, from a list of 8, was modelled and tested at full scale in December 2019. 
Some results are presented in this paper. Four other buildings will be modelled and tested in 
spring 2021.
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1 INTRODUCTION

1.1 Background

Due to population expansion and concentration in urban regions, housing shortage is an in-
creasing global issue, necessitating the efficient use of space in urban areas. One solution is an 
increased supply of tall buildings to optimize the best use of limited space. This has sustaina-
bility impacts surrounding the choice of materials and carbon footprint ramifications. Using 
more wood-based products in building construction, as a renewable raw material, could assist 
in the transition of society towards a circular based bio-economy, moving away from a depend-
ence on fossil fuels and extractive materials, whilst helping meet the commitments contained 
within the UN Sustainable Development Goals. The use of tall buildings with timber structures 
would be an opportunity to create value and impact by encouraging the increased use of forest-
based replenishable products. Tall Timber Buildings could provide cost effective, environmen-
tally sustainable developments, maximising the limited space available in urban regions. 

Tall Timber Buildings (> 10 storeys) is still a very new concept, some examples are:
Murray Grove (London, UK (2009)) – 9 storeys,
Forté (Melbourne, Australia (2012)) – 10 storeys,
Treet (Bergen, Norway (2015)) – 14 storeys,
Brook Commons (Vancouver, Canada (2017)) – 18 storeys,
Origine (Quebec City, Canada (2018)) – 13 storeys and
Mjøstårnet (Brumunddal, Norway (2019)) – 18 storeys.

The load-bearing system of these buildings are very different giving the buildings different 
properties. Building tall means several new challenges such as higher loads vertically and hor-
izontally, earthquake loads, fire safety and increased needs regarding technical systems as some 
examples. One aspect that is of special interest is the dynamic behavior related to wind-loads 
that leads to a need to limit acceleration levels at the top of buildings. This is a factor that has 
shown to govern the design of the stabilization system of tall timber buildings from a height of 
12-14 storeys and above, see [1] for example. The understanding of the wind-induced dynamic 
behaviour of Tall Timber Buildings (TTBs) and their components is till poor and results in a 
lack of confidence by designers in the use of timber as a construction material. A lack of reliable 
data for modelling is one of the main barriers in the further development of TTBs and wider 
utilisation of timber within construction. 

This lack of reliable data regarding modelling wind-induced vibrations for tall timber build-
ings was the motivation for starting the ForestValue project “DynaTTB - Dynamic Response 
of Tall Timber Buildings under Service Loads”. The project will be performed by partners from 
academia, research institutes and companies2 from five different countries in Europe during
2019-2022. The research hypothesis for this project is that it is possible to create computational 
models for Tall Timber Buildings, based on system identification and calibration of advanced 
Finite Element (FE) models. This will be underpinned by data from full-scale tests of a number 
of representative mid-to-high rise timber buildings in Norway, Sweden, France, Slovenia and 
the UK. The project plan will utilize unique horizontal electro-dynamic sliding shakers from 
the University of Exeter (UK) and CSTB (France) to perform vibrational tests and use the data 

2 RISE Research Institutes of Sweden, NTNU Norwegian University of Science and Technology, University of 
Exeter, University of Ljubljana, InnoRenew Renewable Materials and Healthy Environments Research and Inno-
vation Centre of Excellence (InnoRenew CoE), CSTB Centre Scientifique et Technique du Bâtiment, Linnaeus 
University, Moelven Töreboda AB, Moelven Limtre AS, SWECO Norge AS avd Lillehammer, Smith and Wall-
work Engineers Ltd, Galeo, Eiffage Immobilier Sud Ouest, Arbonis.
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to estimate Frequency Response Functions (FRFs) for a number of TTBs with different building 
systems.
The overall objective of the project is to experimentally identify a number of full-scale TTB
structures within Europe and, based on these results, develop representative FE-models to pre-
dict the vibration response of TTBs exposed to wind-induced dynamic loading.
This paper will present the structure of the project and the first preliminary results from the first 
two tested buildings. 

1.2 State-of-the-art

There are several all timber building systems that can be used for the stabilizing system in 
TTBs. In principle these systems can be made up of one-dimensional elements in the form of 
beams and columns, mostly made of glulam, or two-dimensional elements such as cross lami-
nated timber (CLT) or laminated veneer lumber (LVL). The one-dimensional elements can be 
used in moment-resisting frames or as trusses while the two-dimensional elements are used as 
shear walls to stabilize the buildings, see Figure 1. It is also possible to use hybrid structures 
with parts of the building system in steel or concrete to help support the building against espe-
cially horizontal loads. CLT elements are typically connected using shear or tension angular 
steel brackets and self-tapping screws [2]. The glulam members are typically jointed using dow-
elled connections with slotted-in steel plates - a jointing technique successfully applied in large-
span timber bridges and sport arenas.

© Marie Johansson

Figure 1: Principal buildings systems for Tall Timber Buildings, a) moment-resisting frames, b) truss-systems, c) 
shear wall systems and d) hybrid system combining timber with other materials.

TTBs have, in principle, sufficient strength capacity to resist lateral loads (e.g. wind, earth-
quake) for the ultimate limit state. However, instead the vibration serviceability limit state (SLS) 
governs the design, leading to the need to restrict wind-induced sway vibrations to within cer-
tain limits [4, 5]. The lowest natural frequencies, dependent on mass and stiffness, of the TTB 
sway motion is in the same frequency range as the wind spectra. The sway is, however, also 
largely dependent on the damping of the structure. Timber is a light material with only moderate 
stiffness and hence the fulfilment of the vibration SLS criteria, due to wind, results in re-
strictions to the total building height [6, 7].

The amount of sway/acceleration depends on the mass and stiffness distribution of TTB 
structures and the ability to dissipate vibrational energy from the structural system. Currently, 
the knowledge on structural stiffness and damping in TTBs is limited, particularly regarding 
the effects of different types of connections used in the load-carrying systems. These connec-
tions are crucial generators of stiffness and damping, yet little is known as to their impact on 
TTB structures. Current modal damping values used in the design of TTBs are based on guess 
work, with minimal underpinning rational or scientific basis.
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Two major contributors to damping are: material damping and structural damping. Material 
damping arises from the internal friction within the material of a timber element, whilst struc-
tural damping is due to friction and energy dissipation in the connections. Non-structural ele-
ments and their connections are also assumed to contribute to the total damping. Timber 
structures are lightly damped systems and, therefore, due to the nature of resonant response 
calculations, a small change in the damping ratio can lead to significant changes in the vibration 
response and overall serviceability performance. 

Although some TTBs have been instrumented and measured to estimate their key dynamical 
properties (natural frequencies, mode shapes and damping) [3], no systematic evaluation of 
dynamic performance pertinent to wind loading, has been performed for the innovative and 
evolving TTB construction technology. Knowing that the wind response calculations are highly 
sensitive to the damping values and natural frequencies, indicating that small variations in these 
uncertain modelling parameters may yield vastly different responses on either side of the ac-
ceptable vibration response values. 

Full-scale tests on TTBs has been done using Operational Modal Analysis (OMA), also ex-
pressed as Ambient Vibration Testing (AVT), where the dynamic response is measured without 
knowledge of the load, [3, 8] for example). This technique gives relatively good results for 
natural frequencies and mode shapes but offers considerably less reliable values for damping. 
Using Forced Vibration Testing (FVT) gives the possibility of controlling the load level and 
thereby establishing Frequency Response Functions (FRFs) [9]. Using FVT gives the possibil-
ity of measuring over a range of frequencies and will result in better understanding of the dy-
namic response of TTBs as a function of excitation frequency, which is important for stochastic 
wind loading containing multiple frequencies. The FRFs also give a better base for model cal-
ibration of the FE-models of TTBs. The partners at University of Exeter and CSTB have unique 
equipment enabling measurements of dynamical properties of other types of large civil engi-
neering structures, bridges and floors  [10, 11] which will be used for TTBs in this project to 
provide excellent opportunities to establish unique and vital data. 

FE models of full-scale TTBs have numerous uncertainties, for example, whereabouts stiff-
ness and damping occur. Improved knowledge of the dynamic behaviour of TTBs can be de-
veloped through dynamic tests on full-scale building structures (in-situ), but these are time 
consuming and costly. The goal of this project is to limit the required number of tests and de-
velop simulation tools such as reliable FE models. 

2 PROJECT PLAN 

The main objective of the project is to identify experimentally a number of full-scale TTB 
structures (existing or currently being built) and, based on these, develop representative FE-
models for predicting the vibration response of TTBs exposed to dynamic loading due to wind. 
Figure 2 includes eight TTBs (plus a timber bridge) that have been identified as potential can-
didates. In most cases the companies designing and building the structures are involved in the 
project as industry partners making drawings and calculation models available. Table 1 gives 
some data for the buildings such as height, width and depth as well as their main building sys-
tem.  
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Figure 2: Map of Europe with the buildings that will be measured.

Building 
name Country Building 

height
Building 

width
Building 

depth
Load-bearing 

system
Stabilising ele-

ments
Mjøstårnet Norway 85.4 36.8 16.3 Glulam Trusses
Treet Norway 46 Glulam+ strong 

concrete floors
Trusses 

Timber bridge 
(Fjell-leet)

Norway - Glulam Trusses

Hyperion France 57 30.6 19.1 Glulam + CLT Concrete Core
Treed It France 36 47.4 18.6 Glulam + Tim-

ber Concrete 
Slab

Concrete Core

FlowerValley Slovenia 12.7 14.5 21.2 CLT Shear walls
Kv Eken Sweden 24.4 27 19 Glulam Trusses
Yoker UK 22 31 28 CLT CLT Shear 

walls
Table 1: Selected data about the building included measurements and main load-bearing system.

The buildings represent different modern timber building techniques and offer good exam-
ples of a variety of building types, providing a range in dynamic response for calibration and 
reliability in the modelling work. The buildings are dispersed across Europe providing a geo-
graphic spread. A bridge is included being an excellent example as to a similar type of glulam 
structure, including dowel connections, but with less non-structural elements. This will support 
research into the effect of connections versus non-structural elements.

The work in the project is divided into three interrelated main work-packages (WP2-4) and 
two supporting work-packages 1 and 5, see Figure 3. Work-packages 2 and 3 are experimentally 
based, to improve the understanding of the real behaviour of complete buildings measured in-
situ (WP3) and parts of the structural system (components, connections and sub-assemblies), 
known to influence the dynamic response, as measured in the lab (WP2).

Work-package 4 includes the modelling aspects of the project, with a starting point from 
using best engineering judgement information to develop models of the buildings to predict 
load levels and initial estimates of the buildings dynamic responses. The data from WP2 will 
create detailed FE-models of the connections and sub-assemblies simulating the measured be-
haviour. These models will be simplified and used for model calibration of the FE-model for 

Image:  Smith&Wallwork

Image:  Moelven

Image: Moelven
Image:  Smith&Wallwork

Image:  Eiffage

Image:  Arbonis

Treet, 14 stories, 
glulam+volume elements Yoker, 7 storeys, CLT

Hyperion, 18 storeys, hybrid + CLT
Treed-IT, 12 storeys, 

Image:  Mariehus

Eken, 6 storeys, Glulam

Mjøstårnet, 18 storeys, 
Glulam

Image:  InnoRenew CoEKarantanika, 4 storeys,  
CLT
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the complete buildings, whilst also being calibrated against measurement data for the complete 
buildings.

Figure 3: Project structure – WP2 - Laboratory experiments and WP3 - In-situ Measurements will run in parallel 
whilst WP4 - Modelling supports the measurement WPs and is calibrated with data from measurements. WP1 -
Project management and WP5 - Dissemination will run during the whole project time for support and exploita-

tion of the results.

The project is on-going and so far, measurements using forced vibrations have been con-
ducted on two buildings, Treed-It in Paris and Yoker in Glasgow. Preliminary results from the 
measurements and modelling of these two buildings will be presented in this paper as well as 
an overview of the measurement techniques and modelling techniques used.

3 EXAMPLES OF BUILDINGS AND RESULTS

3.1 The Treed-It Building - structure

Treed-It is a 12 story building with the first podium story in concrete and then 11 stories 
with a glulam structure. The building is stabilized against horizontal loads with an elevator shaft 
in concrete. The building is located in Champs-sur-Marne and is constructed by Vinci Engi-
neering with Arbonis as the main contractor for the timber parts of the structure. The main part 
of the construction work has been done during 2019 with the timber structure being raised dur-
ing July to October 2019. The building was finished July 2020.
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Figure 4: The structure of the Treed-It building with a concrete core and a glulam structure around it and mix 
timber-concrete floor slabs.

3.2 Modelling of Treed-It

An FE-model of the Treed-It building has been built using Ansys by CSTB. The structure is 
modelled using beams for the timber part and shells for the concrete and mix parts. As the 
building was not totally completed at the time of the dynamic measurements, the modelling 
takes into account the missing dead loads corresponding to inner partition that were not in place 
when natural frequencies have been measured. Oppositely, the stiffness of the structure was 
already the same as the final one. Cladding, that was already finished, is considered as bearing 
only load and no rigidity because façade is not contributing to the horizontal strength.

Figure 5: Ansys model of the Treed-It building by CSTB, using beam elements for the columns and beams and 
shells for the slabs and the concrete core.
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Figure 6: Dynamic analysis of the Treed-It Building performed by CSTB before the real testing.
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3.3 Testing of Treed-It

The dynamic properties of the Treed-It Building was measured by CSTB using a horizon-
tal mass shaker with a moving load of 500kg.The shaker was lifted in one piece to the top 
floor by a tower crane. With a stroke of 240mm the sinusoidal force applied to the building 
was up to 8000N. This applied force increases with the square of the frequency, as it is an in-
ertial exciter. A first measurement campaign was conducted in December 2019 without inter-
nal partition.

Figure 7: Horizontal force applied by the mass shaker for a given stroke (left) and shaker in 
operation on the Treed It Building (right)

Three locations of the shaker have been tested. Accelerometers were placed at three levels 
(11th, 7th and 2nd floor) to measure the amplitude of floor displacements, some displacement 
sensors (LVDTs) put between timber beam at the 7th level to measure the deformation of the 
structure. The preliminary analysis of the time domain signal show damping ratio close to 2% 
of critical, calculated from the decay of the acceleration signals. A more refined analysis 
shows damping is amplitude dependent. For large amplitudes (0.05m/s² to 0.1m/s²) the struc-
tural damping ranges from 2.5% to 3.5% of critical, depending on which mode is excited. For 
low amplitudes (less than 0.01m/s²) the damping ratio drops down to 1% of critical or less.

Figure 8: An example of decay of an accelerogram of shutdown test, amplitude in m/s²
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A second measurement campaign on Treed It was achieved in June 2020, with all internal 
partitions done. These partitions added mass and stiffness at the same time : the balance of 
both gives a slight increase of frequency for the first bending mode, a more marked decrease 
for the second bending mode and the torsion one. 

4 CONCLUSIONS

The DynaTTB research program will provide valuable information concerning the FE mod-
elling of high-rise timber buildings, to be used by designers for assessing the comfort of final 
users. The modeling of structural damping of such structures is one of the main input of this 
European research.

5 FURTHER WORK

A FE-model of the Yoker building, which is a 7 storey building in Glasgow designed by 
Smith and Wallwork Ltd, made using a CLT structure, has been modelled using Ansys by Uni-
versity of Ljubljana. The dynamic properties of the Yoker building was measured Feb 2020 by
University of Exeter using horizontal shaker. The Hyperion building in Bordeaux was first 
tested in July 2020 and will be tested again when completed in March 2021. Data processing is 
under way.

An extensive measurement campaign in Scandinavia is planned at spring 2021.
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Abstract. In the present paper the risk assessment of the medieval Norman tower of Craco 
(Matera, Italy) is discussed. Craco is a totally abandoned little town because of the activation 
of landslide motions of its soil depth. The medieval tower is one of the few buildings still 
standing as it is built on a fixed stiff foundation ground. Nevertheless, the tower is, indirectly, 
subjected to the movements of the close landslide. 

The tower is located in the highest and more stable part of the hill where the old town was 
built in the XII century for protection from enemy attacks. It is 20 m tall and has a (11 x 11) 
m2 square plan. The basement has a truncated pyramid shape; originally it had two masonry 
vaults, one barrel on the first floor, which no longer exists, and a still visible cruise at the 
second order, connected by a now destroyed internal staircase. In 1949 a reinforced concrete 
cistern was placed inside the tower. 

Craco is classified as a town with a medium level seismic hazard. The main aim of the pre-
sent study is to evaluate the seismic risk by means of a Finite Element model, calibrated 
through dynamic tests performed on the tower and considering the historical value of the 
structure and the context in which it stands. In fact, the structure is characterized by several 
peculiarities: the presence of a reinforced concrete cistern, the interaction with the surround-
ing buildings, the closeness to the landslide, the topographical exposition, etc. Moreover, the 
structure has a great impact on the society due to its touristic interest, as it is an emblem of 
the, so-called, “ghost town” of the Appennino mountains. 

A new approach is proposed to evaluate the effects of all the previously cited features on 
the evaluation of the seismic risk of the tower, introducing also economical and sociological 
parameters.
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1 INTRODUCTION
In Italy the preservation of architectural heritage towards seismic actions, occupies a prom-

inent place in the social and scientific community priorities. The recent seismic events in Italy 
underlined the fragility of the historical heritage, which is vulnerable to horizontal forces. 
Such structures, as well known, were realized only in accordance with the rules of “good 
practice”, which of course were defined considering the ordinary service conditions, i.e. the 
presence of vertical loads. Thus, in most of these structures a detailed analysis is required to 
safeguard this heritage, and, consequently, it is necessary to define procedures for evaluating 
their vulnerability. These procedures can be a tool for the Authorities, which have the respon-
sibility of their maintenance, for judging and scheduling possible interventions. In recent 
years, the mechanical characteristics of the masonry walls, which make up a historical build-
ing, have been a topic of discussion in various studies; in fact, due to the historical value of 
such structures, the use of traditional tests for the evaluation of the mechanical properties is 
not allowed. As a consequence, the researchers’ attention was devoted to the use of dynamic 
tests and the results are utilized to obtain the global mechanical characteristics of the structure
[1-5].  

However, for a complete evaluation of the seismic hazard of a historical structure more
considerations/information are needed. 

In the report Natural Disasters and Vulnerability Analysis [6], based on the Expert Meeting 
held in 1979, the scientific community proposed to unify the evaluation of disaster expected 
damage in any area of interest, through the definition of three parameters:

Hazard (H), consisting in the probability that a disaster can occur;
Vulnerability (V), consisting in the evaluation of the consequences of a disaster;
Exposition/Exposed elements (E), consisting in the socio/economic evaluation of the
consequences; this parameter is linked to the context of communities.

On such basis, in [6] the following relationship for the evaluation of the Risk (R) was sug-
gested: 

Risk = Hazard • Vulnerability • Exposition (1)

In the last decades, on the basis of this general formulation, several conceptual approaches 
were developed for the risk assessment related to technological hazards (i.e., nuclear risk) [7,
8] and to natural disaster hazards (i.e., seismic, landslide, blast, flood) [9-13].

In particular, for seismic hazard several models are proposed in [14, 15] to evaluate and es-
timate the economic losses due to earthquakes for different Italian building typologies. 

Recent seismic events highlighted that significant damages were attained in structural and 
non-structural components of Italian Heritage also under low-to-medium intensity earth-
quakes. For the purpose of improving the seismic safety of all existing Italian buildings, the 
Italian “Guidelines for the seismic risk classification of constructions” approved in February 
2017 [16] provides technical principles for all seismic risk assessment.

Although several methodologies are available in literature, the evaluation of the risk for a 
historical building is still under discussion, because for this kind of structures the same proce-
dures of a common building cannot be adopted, due to their peculiarities.

The present work is focused on such topic; in detail, the seismic risk evaluation and the 
expected damage computation due to a possible seismic event on a historical tower is dis-
cussed.  

In this paper a new approach is suggested for extending the procedure proposed in [16] to 
typical buildings of the Mediterranean area, in particular to historic masonry buildings. Since 
the fragility functions of structural and non-structural components, which are defined for rein-
forced concrete and residential masonry structures, still need a calibration and validation for
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other masonry buildings, in this paper the methodology of Italian legislation [16] is applied to 
the specific case of the Norman Tower of Craco. 

2 PROPOSED APPROACH 
The Italian guidelines approach for the evaluation of the seismic risk is described in detail 

in [17], which reports the fundamental principles and the procedures for determining the 
seismic risk class of a building and, moreover, for designing reinforcement interventions to
reduce the seismic risk. The guidelines introduce several risk classes, from A to G, whose 
seismic risk increases passing from A+ to G. To evaluate the risk class of a building, the doc-
ument refers to a conventional approach and a simplified one. The conventional method, 
which requires a detailed seismic evaluation of the structural system for different limit states
and is principally calibrated for the application to reinforced concrete structures, is the only 
one that allows improving the building risk class of two or more classes through adequately 
designed reinforcement interventions. However, the simplified approach, based on the Euro-
pean macro-seismic scale [17], is proposed for masonry buildings. The latter defines the seis-
mic risk class based on the structural type and potential structural deficiencies. In this case, 
the local strengthening interventions allows to improve the seismic risk of only one class. 

Based on the conventional approach and in accordance with eq. (1), the Seismic Risk As-
sessment (SRA) is identified by three parameters: H is the probability that an earthquake oc-
curs considering the seismic zone in which the building is located, V is the vulnerability of the 
structure, in term of load-bearing capacity during the earthquake and E is a parameter which 
takes into account the socio/economic consequences of structural damages. In particular, the 
SRA of buildings is conducted at different Limit States: Operational Limit State and Damage 
at Serviceability Limit State; Life Safety and Collapse at Ultimate Limit State, according to 
the current Italian building code [16-18].  

Following this approach, the seismic risk class of a building is defined as the minimum be-
tween two classes: one associated with the Safety Index of the structure at the Life Safety
Limit State (namely SI-LS) and the other one related to the expected annual loss, in Italian 
code [16] namely Perdita Annuale Media Attesa (PAM).  

In detail, the first index, SI-LS, of the structure is defined as the ratio between Peak Ground 
Acceleration capacity (PGAC), which determines the achievement of the Life Safety Limit 
State, and the Peak Ground Acceleration design (PGAD) referring to the Peak Ground Accel-
eration (PGA) of the Life Safety Limit State for the specific site where the construction is lo-
cated, indicated by the Italian code for the design of a new building. Thus, the class associated 
with this parameter may be evaluated [16], namely ClassSI-LS. 

The second index, PAM, estimates the overall behavior of the construction in terms of eco-
nomic value (PAM) and computes the performance of the structure for different earthquake 
intensities/return periods Tr. Such index is obtained by plotting the percentage Reconstruction 
Costs (RC) vs. the mean annual frequency of exceedance (equal to r) and connecting 
the points representative of each limit state. The so-obtained broken line is the PAM-curve,
the PAM value corresponds to the area under the broken line; the smaller the area subtended 
by this curve, the lower the expected average annual loss (see Figure 1). RC is defined con-
sidering the building collapse due to earthquake event and the relevant costs needed to rebuild 
(according to regional price lists).

Each PGAC corresponds to a given return period and a mean annual frequency of exceed-
Once the building performance associated with a specific limit state is known in 

r repair/reconstruction cost 
of structural and non-structural components expressed as a percentage of RC, is needed.  
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The return periods, TrC, associated with the peak ground accelerations corresponding to the 
achievement of the Damage and Life Safety Limit States for the examined building may be 
evaluated adopting the following relationship: 

TrC = TrD (PGAC/PGAD) (2)

with  equal to: 
.49 for ag > 0.25g

(3) 
.43 for 0.15 g < ag 0.25 g
.356 for 0.05 g < ag 0.15 g
.34 for ag 0.05 g

where ag is the maximum acceleration on rigid soil for the considered site. 
For each return period TrC the average annual frequency of exceedance is defined by equa-

tion (4): 

= 1/TrC (4) 

To estimate the repair/reconstruction cost associated with each limit state, [16] provides 
conventional repair costs in terms of a percentage of RC for each limit state, properly cali-
brated to include all the repair actions associated with a specific damage level. Easy formula-
tions to determine the capacity of the structure at Operational Limit State and Collapse Limit 
State are suggested in [16], once those at Damage Limit State and Life Safety Limit State are
known. In particular, the annual frequency of exceedance at Operational Limit State and Col-
lapse Limit State can be computed according to the following simplified formulations:

OLS = 1.67 DLS (5) 
CLS = 0.49 LSLS

where OLS is the annual frequency of exceedance at Operational Limit State, DLS is the an-
nual frequency of exceedance at Damage Limit State, CLS is the annual frequency of exceed-
ance at Collapse Limit State, LSLS is the annual frequency of exceedance at Life Safety Limit 
State.

The percentages of RC were estimated according to the actual repair costs monitored in the 
reconstruction process of buildings. Based on the costs analysis and taking into account stud-
ies based on macro-seismic analyses as well as post-earthquake observational data reported in 
[3], the percentage of RC associated with Damage Limit State and Life Safety Limit State 
were set equal to 15% and 50%, respectively; moreover, the percentage of RC for Operational
Limit State and Collapse Limit State were set equal to 7% and 80%, respectively. The repair 
costs associated with the Initial Damage Limit State and total loss or “Reconstruction” Limit 

0%, were assumed equal to 0 and 
100%, respectively (see Figure 1 and Table 1). 

Figure 1: Trend of the curve that identifies PAM referring to a construction with a nominal life of 50 years 
and belonging to the use class II in according to [18].
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Limit State Percentage of RC [%]
Reconstruction 100
Collapse 80
Life Safety 50
Damage Limitation 15
Operational 7
Initial Damage 0

Table 1: Reconstruction/Repair Costs, expressed as percentage of RC, associated to each Limit State. 

To determine the seismic risk class, the approach proposed in [16] requires evaluating 
PAM, according to the following equation: 

(6) 

where index “i” represents the generic limit state (i=5 for Collapse Limit State and i=1 for 
Initial Damage Limit State). Thus, the class associated with this parameter may be evaluated 
[16], namely ClassPAM.

Hence, the seismic risk class of the analyzed building corresponds to the worse risk class 
between ClassSI-LS and ClassPAM.

The described procedure allows to simplify the seismic risk assessment and to have a de-
sign-oriented approach suitable for common practice applications. It is necessary to specify 
that the computation of the PAM class relies on the assumption that the repair costs at the dif-
ferent limit states are constant for private residential buildings without any distinction at com-
ponent level.  

This aspect obligates to calibrate the repair cost for different types of Italian construction 
heritage. In detail, for non-residential buildings the repair cost must be calibrated considering 
all their characteristics which lead to their proper value. In the following, a new approach is 
calibrated for the analysis of the case study of the Norman Tower of Craco. 

2.1 Case of study 
In this research the interest is centered on the Medieval Town of Craco, near Matera (Italy) 

and in particular on its tower. Today visiting Craco, the scenario is a village completely aban-
doned due to severe landslide motion, developed in the south-western part between 1959 and 
1972, which damaged most part of the existing buildings. The Norman tower, object of the 
present study, was endowed with a defensive purpose and, for this reason, located on the 
highest point of the hill. The city has developed over time around it, thus creating the actual 
historic center (see Figure 2). 

The Norman tower is one of the few structures remained unharmed by the effects of the 
landslide, until today. The defensive character of the tower is underlined by its robust appear-
ance and by a quadrangular structure of 11 m size in compact masonry. The structure consists 
of an architrave opening on the East side at the first level, which allows access, and arched 
openings on the second level (12.5 m), one for each side, with the exception of the one facing 
North. Cracks arranged in three rows at the height of the crown (triangular in the lower rows 
and quadrangular in the third row) mark the horizontal closure placed at 20 m from the 
ground level, while the basement has a truncated pyramid shape.

Originally the structure had two masonry vaults, a barrel one (no longer existing) on the 
first floor and a cruise vault on the second level, connected by an internal staircase which was
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destroyed. In relatively recent times, the inside of the tower has been subjected to manipula-
tions, which have affected the general state of conservation. In 1949 the barrel vault and the 
staircase were demolished, and a municipal reinforced concrete tank of water with a cylindri-
cal shape was realized. The cistern is not connected to the tower, but at some levels it is per-
fectly adherent to it.

Figure 2: South-East view of Craco with Normand tower.

A geometric survey was performed for evaluating the main characteristics of the structure:
the wall thickness varies from 2.15 m at the base of the tower, to 1.70 m at the top.  Based on
a visual inspection and on the analysis of documents, it is assumed that the wall is realized by 
rubble masonry with a sand-interposed core. Externally the masonry base consists of a set of 
irregular river stones and shows conditions of advanced decay; the upper part of the tower, 
apparently in good conditions, consists of sandstones of varying sizes, with the exception of 
the cantons where cut stone blocks prevail, used for the double rings of the arched openings.  

2.2 A new approach for the Reconstruction Cost calibration
The Reconstruction Cost [16] is the fundamental parameter for the evaluation of the PAM 

class, ClassPAM. In the specific case of the Norman Tower, it is not plausible to hypothesize a 
mere reconstruction cost which cannot take its significant historical and cultural value into 
account. In fact, even if the reconstruction could be economically estimable, however in no 
way it could replace the historical and cultural value lost in the event of its collapse and/or 
serious damage. 

For this reason, the approach here proposed envisages the definition of a new Reconstruc-
tion Cost (RC*), in accordance with equation (7), which, for the present case, is specified by 
introducing a new parameter, the Usability Loss (CUL). Therefore:

RC* = RC + CUL (7) 

In the following, the evaluation of such parameter is proposed.
In the last decade, Craco has become a tourist attraction centre for its history, social value 

and historical and architectural heritage, becoming a symbolic ghost town. For this reason, the 
"Scenographic Museum of Craco" was realized with the aim of organizing touristic tours in 
the historic centre of Craco and in particular some visits of its symbolic structures, including 
the Tower.

It is possible to assume that the collapse of the Tower by seismic events and, therefore, the 
loss of a symbolic element of the historical centre would cause the non-usability of the latter. 
Consequently, the non-visitability would produce an economic loss during the whole period, 
which coincides with the "Recovery Time" of the structure. Such loss is here utilised for the 
evaluation of the proposed Usability Loss (UL) parameter, as a tool to estimate the historical-
artistic value of the Tower.
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The introduced parameter may be applied to any kind of structure with a histori-
cal/architectural value, by adopting a criterion able to describe the specific characteristics of 
the examined structure.  
In this paper, the Usability Loss is quantified by calculating the monthly number of tickets 
sold (NT), the time to rebuild the structure (t) and the average ticket price (CT). In particular, 
the number of annual users of 2017 has been divided on a 12 months-period, so the monthly 
number NT is equal to 1416. 

The average ticket price CT available from the "Parco Scenografico Museale di Craco" web,
is equal to €10 [20].

To identify the recovery time (t) and the Reconstruction Costs (RC) an intervention has 
been hypothesized, which foresees the faithful reconstruction of the “as it was, where it was” 
type, in accordance with the costs of [21]. It was therefore estimated that this intervention
lasts 12 months, probably the shortest, to try to create the least possible discomfort at the mu-
seum.

Thus, Norman Tower RC* is given in Table 2. 

New Parameters Acronym Costs (€) 
Cost of reconstruction RC € 316,468.00
Loss of usability CUL € 170,000.00
Cost of reconstruction’ RC* € 486,468.00

Table 2: New parameters and their economic value. 

2.3 Seismic risk class of the Norman Tower 
To evaluate the seismic risk class of the Norman Tower of Craco, the conventional method 

was applied as indicated by [16], adopting the prescription of the current Italian Technical 
Standards for Construction “NCT 2018” [18, 19]. 

The analysis of the structure was carried out by means of PROSAP software [22]. The 
structure was modelled through 12,160 shell elements, 12,470 nodes and a rigid floor. The 
following mechanical parameters for the masonry walls have been assumed: 

Young’s modulus (Em) equal to 1050 MPa
Poisson's Modulus ( m) equal to 0.2
Average specific weight of the masonry (wm) equal to 19 kN/m3,

while for the reinforced concrete elements the following values have been assumed: 
Young’s modulus (Ec) equal to 27460 MPa
Poisson's Modulus ( c) equal to 0.2
Average specific weight of the masonry (wc) equal to 24 kN/m3

All the walls have been considered pinned at the base. The gravitational loads are the ones 
due to the structural masses, as no servicibility loads are acting on the tower. 

In the following, the detailed procedure for the evaluation of the the Norman Tower 
seismic class is described. In the first part, the PAM graph is evaluted, while in the second 
part the safety index is discussed, and, finally, the risk class is defined. 

The Italian building code [16] gives the design PGA for the Life Safety Limit State 
(PGAD-LS-LS) and for the Damage Limit State (PGAD-DLS), by using the Elastic Demand Spec-
trum for Craco town (Figure 3): 

PGAD-LS-LS= 0.103g
PGAD-DLS= 0.048g
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Figure 3: Elastic Demand Spectrum of Craco Town

The FE analysis allows the evaluation of the capacity peak ground acceleration related to 
the achievement of the Life Safety Limit State (PGAC-LS-LS) and the Damage Limit State
(PGAC-DLS):

PGAC-LS-LS= 0.083g
PGAC-DLS= 0.0336g 

The return periods, TrC, associated with the considered limit states (LS-LS and DLS) were 
then evaluated by using the equation (2), where was set equal to 1/0.43, in accordance with
equation (3) (Craco lays in the seismic zone 2 [23]). In the following, the calculated TrC val-
ues are reported:

TrC-LS-LS= 287 years
TrC-DLS= 22 years

Finally, in accordance with the Italian codes, the Annual Average Exceedance ( ) (see
equations 4-5) and the minimum/maximum values of the economic loss for the reconstruction 
of the Tower were evaluated. The procedure adopts the same percentage.

For each considered Limit State, the value of the reconstruction cost percentage and the 
annual average exceedance values are reported in Table 3, which has been defined adopting 
the same percentages of Table 1.

Limit State Percentage RC*
[%]

Cost (€) Annual Average 
Exceedance ( )

Restoration 100% €486,468.00 0
Collapse 80% €389,174.00 0.0015
Safety Life 50% €194,587.00 0.003
Damage 15% €29,188.00 0.046
Operational 7% €2,043.00 0.076
Initial damage 0% €0.00 0.1

Table 3: Reconstruction/restoration costs (RC*) and Average annual frequency of exceedance, associated 
with the achievement of each Limit State for the Tower of Craco.

Finally, ClassPAM is identified by means of Table 6 [16] which associates the class to the 
range of values assumed by PAM.

For the Tower studied in this paper, the PAM-value is equal to 2.07%, corresponding to 
CPAM- class (see [16]).

The second step of the procedure, needs the evaluation of the safety index of the structures, 
which is defined as the ratio between the peak ground acceleration capacity PGAC for which 
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the building reaches the Life Safety Limit State and the peak ground acceleration demand 
PGAD of the site where the construction is built, with reference to the same limit state. In the 
case here examined, the first PGA is equal to 0.083g while the second to 0.103g, thus the 
safety index is equal to 81%.  
The risk class associated with the Safety index can be derived through [16] and is equal to ASI-

LS. 
On the basis of the aforementioned parameters, the Seismic Risk Class of the Tower is C,

that coincides with the worst/lowest class between the ClassPAM and the ClassSI-LS, i.e. the one 
corresponding to the highest risk. It is useful to point out that the seismic risk class corre-
sponds to the one associated with the PAM class, that is the one modified by the proposed 
procedure. 

In conclusion, for the Norman Tower, being an asset with significant historical and cultural 
value, hypothesizing a cost of reconstruction alone is not plausible. Its reconstruction, howev-
er, economically estimable, can in no way being representative of the historical and cultural 
value lost in the event of its collapse. The identified approach, therefore, for the estimation of 
the RC* parameter represents a possible proposal for the determination of an economic value 
of PAM, associated with types of buildings with high historical and cultural value and acces-
sible to the public. 

3 CONCLUSIONS
A new methodology able to evaluate the seismic hazard of the medieval tower of Craco 

has been proposed, being this construction a historical-monumental building. The current Ital-
ian guidelines for seismic risk assessment provide a method based on both the indices PAM 
and SI-LS. However, this method is proposed for application to residential buildings in rein-
forced concrete, here such method is extended to the analysis of historical masonry structures.  

In detail, the calibration of the Reconstruction Cost (RC), necessary to the PAM index cal-
culation for the seismic classification, has been developed. PAM is evaluated by different pa-
rameters in the formulation of the new reconstruction cost (RC*). These parameters take into 
account the socio-economic, architectural, historical and cultural value of the structure. Spe-
cifically, in the study case of the Norman Tower, the Usability Loss has been considered as 
crucial parameter. This choice depends on the museum function of the tower and the ghost 
town of Craco.

From the analysis the tower PAM-value was equal to 2.07%, corresponding to CPAM-class.
Further in-depth studies and analyzes are necessary for the validation of the proposed 

methodology. Additional parameters could be identified in order to take into account several 
aspects that can condition the value of the building. 
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Abstract. The archaeological site of Pompeii has been subjected to restoration interventions
since the beginning of its excavation. After the second World War concrete structures replaced 
the old wooden roofs erected in the late XIX. A systematic study of these structures is lacking,
despite the number and the significant role they play in the stress state of the ancient masonry. 
In particular, the structural role of atriums roofing structures in the Pompeii buildings is ex-
amined. The impact of the restoration interventions actually present in the archaeological area 
of Pompeii is analyzed. A dynamic analysis has been performed to assess the seismic vulnera-
bility of the ancient buildings in their actual state. The paper shows that maintenance of the 
existing interventions is a fundamental topic and substitution of r.c. roofs with timber structures 
cannot be justified by structural reasons. As a case study the entire Domus of the Tragic Poet 
is analyzed. A simulation involving a wooden roof is compared with the actual structure of 
concrete roof building.
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1 INTRODUCTION

Pompeii, since its first excavation campaign, has been profoundly altered by successive mu-
tilations, additions and transformations. In some cases strong interventions have been made in 
order to rebuild the original construction. This makes archaeological remains the object of com-
plex, interdisciplinary studies involving archaeologists and applied scientists [1]. The balance 
between the respect of the ancient construction and the exigence of safety is a great challenge 
for the structural engineer [2, 3, 4]. Several different approaches for the interventions on Cul-
tural heritage have been developed in these last decades [5, 6]. Different restoration materials 
have been in fact used during the decades, according the scientific approach to the structural
technology of the time.

Fig. 1. Concrete Atrium roofs: Villa dei Misteri (left), Fabius Rufus (center) and Tragic Poet (right).

The first structural interventions in many Pompeian Domus involved the replacement of old 
wooden roofs with concrete structures similar to the old ones, especially in the two decades 
among 1960 and 1980, as the photo archives testify. Several of these roofs realized in particular 
on the atriums are nowadays visible (Figure 1) and the scientific debate is mainly about oppor-
tunity and durability of these interventions [7]. Reinforced concrete and wood are in fact the 
most diffused materials for the roofing structures of the atriums actually present in the archae-
ological area of Pompeii (Figure 2). A systematic study of these structures is lacking, despite 
the number and the significant role they play in the stress state of the ancient masonry.

Fig. 2. Wooden atrium roofs: Vettii Domus (left) and Domus on Cardo V inferiore

The use of steel structures in the atriums is limited, being extensively employed for quasi-
provisional structures, therefore perhaps a more detailed analysis about the structural perfor-
mance of both wood and r.c. in the seismic case could be a starting point in the scientific debate 
about the necessity of substitution of last with the first one [7]. It must be noted that all the 
upper part of the Domus atriums have been rebuilt and the ancient Pompeian masonry repre-
sents only the lower part of the walls [8], so that the seismic vulnerability should be regarded 
only from the point of view of the human safety and protection of original mosaics and paintings
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[9]. An eventual collapse without damage to artworks could only bring back the walls to the 
original ruins state [10].

A Pompeian atrium is only a limited part of the complex structure of the Domus, so that the 
cultural discussion about the quality and scheme of the roof cannot be set apart from the struc-
tural analysis of the whole structure of the building and its history [11, 12]. The analysis of part 
of the structure, as successfully done in some cases [13, 14] cannot be applied to the Roman
Domus, that is a complex arrangement of different materials and structures.

This paper deals with this last aspect, analyzing the whole Tragic Poet Domus by means of 
a finite element code. The influence of two distinct materials (wood and reinforced concrete)
for the roof of the Tuscanic atrium. The structural behaviour is not significantly affected by the 
structural material chosen for restoration, so that the actual concrete roof (at present in perfect 
conditions) do not need an urgent replacement. The structural dynamic analysis of the whole 
Domus has shown that the atrium is the core structural element of the entire construction and 
the roofing technique do not significantly influence the vulnerability of the construction.

2 STRUCTURAL ANALYSIS

The Tragic Poet Domus in Pompeii, also known as the Domus of the “Cave canem” for its 
splendid black-white mosaic with a dog has been analyzed [15]. The case study is a corner 
building (Figure 13) with a Tuscanic atrium. The actual roofing structure is composed of r.c. 
beams, wooden rafters and clay shingles (Figure 1). The Domus has been chosen because it is 
a typical example of the Pompeian House [16] in which a key structural role is played by the 
large atrium, with a r.c. roofing structure in good conditions [7].

A finite element analysis has been performed in order to evaluate the role of the roofing 
structures’ technologies in the structural behavior of the Domus (Figure 4).

Fig. 3. The “Cave canem” mosaic (left) and the Tragic Poet Domus (right) [7].

The linear analysis has been considered sufficient [17, 18] and has been carried out by means 
of a commercial finite element code [19], the whole structure has been modelled with solid 
tetrahedral elements C3D10 with medium dimensions 0.4 m. Different constitutive parameters 
have been taken into account, as reported in Table 1.

Mechanical properties Masonry R.C. Wood Wooden deck
Density, [kg/m3] 1937 2500 550 400
Elastic modulus, E [N/mm2] 1140 30000 9800 6000
Poisson‘s ratio 0.2 0.16 0.2 0.2

Table 1. Mechanical properties.
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Fig. 4. Picture (left) and 3D mesh for the case study (right)

Two different roofing structures have been considered for the analysis: an ideal wooden 
structure and the actual r.c. one, leaving unaltered every other element of the Domus (geometry, 
material characteristics and self weight). The analysis results are reported in the following pic-
tures, so to allow comparison in the two considered structural cases.
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Fig. 5. Principal compressive stresses due to self weight. Detail of the front view

In Figure 5 a detail of the front view with a map of the principal compressive stresses due to 
the self weight is reported. Considering that the Roman masonry is only the lower part of the 
walls, its stress state in the two examined cases is similar, and this is true for all the ancient 
Domus masonry.
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Fig. 6. Distribution of stresses in the case of selfweight and seismic action along x-axis.
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Dynamic analyses have been performed considering the seismic action along the two prin-
cipal axes of the Domus, involving a PGA 0.244 g and masonry tensile and compressive 
strength equal to 0.1 MPa and 3 MPa respectively [20, 21].

A similar condition can be evaluated in Figure 6 reporting the principal stress maps in the 
case of the combined actions of selfweight and seismic load along x-axis.
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Fig. 7. Atrium distribution of stresses in the case of selfweight and seismic action along x-axis

In Figure 7 the stress state of the atrium is picted. As it can be note, the stress values are of 
the same order. The seismic analysis according the y-axis, reported in Figure 8, does not give 
more information, due to the larger inertia of the Domus in this direction.
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Fig. 8. Distribution of stresses in the case of selfweight and seismic action along y-axis

A dynamic modal analysis has been performed to assess the quality of response to seismic 
actions. The first 8 modes of vibration involve only limited structural elements: in general, all 
the masonry walls departing from the central block of rooms and the vestibulum. A representa-
tion of the first mode of vibration, where the vestibulum is involved, is reported in Figure 9.

The eventual collapse of the peripheral masonry elements makes the Domus become a more 
compact structure around the central atrium, since only the ninth mode of vibration involves 
almost all the domus structure, atrium and peristilium, as it can be seen in Figure 9.
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Fig. 9. First (left) and ninth (right) mode of vibration according the x-direction

These last considerations about the modes of vibration underline again the central role of the 
atrium in the overall behaviour of the Domus.

3 FINAL REMARKS

A Pompeian Domus is a complex arrangement of various structural elements, subjected in 
their previous life to heavy restoration interventions, in general respecting the original structural 
geometry only. Different restoration materials have been in fact used during the decades, ac-
cording the scientific approach to the structural technology of the time. This paper analyzes the 
roofing interventions actually present in the atriums of the Pompeii archaeological area.

The entire structure of the Tragic Poet Domus (masonry walls and r.c. roof) is analyzed by 
means of a finite element code to evaluate the influence of structural material. Two cases have 
been examined: the actual r.c. roof structures, due to a post War intervention, and a geometri-
cally similar timber structure. With regard to stress and strain maps, the two structures affect 
similarly the lower Roman masonry structures, so that substitution of r.c. roofs with timber 
structures cannot be justified with structural reasons.

Archaeological, aesthetical and durability considerations together with the restoration yard 
management, excluded in this approach, are the main aspects to take into account in a restora-
tion program, since the stability and vulnerability questions depending on the roofing material 
assume limited importance as it has been shown in this paper.
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Abstract. The analysis of structures subjected to earthquake actions can be carried out by 
means of several methods with different levels of accuracy, among which the nonlinear dy-
namics is generally recognized as the most reliable one. This paper presents a general treat-
ment to develop approximate solutions for rigid-plastic response of structures subjected to 
base harmonic pulse, by means of a numerical procedure on purpose developed. The case 
study is a vertical cantilever beam, with base support, constant mass and inertia distribution, 
subjected to only ground acceleration. The failure is assumed depending on the formation of 
a single shear hinge and the results are expressed in general terms. As a result, the motion 
proceeds through successive spreading and contractions of the plastic front and related elas-
tic returns. Possible applications of the method to real structures can be envisaged. 
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1 INTRODUCTION 
The strong demand of sustainable energy has today led to build many aeolian park en-

dowed of several wind turbine properly equipped for the production of electric power. A great 
number of these parks have been realised in seismic areas, and many of them have been estab-
lished in Irpinia, a region in Southern Italy that was devastated by a strong earthquake in 
1980. Observed collapse of several wind towers can be yield by a system of severe actions 
(see Fig. 1), mainly due to the action of the wind or earthquake. For the earthquake perturba-
tion a nonlinear dynamic model presented in [1, 2, 3] constitutes a reliable tool to analyze this 
kind of problems.

Fig. 1. Collapsed wind tower [25].

A high level of expertise, high costs, and large amounts of calculation time are required to 
model the steel towers of these modern windmills. Constitutive and structural models with 
sufficient accuracy and low numerical complexity are generally adopted when elastic re-
sponses can be neglected, so that a rigid-plastic model, usually extensively employed in 
earthquake engineering, constitutes a simplified procedure [4, 5, 6, 7, 8]. The implementation 
of rigid-plastic models is a non-conventional stiffness-based computer method, because it ex-
hibits a stiffness jump. Numerous constitutive models for rigid-plastic bending frames are 
largely widespread, while shear constitutive ones are quite rare. Nevertheless, the latter pro-
cedures have the advantage of a low computational complexity and a reduced number of me-
chanical parameters (yield property) [9, 10]. These advantages are the starting point of the 
present study because simple relationships between structure strength and parameters that are 
useful for design purposes can be established [11, 12]. Various authors analysed the dynamic 
plastic bending responses of structural elements in steel and reinforced-concrete structures
and they found that bending hinges are the result of the general response characteristics of 
several structural elements under transverse loads. A concise number of studies have exam-
ined the dynamic of the plastic shear failure. An important issue in bending and shear prob-
lems is related to the localization and extension of plastic hinges [13, 14]. 

The structural dynamics has been largely analysed adopting the single-degree-of-freedom 
(SDOF) model that provides a first good evaluation of the response mode usually responsible 
of the collapse state [15]. A rigid-plastic cantilever beam can be an efficient structural scheme 
to clarify the nonlinear dynamic behavior of highly complex structures [16] and validate the 
reliability of numerical methods adopted in nonlinear dynamics [17, 18]. Generally, the stiff-
ness of a structure is not uniform when strength and mass vary along the height of the struc-
ture. In several cases, such as those involving rigid bodies, efficient schematizations are 
required to solve complex dynamic problems [19, 20]. Wind turbine towers are structurally 
assimilable to cantilever beams so that the SDOF model constitutes indeed a powerful tool. 
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Near-fault ground motions are often characterized by pulse sequences with simple shapes 
that can be recognized in accelerograms via spectral analysis [21]. Generally, the develop-
ment of elastic and inelastic response spectra is facilitated when accurate harmonic pulses are 
utilized to represent ground motions [22]. A sensitive analysis of elastic and inelastic respons-
es induced by different simple pulse shapes has shown that local site effects on structures can 
be modeled with an appropriate pulse choice [23]. These considerations are the basis of the 
numerical analysis performed in this work because a harmonic pulse can be a suitable repre-
sentation of near-fault ground motions [21]. Basically a numerical strategy developing an ap-
proximate solution of slender structures with base harmonic pulses is exposed. The 
fundamental equations are based on the rigid-plastic constitutive model and applied to the 
structure of a wind turbine tower, assimilated to a cantilever beam, having a harmonic forcing 
motion at the base support. Failure depend on the formation of shear hinges. The proposed 
model is an evolution of the SDOF cantilever beam because plastic hinges can form in each 
beam section. 

2 NONLINEAR DYNAMIC MODEL
The validity of simplified constitutive models is limited when these models are applied to 

structures subjected to short-duration, high-intensity loading, given not extremely large de-
formations to cause strong geometry change effects and energy disturbance larger than the 
elastic one. This last consideration justifies the adoption of simplified models and the exclu-
sion of elastic effects caused by large dynamic loads, although the results can also be refined 
to include the initially neglected aspects. The analysisi of rigid-plastic models is less difficult 
than that of elastic-plastic ones. In the following, geometry changes are small, and yield stress 
is assumed to be independent of the strain rate. Reference is made to the elastic-perfectly plas-
tic body in Fig. 2.

Fig. 2. Elastic-perfectly plastic body 

where

t uu : total boundary of the body and ,
,t u : free and constrained boundary of the body ,

( ) ( )t t x : surface loads on the free boundary t ,
( ) ( )t b x : body forces in ,
( , )g t( , )gu x : assigned velocity vector and ( , )0u x 0( , )u x 0( , ) on u ,

( )t : time dependent load multiplier function. 

t uuu
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The solution of the elastoplastic problem provides the strain rate ( , )tE x( , )E( and velocity fields 
( , )tu x( , )u( satisfying the kinematical admissibility conditions and the stress field ( , )tT x equili-

brated with the applied loads ( ) ( )t t x , and the inertial forces *( ) ( , )tx u x*( , )*( , where ( )x
is the mass density function. The approximate response field [4] is assumed to be in the form: 

*( , ) ( ) ( )t L tu x Φ x*( , ))u ( (1) 
with 

*( , ) ( , )gt tu x u x*( , ) ( , )g) ( ,u ( , ) (, )) (( on u ; *( , )tu x 0*( , )u x 0*( , ) in and t ,

where the assigned vector ( )Φ x depends on the initial position only and ( )L t is an unknown 
scalar function of the time to be determined. 
The difference between the real stress field and the approximate one is in balance with the 
variation of the associate force fields and reduced to the difference between inertial forces. 

The problem solution does not require *( , )tT x and *( , )tE x*( , )E*( to be associated by the plastic 
law. Thus, the stress field is dynamically admissible with respect to the D’Alembert principle.
By applying the principle of virtual power, we obtain: 

* * * *( ) ( ) ( ) ( )d d 0u u u u Τ Τ E E )*)* d 0)* d* *) ( )* *) ( )) ( )* *) () () ( (2) 

given that: 

* *1( ) ( ) ( )
2

t du u u u* *) ( ) d* *) ( )* * d) ( )* *) () () () () () () ( . (3) 

The first derivative of ( )t is calculated as: 

* *( ) ( )d d
dt

u u u u* *) ( )* * d) ( )* * d) () () () () ( . (4) 

From equations (4) and (2), we have: 

* *( ) ( )d d 0
dt

Τ Τ E E*)* d 0)* d

thus, 

* * * * * * *( ) ( ) ( ) ( )d d d
dt

Τ Τ E Τ Τ E Τ Τ E Τ Τ E* * *( ) ( ) d* * *( ) ( )* * d*( ) ( )* *( )* * *)* *( ) d*( )* * ddd ( ) ( )* **( )* ** dd . (5) 

Stress field Τ and strain rate EE are associated through the plastic flow rule, and *Τ satis-
fies the plasticity condition. Drucker's stability postulate holds that 

*( ) 0Τ Τ E 0E . (6) 

In the regions where *( , )tE x 0( , )*( )E 0*( , ) , the generalized stress field *
*
E

Τ *E
associated with *E*E

through the flow rule satisfies the plasticity condition 

*
* *( ) 0
E

Τ Τ E)*E
)* ) * 0* . (7) 

By employing Drucker's stability postulate, relation (5) may be rewritten in the form: 
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* * *( ) ( )d d
dt

Τ Τ Ε Τ Τ Ε d* *( * d*( *( )( )( )( )( *( ) . (8.a) 

* *
* * * * * *( ) ( ) ( )d d d

E E
T T E T Τ E Τ T E

EE
* * * * *( ) (* * * * d*( * *( )* * d
E

( ))* * ( )* *)* dd* E
(

E
)* ( )*)* . (8.b) 

*
* * *( ) ( ) ( ) 0d t t
E
Τ T E**E* (** ((* ( . (8.c) 

The first and second integrals in expression 8(b) are less than or equal to zero. Hence, the 
last term in (8.c) is non-negative, such that: 

( )d t
dt

. (9) 

The integration of the previous relation from 0 to time t provides the approximation meas-
ure ( )t : 

0

( ) ( ) ( )
t

t t t dt . (10) 

The maximum value m of the non-decreasing time function ( )t is ( )T , with T being 
the duration of the external forcing function. The function ( )L t satisfies the initial conditions: 

( )L 0 0 . (11) 

Given the condition *( , )0 0u x*( , ) 0)u ( , if ( )Ψ x is a vector that involves the strain generalized 
components associated with modal vector ( )Φ x , then acceleration *( , )tu x*( , )u ( and strain rate *E*E
are given by: 

*( , ) ( ) ( )t L tu x Φ x ( )((*( , ))u ( ; *( , ) ( ) ( )t L tE x Ψ x*( , ))E*( . (12) 

The principle of virtual velocity provides: 
* * * * *( , ) [ ( , ) ] ( , ) ( , )

LS
t dS t d t t dp x u F x u u Τ x E x( , )* d( , ) d*( )* d( , )*(*d* * *d* *( ) * *d*[ ( ) ***** u]][ ( , )[ ( , ) ][ ( , )[ ( , ) ]( , ) ** * (13) 

which can be manipulated with reference to relations (1) and (12): 

*

( , ) ( ) ( , ) ( )

( ) ( ) ( ) ( , ) ( ) .
L

T T

S

T

t dS t d

L t d t d

p x Φ x F x Φ x

x Φ x Φ x Τ x Ψ xL (((

Hence, function ( )L t can be evaluated by the integration of the function: 
*( , ) ( ) ( , ) ( ) ( , ) ( )

( )
( ) ( ) ( )

L

T T

S

T

t dS t d t d
L t

d

p x Φ x F x Φ x Τ x Ψ x

x Φ x Φ x
( ) LSLL( S

p
. (14) 

This method can be applied to pulse loads with the following conditions: the tractions ap-
plied to t are null and the initial velocities are prescribed over the entire structure at time 
t 0 . Therefore, no external forces act on the structure. 
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3 SDOF MODEL FOR A WIND TURBINE 
The SDOF model provides a good schematization of the dynamic behavior of various 

structures. Wind turbine towers can be easily represented by a cantilever beam supported at 
the base. As shown in [1, 2], a rigid-plastic cantilever beam can sufficiently approximate the 
nonlinear dynamic problem arising from sinusoidal excitation at the tower base. The problem 
is monodimensional, so that the parameters and relations developed in the previous section 
are scalar. The reference frame of the model has its origin in the support section and the z axis
coincident with the wind tower one (Fig. 3a). The local yield kinematism corresponds to the 
activation of a shear hinge, in which total shear force ( )T z,t attains its bound value. The con-
stitutive model is shown in Figs. 3b and 3c.

( )( )gu t

( , ) ( , )v z t z t
z

dv

dz

( , )z t

z h

h

z=0

z

0
T

0
T

0
T

T(a) (b)

(c)

Fig. 3 Wind turbine tower geometry (a), rigid-plastic constitutive law (b), and shear strain representation (c) 

where

( )z : linear mass density of the tower,
( )gu t : horizontal motion of the supported section, 

( )T z,t : shear stress whose bounds are ( )
0

T z and  
( , )z t : shear strain, 

h : total length of the tower. 

The shear plastic constitutive relations are expressed as follows: 

( , ) ( ) ( , ) ( ) ( , ) 0

( ) ( , ) ( )
0 0

0 0

T z t T z T z t T z z t

T z T z t T z

( , ) 0( ,,((
. (15) 

that is, 

( )
0

zT
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and
0 0 0 0

0 0

0 0

T T T 0 T T 0 T T 0

T T 0 T T 0

T T 0 T T 0

d0 T T 0 T T 0dT TT T T TT Td0 and0
00

T TT TT TT T
0

T T
0 00

T TT TT TT T
0

T T
0

00 T TT TT T00
000

T TT TT TT TT TT TT TT T
0

T T
0

00 T T0 T TT TT T0
000

T TT TT TT T
0

T T
0

in which plastic strain rate depends on shear stress only. The dynamic equilibrium equation 
in the cross section at the z level involves inertial forces only: 

( , ) ( ) ( , ) ( )[ ( ) ( , )]g
T z t z u z t z u t v z t

z
( , ) ( )[ ( ) ( , )]g( , ) ( )[ ( ) ( ,) ( )[ ( ) ( ,( , )( , )( ,( , ) ( )[ ( )) ( )[ (( , ) (( , . (16) 

where 

( , ) ( ) ( , )gu z t u t v z t . (17) 

is the absolute displacement, and: 

( , ) ( , ) ( , )
z z t

0 0 0

v z t x t dx x d dx( , ) d( , )d( , ) . (18) 

is the relative one. A plastic shear hinge is formed when the limit value of shear stress is 
reached. One or more shear hinges can be activated in sections 1 2, , ..., nz z z during the plastic 
phase, and their abscissa varies according to time. Kinematic compatibility states that the 
plastic strain rate is non-null in active hinges only: 

( , )( , ) '( , )v z tz t v z t
z

( , )v( ,, v( , ) v,,( '( , )v ' ( ,,'v ' . (19) 

The relative displacement ( , )v z t in (18) can be deduced by integrating equation (19) with 
respect to z and by introducing the Heaviside function ( )H z ( ( ) forH z 0 z 0 ,

( )H z 1 for z 0 ) as follows: 

( , ) ( , ) ( , ) , ( )
z z h

0 0 0

v z t v x t dx x t dx x t H z x dx . (20) 

Double time derivation provides the relative acceleration ( , )v z t( , )v( ,, : 

( , ) ( , ) , ( )
z h

0 0

v z t x t dx x t H z x dx, (
h

(( , )( )( , )( , ))( )( , )v ( , ) . (21) 

When only one shear hinge is active, the time-dependent position is denoted by ( )0z t .
Thus, the relative displacement velocity and the plastic strain rate have the form: 

( , ) ( ) [ ( )]1 0v z t v t H z z t( , ) ( ) [1( ) [v( , ) ( ) [) ( ) [( ) [) [( ) [( ) [( ) [ ,

( , ) '( , ) ( ) [ ( )]1 0z t v z t v t z z t( , )( , ), ), ) ( , ) ( ) [1( ) [[[( , ) ( )( , ) ( )( )( ) ( )( ) ( ) [( ) ( )) (((('('(( ,

being [ ( )]0z z t the Dirac function relative to the plastic hinge position. The shear stress 
becomes:
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( , ) ( ) ( ) ( ) ( , ) ( ) ( ) ( ) ( ) [ ( )]
z z z z

g g 1 0
h h h h

T z t u t x dx x v x t dx u t x dx v t x H x z t dx( ) ( ) ( ) ( , ) ( ) ( ) ( ) ( )
z z z z

g g( ) ( ) ( ) ( , ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( , ) ( ) ( ) ( ) ( )( (( )( )( )( )) ( ) ( )( ) ( )1( ) ( )) (( ) ( )( .

The mass functions are: 

( ) ( ) ; [ , ( )] ( ) [ ( )]
z z

H 0 0
h h

m z x dx m z z t x H x z t dx . (22) 

The time derivative of (22.b) produces: 

[ , ( )] [ , ( )]( ) ( ) [ ( )] ( ) .H 0 H 0
0 0 0

m z z t m z z tz z t H z z t z t
t z

( )]( ) [ ( )] ( ) H 0[ ,m [ (H [ ,,( ) [ ( )] (
z

( ) [ ( )] ( ) m( ) [ ( )] (( )]( ) [ ( )] ( )0 0 0 zz0 0 0

Shear stress and its derivatives as functions of masses are: 

( , ) ( ) ( ) ( ) [ , ( )]g 1 H 0T z t u t m z v t m z z t( ) ( )g 1 H( ) [( )( ) ( ) ( ) [( ) ( ) ( ) [( ) ( ) ( ) [( ) [( )) [( ) ( )( ) (
[ , ( )]( , ) ( ) ( ) ( )

[ , ( )]( , ) ( ) ( ) ( ) [ , ( )] ( ) ( ) .

H 0
g 1

H 0
g 1 H 0 0 1

m z z tT z t z u t v t
z z

m z z tT z t m z u t v t m z z t z t v t
t z

( ) ( ) H( ) mH( ) (( ) (( )( ))( )(( )( ) ( )g 1( )( )g

H [m [H [( ) ( ) [ , ( )]( ) ( ) [ , ( )]( ) ( ) [ , ( )]( ) ( ) [ , ( )]( ) ( ) [ , ( )]( ) ( ) [ ,) ( ) [ , ( )]( )(( )g 1 H 0( ) ( ) [ , ( )]( ) ( ) [ ,g 1 H 0 ( ) ( )( )( ) (( ) (( )( )( ) ( )0 1( )( )0 1

Approximation by the Taylor series of shear stress proceeds as: 

[ , ( )]( , ) ( , ) ( ) ( ) ( )

[ , ( )]( ) ( ) ( ) [ , ( )] ( ) ( ) .

0

0

H 0
0 0 0 0 g 1 o

z z

H 0
0 g 1 H 0 0 1 0

z z

m z z tT z dz t dt T z t z u t v t dz
z

m z z tm z u t v t m z z t v t z t dt
z

mHmH( ) H( )( )( ) (( ) (( )( )( ) ) HmH( ) () (g 1( )g 1( )g

( ) ( ) [ , ( )] ( )( ) ( ) [ , ( )]( ) ( ) [ ( )] ( )( ) ( ) [ ( )] ( )( ) ( ) [ , ( )] ( )( ) ( ) [ , ( )]( ) ( ) [ , ( )] ( )( ) ( ) [ ( )] ( )( ) ( ) [ ( )] ( )) ( ) [ ( )] (g 1 H 0 0 1g 1 H 0 0 1( ) ( ) [ , ( )] ( )( ) ( ) [ , ( )]g 0 0
mH [m [H [H [H [mH [( )((( )(0 ( )00

(23) 

We consider that shear is equal to the yield value ( , ) ( )0 0T z t T z in the plastic hinge. If at 
the instant t dt the position of the plastic shear hinge is 0 0z dz , then ( , )0 0T z dz t dt

( )0 0 0T z dz and ( , ) ( ) ( )0 0 0 0 0 0 0T z dz t dt T z T z dz . Equation (23) in this case can be 
conveniently rewritten as: 

[ , ( )]( ) ( ) ( )

[ , ( )]( ) ( ) ( ) [ , ( )] ( ) ( ) ( )

0

0

H 0
0 g 1 0

z z

H 0
0 g 1 H 0 0 1 0 0 0 0

z z

m z z tz u t v t dz
z

m z z tm z u t v t m z z t v t z t dt T z dz
z

mHmH( )( )( )( ) (( ) (( )( )( )( ) ( ) HmH( ) () ( ) H(( ) H(g 1( )g 1( )g

( ) ( ) [ , ( )] ( )( ) ( ) [ , ( )]( ) ( ) [ ( )] ( )( ) ( ) [ ( )] ( )( ) ( ) [ , ( )] ( )( ) ( ) [ ( )]( ) ( ) [ ( )] ( )( ) ( ) [ ( )] ( )( ) ( ) [ ( )] ( )) ( ) [ ( )] (g 1 H 0 0 1g 1 H 0 0 1( ) ( ) [ , ( )] ( )( ) ( ) [ , ( )]g 0 0
mH [m [H [H [H [mH [( )(( )(0 ( )00

(24) 

and with 0
0

dzz
dt

0
0

dzz
dt

, we have: 

[ ( ) ( ) ( )] ( ) ( ) ( ) [ , ( )]0 g 0 0 0 0 g 1 H 0 0z u t T z z t m z u t v t m z z t 0g 0 0( ) ( )]( ) (( ) ( )] ) ( ) ( ) [0 g 1 H 0) ( ) ( ) [) ( ) ( ) [( ) ( )] ( ) ( ) ( ) [( ) ( )] ( ) ( ) ( ) [( ) ( )]( ) (( ) ( )] ) ( ) ( ) [) ( ) ( ) [( ) ( ) [) ( )) () ( )((0 ((((( .

According to relations (22) the time evolution of the plastic shear hinge is governed by the 
relation: 

4937



A. Gesualdo, F. Penta, A. Iannuzzo and M. Monaco 

( ) ( ) ( ) ( ) [ ( )]
( ) .

( ) ( ) ( )
0 g 1 0

0
0 g 0 0

m z u t v t H 0 m z t
z t

z u t T z
( ) ( ) (( )( ) ( ) (( )( ) ( ) (( ) ( ) (( ) ( ) (( ) ( ) (( )( ) ( ) (

( )0

m
z (0

g 0( )( )( )( )( )( )( )
 (25) 

When the plastic hinge moves, residual plastic deformations ( , )r 0z t  can be detected in 
the previous position: 

( )( , )
( )

1
r 0

0

v tz t
z t

( )1v (1

( )0z (0

1 . 

Their value do not vary until the plastic hinge forms again at the same position. Hence, the 
acceleration ( , )v z t( , )v( ,,  can be determined as a function of shear: 

( )
( , ) ( ) ( , ) ( )

( )
( )

( , ) ( ) ( , ) ( ).
( )

0
g0

0
g0

T z
T z t T z v z t u t

z
T z

T z t T z v z t u t
z

( )
( , ) ( )

( )
( ) g( ) 0

T (
( ) () (

( )
(

( , )( , )(

( )
( , ) ( ).

( )
( )

0
g

T (
( , ) () (

( )
(

( , )( , )( ,

At the abscissa z , the inertial force 

( ) ( )[ ( ) ( , ) ]
z

g
0

q z z u t x t dxx t d( , ), )(g

z

g ( )(g ( )  

allows the total shear to be written as: 

( , ) ( ) ( ) ( ) ( ) ( , )
z z x

g
h h 0

T z t q x dx u t m z x y t dy dxy t dy( , ),(gu t m( ) (( ) (g ( ) (( ) ( (26) 

After some algebraic manipulations [2], the relations (26) can be rewritten in the form: 

( ) ( )
[ ( ) ( , ) ][ ( ) ( , ) ]

( ) ( )

( ) ( )
( ) ( , ) ,

( ) ( )

1 1

1

z z
1 10 0

g g
1 10 0

z
0 0

g 1
0

T z T z
u t y t dy u t y t dy 0

m z m z

T z T z
u t y t dy z z

m z m z

(
)

(
)

( )( )( )
))))

1

gu t( )(g ( )
m( )( )m( )( )

( , ),( , )( )( )
T ( )( )

( , ),( )
( )

( )( )( , ) ][, )
( )

][( , ) ][ ( ), ) ][ (( , ) ][, ) ][0
T ( ))

( ) 0( )) ][ ( )
(

][ ( )
)( )( )( )( )( )

( , ) ][ ( ), ) ][ (][ ( )][ ( )(

( , ), )( , ), )( ))( ))( , ), )ug ( )( )u ( )( )( )
(27) 

according to relation (27), the plastic deformations stop at the abscissa pz and cannot propa-

gate upward. The abscissa pz  can be obtained by solving a minimum problem that is inde-

pendent of time t and ground acceleration ( )gu t( )gu (g : 

,

,

( ) ( )
( ) ( )

( , )
( ) ( )
( ) ( )

p10 0
p1 z 0 h

p1
p p1 p2

p20 0
p2 z 0 h

p2

T z T z
z min

m z m z
z max z z

T z T z
z min

m z m z

 (28) 

When relation (28) is satisfied for pz 0 , the beam response involves only one DOF. 
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4 NUMERICAL OUTCOMES 
In general, pulses that occur during earthquakes have qualitative and quantitative charac-

teristics that can adequately be approximated by specific functional expressions obtained by 
means of wavelet analysis [20]. Several strong ground motions contain in fact an acceleration 
pulse responsible for most of the inelastic deformations of structures. In the paper by Makris 
that distinguishable acceleration pulse has been determined with reference to the main world 
strong earthquakes in the last 50 years. The near fault ground motions are in fact often charac-
terized by pulse sequences with simple shapes that can be recognized in the accelerograms by 
means of spectral analysis. In general, if accurate harmonic pulses are used to represent the 
ground motion the development of elastic and inelastic response spectra are facilitated [22]. 
The sensitive analysis of elastic and inelastic responses due to different simple pulse shapes 
has shown that local site effects on structures can be modelled with an appropriate choice of 
the pulse [23]. These considerations are the basis of the analysis performed on the turbine 
tower of Fig. 3, since the harmonic pulse can be a suitable representation of near-fault ground 
motion [21]. 

Fig. 4. Flow chart of the numerical procedure 

From the numerical analyses (Fig. 4), successive extensions and contractions of the plastic 
front can be evaluated, according (25) and the forcing time history. In the following figures 
numerical results are reported: Fig. 5 contains the mechanical characteristics during the reduc-
tion of the plastic front, while Fig. 6 reports the situation at the final instant of the plastic 
process. 
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GO TO BASE ACCELERATION
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4939



A. Gesualdo, F. Penta, A. Iannuzzo and M. Monaco 

gugu

( )0( )

2
1z
2
1z

( )1z( )1

a)

b)

c)

f)

e)

d)

sec

sec

sec

sec

sec

sec

m sec-2

sec-1

sec-1

sec-1

103m sec-1

m 2z

2z2z2

Fig. 5. Time histories of the functions: lower bound (a) and velocity of the plastic front (b); plastic 
shear rate at the upper bound (c), in the middle (d) and at the base support (e); base accelerogram (f); 

The input data are derived with reference to a wind turbine tower with variable annular 
cross section and this choice implies a quadratic variation of the yield shear and the adopted 
pulse makes reference to near fault motion of Irpinia earthquake in 1980: 
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The extension of the plastic boundary moves starting from the abscissa 21z h and
evolves until the plastic excursion stops, corresponding to the attainment of the plastic thresh-
old. The extension of the elastic range is measured by the distance 2z of the lower bound of 
the plastic zone from the base support. The motion proceeds through successive spreading and 
contractions of the plastic front and related elastic returns [11, 24]. This behaviour is repre-
sented in Fig. 5a, where the obscillation of the plastic hinge lower bound is represented. The 
maximum velocity lower bound corresponds to the attainment of the maximum spreading of 
the plastic front, as shown in Fig. 6b. The time histories corresponding to the evolution of the 
shear strain rate in three significant positions are picted respectively in Figs. 5c, 5d and 5e. A 
detailed analysis of the evolution of shear stress and deformed shape in a single pulse are re-
ported in Fig. 6 together with a schematic picture of the cantilever beam with the actual plas-
tic hinge extension.

gugu
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d)

sec

sec

m*sec-2

m

b)

a)

2z

2z 2z 2z2 0z

Fig. 6. Variation of the shear stress (a) and deformed shape (b) versus the base accelerogram (c) 
and the lower bound of the plastic hinge (d) 
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The inertial effects that cause the delay of the inversion of the displacements with regard to 
shear diagram are also shown. It is worth noting that both the diagrams have a sudden change 
of sign due to the inversion of the pulse sign.

5 CONCLUSIONS 
The nonlinear dynamic response of rigid-plastic wind tower structures subjected to a base 

dynamic acceleration has been examined. The collapse mechanism obtained is due to the for-
mation of shear hinges. A step-by-step integration procedure is employed to evaluate the dy-
namic response of a windmill in the time domain. The numerical analysis gives the plastic 
hinge patterns and the estimation of the maximum and minimum displacement under different 
base motions. The exposed method supplies a good interpretation of the tower post-elastic 
behavior and a realistic representation of fundamental response modes. Moreover, the proce-
dure exhibits also a low computational effort and involves a low number of mechanical pa-
rameters. The proposed nonlinear dynamic procedure, with the localization of damage i.e. the 
extension of the plastic front, allows a designer to recognize the segment of tower that re-
quires special attention. The same procedure can in fact applied to high rise buildings for 
which a cantilever beam model could represent with suitable accuracy the behavior.
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Allée de la Découverte 1, 4000 Liège, Belgium
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Abstract. Identification of the tensile force in slender axially-loaded structural elements,
such as stay cables, metallic bars and tie-rods, is of paramount importance for health mon-
itoring and safety assessment purposes. Dynamic testing techniques provide the ground
for quick and cheap identification strategies, based on the knowledge of: (a) a set of iden-
tified natural frequencies, and (b) a structural model that relates natural frequencies to
the axial-force value. Within this framework, reliability of the identified axial force values
depends, among other factors, on the predictive capabilities of the underlying structural
model. Errors may arise, in particular, from the modeling of boundary conditions. The
present paper analytically investigates the effect of boundary conditions on the modal prop-
erties of axially loaded Euler-Bernoulli beam elements. Starting from theoretical results
obtained on this archetypal structural model, a numerical procedure for the identification
of the axial force in beam elements with unknown bending stiffness and boundary condi-
tions is then presented. Parametric analyses are carried out to quantitatively assess the
accuracy of the proposed identification algorithm in the case of frequencies contaminated
by measurement errors.
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1 INTRODUCTION

Dynamic testing techniques are widely used to get estimates of the modal properties of
slender axially-loaded one-dimensional structural elements, such as stay cables, diagonal
braces, truss elements and tie-rods of vaulted historical masonry structures. Knowledge
of a set of measured natural frequencies of the beam, along with a suitable structural
model updating strategy, then, can be used to identify the value of the axial force acting
on the element, which is of paramount importance for structural health monitoring and
safety assessment purposes. Within this framework, reliability of the identified axial force
values depends, among the other factors, on the predictive capabilities of the underlying
structural model.

Frequency-based axial force identification procedures often rely on the assumption of
ideal boundary conditions, in the form of either perfectly hinged or perfectly clamped end
sections (see e.g. [1, 7]). A more realistic structural scheme could be defined, however,
by considering equivalent translational and rotational springs at the beam end sections
to model the flexibility of the restraint devices and of the support structures (e.g. deck
and tower for cables in stayed bridges). Proper definition of equivalent springs strongly
depends on the particular technology adopted to realize the restraints and is inherently
related to several different sources of uncertainties, such as those related to geometric
imperfections and aging of the support devices.

The present paper presents an analytical investigation of the effects of the bound-
ary conditions on the modal properties of axially-loaded Euler-Bernoulli beam elements
whose end sections are restrained by rotational springs. Starting from theoretical results
obtained on this archetypal structural model, a numerical procedure for the identification
of the axial force in beam elements with unknown bending stiffness and boundary condi-
tions is then presented. Parametric analyses are carried out to quantitatively assess the
accuracy of the proposed identification algorithm in the case of frequencies contaminated
by measurement errors.

2 FORMULATION OF THE PROBLEM

2.1 Free-vibrations of the Euler-Bernoulli beam model

Let us consider a straight axially-loaded one-dimensional structural element, with con-
stant bending stiffness (EI) and mass per unit of length (m). Transverse displacements
of the centerline are described through the function v = v (x, t), where x ∈ [0, l] is a
coordinate spanning the free length (l) of the element and t is the time. By neglecting
sag-extensibility and shear deformability effects, undamped planar transverse vibrations
are governed by the partial differential equation (see e.g. [8]):

EI∂4
xv − T∂2

xv + m∂2
t v = 0 (1)

where T > 0 is the axial force (see Fig. 1).
By introducing the characteristic frequency ω0 and the non-dimensional bending stiff-

ness ε:

ω0 =
√

T

ml2 , ε =
√

EI

T l2 , (2)
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the Eq. (1) can be re-stated in the following non-dimensional form:

ε2∂4
ξ v̄ − ∂2

ξ v̄ + ∂2
τ v̄ = 0 (3)

where ξ = x
l

∈ [0, 1], τ = ω0t and v̄ (ξ, τ) = v(x(ξ),t(τ))
l

.

Figure 1: Schematic representation of a straight one-dimensional structural element subject to a tensile
load T .

Values of ε typical of slender structural elements, such as stay cables and masts, are
lower than 2% (see e.g. [1, 7, 15]). Thicker structural elements such as diagonal braces,
truss elements, short cables and tie-rods of vaulted historical masonry structures, instead,
can be characterized by values of non-dimensional bending stiffness in the broader range:
0.02 � ε � 1 (see e.g. [11, 12, 13, 17]). It’s worth noting that the governing equation
(3) is singularly perturbed for small values of ε, typical of slender elements, hinting the
existence of boundary layers in the mode shapes and possible ill-conditioning of numerical
solvers (see e.g. [10, 5]).

General solutions of Eq. (3) can be expressed as v̄ (ξ, τ) = φ (ξ) sin (ω̄τ − θ), where ω̄ is
a non-dimensional vibration frequency, θ is a phase angle depending on initial conditions
and φ(ξ) is a mode shape function. The vibration frequencies ω̄ and shape functions
φ(ξ) are the solutions of a fourth order boundary value problem defined by the ordinary
differential equation:

ε2φIV − φII − ω2φ = 0, ξ ∈ [0, 1] (4)
along with suitable conditions modeling the cable restraints.

Ideal boundary conditions are often introduced, in the form of either perfectly hinged
or perfectly clamped cable end sections. In many practical circumstances, however, this
modeling strategy can lead to an oversimplified representation of the structural dynamics,
naturally claiming for the adoption of elastically supported beam models (see e.g. [14, 16,
2]). In the present work, two rotational springs with stiffness Ki (i = 1, 2) are assumed
to be attached at the end sections of the element (see Fig. 1). The degree of fixity of the
rotational restraints is then defined by introducing the non-dimensional parameters:

ρi = Ki

Ki + εT l
, i = 0, 1 (5)

It is worth noting that the parameter ρi can take values in the unit interval [0,1], being
strictly equal to zero for Ki = 0, i.e. for a perfectly hinged end section. The upper bound
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limit case ρi = 1, instead, is asymptotically approached as Ki → ∞, i.e. for a perfectly
clamped end section.

By accounting for the definitions in Eq. (5), the boundary conditions associated to Eq.
(4) read:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

φ(0) = 0
φ(1) = 0
(1 − ρ0) ε2φ′′(0) − ρ0εφ′(0) = 0
(1 − ρ1) ε2φ′′(1) + ρ1εφ′(1) = 0

(6)

The general solution of Eq. (4) can be expressed as a combination of trigonometric
and exponential functions:

φ (ξ; z1, z2) = a1 sin (z1ξ) + a2 cos (z1ξ) + a3 exp (−z2ξ) + a4 exp (−z2 (1 − ξ)) (7)

where ai (i = 1, ..., 4) are real integration constants and the arguments zk (k = 1, 2) are
defined as:

zi (ω̄; ε) = 1
ε
√

2

√
(−1)i +

√
1 + 4ε2ω̄2, i = 1, 2 (8)

Notice that the use of exponential instead of hyperbolic functions in Eq. (7) is more
appropriate to highlight the existence of two boundary layers when ε << 1.

Substitution of Eqs. (7) and (8) in (6) yields the algebraic eigenvalue problem:

B (ω̄; ε, ρ0, ρ1) a = 0 (9)
where a = (A1, ..., A4)T , 0 is a null column matrix of size 4×1, and B is a 4×4 boundary
condition matrix whose entries depend on both the non-dimensional bending stiffness ε
and the degree of fixity parameters ρi (i = 0, 1).

The non-dimensional natural frequencies ω̄k (k ∈ N
+) coincide with the roots of

the characteristic equation det (B (ω̄; ε, ρ0, ρ1)) = 0. Generally speaking, they will be
a function of the non-dimensional bending stiffness ε and of the two variables ρ0 and ρ1,
i.e. ω̄k = ω̄k (ε, ρ0, ρ1), k ∈ N

+. Symmetry, however, allows to conclude that the non-
dimensional natural frequencies ω̄k should depend on a symmetric transformation of the
variables ρ0 and ρ1 that can be arbitrarily, but conveniently, defined as:

p = 1
2 (ρ0 + ρ1) , 0 ≤ p ≤ 1 (10)

Dependency of the non-dimensional natural frequencies on p, then, can be fully high-
lighted by writing: ω̄k = ω̄k (ε, p), k ∈ N

+. It’s worth noting that the ideal limit cases of
doubly-hinged and doubly-clamped elements correspond, respectively, to set p = 0 and
p = 1.

Exact closed-form solutions of the characteristic equation are only available for the
doubly-hinged case (see e.g. [8]). Asymptotic closed-form solutions can also be derived,
for small values of the non-dimensional bending stiffness parameters ε typical e.g. of stay
cables. By extending the results firstly presented in [6] to deal with a beam element
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supported by rotational springs at both end sections, indeed, the following result can be
obtained:

ω̄k = kπ

[
1 + 2pε +

(
(kπ)2

2 + 4p2
)

ε2
]

, k ∈ N
+ + o(ε2) (11)

For arbitrary boundary conditions and non-dimensional bending stiffness values, the
characteristic equation can be numerically solved e.g. through a sequential application of
a root finding algorithm based on the bisection method. Within this context, it is worth
noting that, thanks to the scaling of the governing equations adopted in the present work,
the determinant of the boundary condition matrix B is bounded and with leading order
terms of order one for vanishingly small values of ε. This makes simple numerical root
finding algorithms well suited to find the natural frequencies of the system for over a wide
interval of non-dimensional bending stiffness values, ranging from elements characterized
by values of ε in the order of 0.5 − 1 to very slender ones, with ε in the order of few
percents or lower.

2.2 Parameter identification algorithm

Once the eigenvalues ω̄k = ω̄k (ε, p) are known through an application of the semi-
analytic model described in Section (2.1), multiplication by the characteristic frequency
ω0 = ω0 (T, m, l) gives the natural frequencies:

ωk = ω0 (T, m, l) · ω̄k (ε, p) , k ∈ N
+ (12)

Standard vibration testing techniques (see e.g. [20, 9]) can be applied to obtain the first
M natural frequencies of the beam: ω∗

k (k = 1, ..., M). The difference between calculated
and measured natural frequencies, then, can be quantitatively assessed by introducing the
cost (or objective) function:

Fobj =

√√√√ M∑
k=1

(
1 − ωk

ω∗
k

)2

(13)

The unknown model parameters X = (ω0, ε, p)T ∈ R
3 can be identified by solving the

non-linear optimization problem:

Find Xopt s.t. Fobj (Xopt) = inf {(X)} (14)
with the physical constraints: ω0 > 0, ε > 0, 0 ≤ p ≤ 1. Once the optimal parameters
ω0, ε and p are known from the solution of (14), by assuming that the length (l) and the
mass per unit of length (m) are known without uncertainties, the axial-force T can be
easily calculated (see Eq. (2)) as T = ml2ω2

0.
The non-linear optimization problem defined in Eq. (14) is characterized by several

characteristic features that should guide the selection of an appropriate solution algorithm.
Due to unavoidable measurement errors affecting the natural frequencies ω∗

k (k = 1, ..., M),
the landscape of the cost function (12) is characterized, in general, by many local minima.
Moreover, the sensitivity of cost function (12) with respect to the parameter p tends to be
substantially negligible for small values of the non-dimensional bending stiffness ε typical
of slender elements, as it can be easily inferred by inspecting the asymptotic solution of
the eigenvalue problem (Eq. (11)).
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Gradient-based optimization algorithms, hence, are not well suited for the particular
problem at hand, since they are prone to get trapped in local minima and their iteration
operators could potentially be ill-conditioned for small values of ε. Within the class of
gradient-free algorithms, the family of Differential Evolution algorithms, firstly proposed
by Storn and Price [18, 19], has shown excellent performances in finding the global op-
timum of non-linear, non-convex, multi-modal and non-differentiable functions (see e.g.
the review in [3]). DE is an Evolutionary Algorithm (EA) that iteratively operates on
a population of candidate solutions made of NP parameter vectors. The initial popula-
tion is randomly chosen and offsprings are generated by perturbing trial solutions with
scaled differences of randomly selected population elements. As the number of iterations
grows, the characteristic size of these differences tend to automatically adapt to the nat-
ural scales of the objective landscape [3]. It’s worth noting that the peculiar strategy
adopted to generate offsprings and evolve the population of candidate solution makes DE
algorithms able to deal with objective functions characterized by low or moderately low
sensitivity with respect to one ore more variables of the searching space without numerical
problems. Selection of the better fitted elements of the population is performed through
a one-to-one parent/offspring competition scheme. The physical constraint are enforced
through a simple penalty criterion and the iterations are performed until a termination
criterion is satisfied.

In the present work, a custom implementation of a well-known variant of the DE
algorithm proposed by [4] has been adopted to solve the non-linear optimization problem
in Eq. (14). The termination criterion has been defined such that iterations are stopped
whenever one of the following conditions is satisfied: (a) the relative difference between
the best and worst objective function values Δ = F worst

obj −F best
obj

max{F worst
obj

,1} of a population is below a
given threshold Toll (cf. the Diff termination criterion in [21]), (b) the value of the cost
function is lower than a prescribed value V , (c) the number of iterations NIT is equal to
the maximum number of iterations MAXIT .

3 APPLICATIONS

The performances of the proposed parameter identification strategy have been assessed
through extensive numerical testing. Results will be presented in the following for an
axially-loaded beam element characterized by ω0 = 5.66 rad/s and T = 4000 kN. Three
different values of non-dimensional bending stiffness (ε = 0.02, 0.1, 0.5) have been con-
sidered, along with five different boundary conditions: (I) p = 0 (doubly-hinged beam),
(II) p = 0.25, (III) p = 0.50, (IV) p = 0.75 and (V) p = 1 (doubly-clamped beam).

In order to simulate experimental input data, the eigenvalue problem (9) has been nu-
merically solved to get the first five natural frequencies. These frequencies, then, have been
corrupted by multiplying the nominal values by a unit-mean and low intensity Gaussian
noise, to account for the effects of measurement errors. Different values of noise inten-
sity, ranging from 0 to 2.5%, have been considered. For each noise intensity value, a
sample of 10 sets of noisy natural frequencies has been randomly generated. The opti-
mization problem (14) has been solved for each set of numerically generated input natural
frequencies by running the DE algorithm (“DEGL/SAW/bin” scheme, with scale factor
F = 0.8 and crossover parameter CR = 0.9, see [4] for further details), starting from
a population of NP = 30 trial solutions randomly chosen in the initial search space
P ⊂ R3 : 10−5 ≤ ω0 ≤ 50, 10−5 ≤ ε ≤ 5, 0 ≤ p ≤ 1. The parameters of the termination

4949



Margaux Geuzaine, Francesco Foti and Vincent Denoël

criterion have been set up as: V = 10−6, Toll = 10−7 and MAXIT = 1000.
Figures (2)-(4) show the results of the proposed identification algorithm as a function of

the noise intensity. The results are averaged over the number of runs NR of the algorithm
for each different noise intensity level (i.e. NR = 10) and expressed in terms of: (a)-(c)
the identified values of the parameters ω0,ave, εave and pave; (d) the relative error on the
element axial force, ΔT = Tave−T ∗

T ∗ , where Tave is the average identified value of the axial
force and T ∗ is the target value (i.e. T ∗ = 4000 kN); (e) is the average value of the cost
function associated to the identified optimal set of parameters (denoted as F best

obj in the
figures); (f) is the average number of iterations of the DE algorithm.

Figure 2 shows the results for a beam element with target bending stiffness value
ε = 0.02 typical of slender elements, such as stay cables. The identification strategy gives
fairly accurate results in terms of parameters ω0 and ε for all values of noise intensity herein
considered. As expected from the inspection of the asymptotic solution of the eigenvalue
problem (Eq. (11)), the boundary conditions do not affect significantly the cost function
of the optimization problem and, as a consequence, the identification algorithm is not able
to correctly identifying the parameter p. As already noticed by the authors in [6], the
identification procedure tends, for each value of noise intensity, to a mean value of p equal
to about 0.5. This latter value coincides with the mean value of p within the randomly
generated population members of the DE algorithm. On the overall, in spite of an highly
inaccurate identification of the degree of fixity of the beam end sections, the procedure
gives a good estimate of the axial force. Errors on the axial force obviously increase
at the increase of the noise intensity and are higher for the two boundary conditions
corresponding to the limit cases of doubly-hinged (label I, p = 0) and doubly-clamped
(label V, p = 1) beams. Figure 2(e) allows to appreciate how measurements errors,
herein associated to non-zero noise intensity values, determines a significant jump in the
estimated minimum values of the cost function. Figure 2(f) allows to appreciate how for
non-zero noise-intensity values iterations are mostly terminated because the maximum
number of iterations (MAXIT ) is reached. This is mainly due to the already discussed
lacking of convergence on the degree of restraint parameter p (see also [6]).

Figure 3 shows the results for a beam element with target bending stiffness value
ε = 0.1. The identification algorithm gives very accurate predictions of all parameters
ω0, ε and p for small values of the noise intensity (i.e. lower than 0.5%). By increasing
the noise intensity, the accuracy in the predictions of the degree of restraint parameters p
rapidly deteriorates, while the errors on both ω0 and ε remain acceptable with maximum
discrepancies from the target values in the order of ±15%, depending on the boundary
conditions. The maximum relative errors on the identified axial force are in the order of
±15% for small values of the noise intensity (i.e. lower than 0.5%), but rapidly increase up
to about ±25% for a noise intensity value equal to 2.5%. Figures 3(a) and 3(d) also allows
one to appreciate how, for the non-dimensional bending stiffness value herein considered,
the proposed identification algorithm tends to systematically underestimate the axial force
for the boundary conditions labeled (I) and (II), i.e. for p respectively equal to 0 (doubly-
hinged beam) and 0.25; on the other hand, the axial force is systematically overestimated
for the boundary conditions labeled (IV) and (V), i.e. for p respectively equal to 0.75
and 1 (doubly-clamped beam). The opposite trend is remarked for the non-dimensional
bending stiffness ε (see Fig. 3(b)). These trends can be easily explained, through an
inspection of Fig. 3(d), by noticing that the algorithm tends to: (a) overestimate the
degree of fixity of the restraints in cases (I) and (II); and (b) underestimate the degree of
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fixity of the restraints in cases (I) and (II).
Figure 4 shows the results for a beam element with target bending stiffness value

ε = 0.5, that can be considered as representative e.g. of diagonal braces, truss elements
and tie-rods. Differently than in the previous cases, the boundary conditions are identified
with good accuracy for all values of noise intensity herein considered, except that for the
case labeled as (I), corresponding to p = 0 (doubly-hinged beam), which is associated to
errors on p in the order of 25%. More in details, the accuracy of the identified values of
p decreases with the increasing of the flexibility of the restraints. The identified values
of the parameters ω0 and ε, on the other hand, are affected in general by significant
discrepancies with respect to the target values. As a consequence, also the errors affecting
the identified axial force are relevant. More in details, it is worth noting that errors on the
non-dimensional bending stiffness parameter ε reach the 60%, depending on the boundary
conditions and on the noise intensity value. Although difficult to evaluate in slender
structural elements such as stay cables (associated to small values of ε), the bending
stiffness of thicker structural elements such as diagonal braces, truss elements and tie-
rods can often be easily estimated on the basis of available information on the geometric
and mechanical properties of the structural element. Whenever the bending stiffness is
known, however, the proposed algorithm can be easily re-formulated by assuming that ω0
and p are the only unknown parameters, leading to a more precise evaluation of the beam
axial force.

4 CONCLUSIONS

An analytical model for transverse vibrations of an axially loaded Euler-Bernoulli beam
with partially restrained end conditions has been presented and used as the basis to de-
velop a numerical parameter identification strategy. Parametric analyses have been car-
ried out to quantitatively assess the performances of the proposed identification algorithm,
for a broad range of structural configurations, characterized by different values of non-
dimensional bending stiffness ε and boundary conditions, that cover a wide spectrum of
applications, such as stay cables, diagonal braces, truss elements and tie-rods of vaulted
historical masonry structures. On the overall, the proposed procedure gives accurate es-
timates of the beam axial force for small and moderately small values of ε, in the order of
ε � 0.1. For higher values of ε, based on the critical discussion of the results of the pro-
posed identification strategy, a simplified algorithm relying on a preliminary estimation
of the bending stiffness of the beam is envisaged to reduce errors on the identified axial
force.
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Figure 2: Results of the identification algorithm, averaged on ten runs, as a function of the noise intensity.
(a) Characteristic frequency ω0 (target value: ω0 = 5.66 rad/s), (b) non-dimensional bending stiffness
ε (target value: ε = 0.02), (c) degree of fixity parameter p, (d) relative error on the axial force ΔT ,
(e) value of the cost function associated to the identified optimal set of parameters, F best

obj (f) number of
iteration (the maximum number is MAXIT = 1000).
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Figure 3: Results of the identification algorithm, averaged on ten runs, as a function of the noise intensity.
(a) Characteristic frequency ω0 (target value: ω0 = 5.66 rad/s), (b) non-dimensional bending stiffness ε
(target value: ε = 0.1), (c) degree of fixity parameter p, (d) relative error on the axial force ΔT , (e) value
of the cost function associated to the identified optimal set of parameters, F best

obj (f) number of iteration
(the maximum number is MAXIT = 1000).
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Figure 4: Results of the identification algorithm, averaged on ten runs, as a function of the noise intensity.
(a) Characteristic frequency ω0 (target value: ω0 = 5.66 rad/s), (b) non-dimensional bending stiffness ε
(target value: ε = 0.5), (c) degree of fixity parameter p, (d) relative error on the axial force ΔT , (e) value
of the cost function associated to the identified optimal set of parameters, F best

obj (f) number of iteration
(the maximum number is MAXIT = 1000).
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Abstract. In the present research work, the effect of ground motion vertical component in 
case of near-source excitations on masonry buildings has been analysed. To this purpose, an
investigation has been made on the Banloc Castle, a historical masonry construction dam-
aged by the Banat-Voiteg earthquake occurred on December 1991 in the Romanian Region of 
Banloc. A FEM model of the building, setup using DIANA FEA analysis software, has been 
analysed in the non-linear dynamic field. In particular, the records have been referred to the 
Banloc site, characterized by a moment magnitude of 5.5 and a focal depth of 9 km. In order 
to estimate the influence of the vertical seismic motion on the case study building in terms of 
both displacement and internal forces, two different scenarios have been examined. The first 
scenario has taken into account the horizontal component only, whereas the second one has 
studied the simultaneous effects of three components of the seismic action. The comparison 
between the two scenarios has shown that the vertical ground motion significantly modifies 
the structural behaviour of the inspected building. Finally, numerical damage patterns have 
been plotted and compared to the real cracks detected in the case study after the considered 
seismic event.
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1 INTRODUCTION 

Typically, the effect of the vertical component of earthquake ground motion on construc-
tions has been ignored in the current studies of Earthquake Engineering. Gioncu and Mazzon-
lani have developed an important research activity concerning the influence of ground motion 
vertical component for the load-bearing masonry structures in the Banat seismic region [1, 2, 
3]. In particular, the seismic design and assessment of Unreinforced Masonry (URM) struc-
tures is limited to the effects of the horizontal accelerations, neglecting the vertical component 
of the design ground motion [4, 5, 6]. The damages caused by disastrous earthquakes high-
lighted the brittle behaviour of several structural systems especially under seismic actions 
characterised by not negligible vertical components, which produced significant effects in 
cases of near-field events. 

Generally, the ground motion vertical component is mainly associated to the arrival of ver-
tically propagating compressive P-waves and secondary shear S-waves. However, the propa-
gation direction of volume waves (P and S) is not influenced by the site geology, but by the 
site distance, the fault type and the magnitude. In these circumstances, it is evident that the 
effects induced by the ground motion vertical component are prominent in areas characterized 
by high hazard level and that they should be appropriately considered in the seismic behav-
iour analysis of existing masonry buildings, which have very low tensile resistance [7].  

Generally, earthquakes occurring near an active seismogenic source contain pulse-like rec-
ords (one or more consecutive peaks), characterised by a long period and a short duration [8]. 
These impulses, caused by the sliding of faults, release a large amount of seismic energy, 
which is transmitted abruptly to the structures. For this reason, the vertical component of 
these earthquakes is one of the determining factors to be taken into consideration for the cor-
rect safeguarding of buildings and design preventions. 

In fact, as reported in [9, 10], it was shown that the ratio between vertical (V) and horizon-
tal (H) components of ground motion in the near-source regions with high hazard earthquakes 
is considerably different than that expected at a smaller magnitude and greater distances; 
moreover, it was suggested that the V/H (empirical) limit of 2/3 should be re-evaluated in or-
der to better foresee the effects of ground motion vertical component for design purposes. In 
particular, it was observed that these ratios near the seismogenic source can exceed the unitary 
value. The effects produced by the vertical component of the ground motion significantly in-
fluence the dynamic response of structures. In fact, as detailed in [11], the vertical component 
on masonry buildings provokes a reduction of load-bearing capacity of the wall panels and, 
consequently, an increase of lateral displacements. In particular, during the time history cycle, 
the vertical component acts alternately with compression and decompression peaks, that lead 
to a degradation of the stiffness of the masonry under dynamic action with the consequent in-
crease of the local or global vulnerability.  

Other studies [12, 13] inspected the behaviour of masonry buildings subjected to vertical 
seismic actions, asserting that the vertical component of the ground motion in epicentre areas 
characterized by a Joyner and Boore distance (Rjb <30 km) causes a variation of the axial 
stress regime in the walls. Consequentially, the dynamic amplification due to soil stratigraphy 
leads to a reduction in terms of the shear capacity of structural resistant elements, which show 
a deficit in terms of resistance, stability and ductility. 

In this framework, focusing on the Banat-Voiteg seismic event occurred on December 
1991, the Castle of Banloc has been selected as a case study. In order to take into account the 
influence of vertical accelerations on the seismic capacity of the examined building, non-
linear dynamic analyses have been carried out considering the ground motion records repre-
sentative of the earthquake occurred in the region of Banat in Romania.  
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The displacements and foces regime of the investigated castle have been analysed in order 
to point out the influence of vertical component. Finally, the damages achieved from numeri-
cal modelling have been presented, discussed and compared to those really detected under the 
1991 earthquake. 

2 SEISMICITY OF BANAT REGION 

The Western and South-Western part of Romania, well known as the Banat Region, is un-
doubtedly one of the most seismically active regions of the country, characterized by crustal 
earthquakes. Due to the presence of multiple vulnerability factors, such as old houses, areas 
with high population density, unprotected historic buildings, presence of factories, etc., the 
seismic risk of the region is very high.  

The seismic history of this region is characterized by a high dispersion and variability of 
the epicentres and, therefore, of the events observed. Generally, the earthquakes in the Banat 
region occurred at the contact between the Carpathian and Pannonian plates (from Timisoara 
to S-W Jebel and Banloc and north of the Bega canal) and at the contact among irregular 
structures straddling Sânnicolau Mare, Nădlag-Jimbolia, Arad-Vinga- Calacea and Timis Val-
ley in Faget. Moreover, the distributions of focal mechanisms associated to the earthquakes 
occurred in the South-West of Romania showed a reverse and strikes faults or the combina-
tion of the two. The focal depths of earthquakes in the western areas of Oltenia and Banat-
Danube were between 5 and 33 km deep, as indicated in Figure 1 [14]. 

 

 
Figure 1: Focal mechanisms occurred in Romania [14]. 

The most significant earthquakes occurred in the Banat area were the two seismic events 
detected in Banloc in 1991 and denoted by moment magnitude of 5.5 and 5.6. These main 
records have been acquired by the INCERC seismic network (Banloc Town-Hall and 
Timisoara stations). In particular, the accelerometer records taken by INCERC for the cities of 
Timişoara and Banloc provided earthquakes with the following characteristics: (i) relatively 
short duration of 9-24 s and (ii) significant spectral values in the range 0.1-0.3 s, which ex-
tends up to 0.7 s for the Timişoara record and up to 1.2 s for the Banloc one. 

4959



N. Chieffo, A. Formisano, M. Mosoarca and P.B. Lourenço 

Focusing on the event recorded in the city of Banloc, it is characterized by a reduced site-
source distance (7.01 km far from the epicentre), which makes it as a near-source event.  

This event showed an impulsive and high vertical peak acceleration of 1.2863 ms-2, a focal 
depth of 9 km, a moment magnitude, Mw, of 5.5 and an intensity, I, of VIII according to Mer-
calli Intensity Scale (MCS). 

The data provided by the SM-ROM-GL Earthquakes DB [15] related to the 1991 event oc-
curred in the Banat Region are shown in Table 1. 
 

Earthquake Date LatN LongE Depth - h (km) Mw Station 
Banat-Voiteg 1991/12/02 45.45 21.12 9 5.5 BNL1 

Table 1: Reference event occurred in the Banat seismogenic zone in December 1991. 

Furthermore, the ShakeMap of the event occurred and the geolocation of the city of Banloc 
are shown in Figure 2. 

 

  
(a) (b) 

Figure 2: ShakeMap of the Banat-Voiteg event (a) and geolocation of the city of Banloc (b). 

3 PRELIMINARY ANALYSIS OF THE CASE STUDY BUILDING 

3.1 Historical overview on the Banloc Castle  

The municipality of Banloc is attested for the first time in May 1400, when the name "By-
allak" was reported in a document provided to the clerk of Cenad.  

For almost two centuries (1552–1716) Banloc was the summer residence of the Ottoman 
pasha of Temeşvar Eyalet. In 1716, the Banat region, where Banloc is located, was conquered 
by the Austrians and, in the census of the year later, the municipality was registered as 
“Panloch” in the district of Ciacova with 85 inhabited houses.  

In 1759 the construction of the castle of Banloc was completed.  
The castle (Figure 3) is the most important monument of the municipality. It is a massive 

building with a "U" in-plane shape built in the early nineteenth century. The main façade fac-
es south, while on the opposite side the two wings border a terraced courtyard.  

The castle is composed of very heavy perimeter brick and internal walls having thickness 
of 0.90 m and 0.80 m, respectively at ground level. 
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(a) (b) 

  
(c) (d) 

Figure 3: Castle of Banloc: (a) external view, (b) architectural plan layout, (c) geographical orientation and (d) 
timber roof structure. 

On the top, vaulted ceilings with thickness of 0.25 m are present. The inter-storey heights 
of first and second floors are 4.00 m and 5.70 m, respectively. The roof is made of a solid 
timber supporting structure, whose construction technique was frequently used in the Banat 
region (Figure 3d).  
 

3.2 Field evidence after the Banloc earthquake 

The Banloc earthquake, occurred on 1991 December 2nd, was a very significant event in 
the seismic historicity of the Banat region. It was characterized by a focal depth of 9 km with 
the epicentre localized in Banloc. The released seismic energy produced a magnitude (Mw) of 
5.5 on the Richter scale [15]. This earthquake can be classified as a medium-deep geological 
event. It caused slight damages to new designed structures, but several masonry buildings in 
the area were characterized by very serious damages, also with partial collapses. Referring to 
the case study building, the damage was detected through on-site inspections after the earth-
quake occurred. The achieved post-earthquake damages are presented in Figure 4 [16]. 
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(a)  (b)  

  
(c) (d) 

Figure 4: Detected damages on the Banloc Castle after the 1991 earthquake: (a) North façade; (b) West façade; 
(c) first floor room; (d) second floor room [16] 

As it is seen from the previous figures, the highest level of damage was localized in the 
vaults, which are elements characterized by large spans and resistance lower than that of ver-
tical structures (Figures 4c). In particular, the cracks in the vaults were attributable to the im-
pulsive vertical component, which produced very extensive damages. Contrary, large number 
of walls were affected by shear mechanisms induced by horizontal seismic components with 
widespread cracks [16]. 

 

4 STRUCTURAL ASSESSMENT  

4.1 Analysis of the ground motion records 

The accelerograms adopted are representative of the event occurred in Banloc in December 
1991 considering the BNL1 seismometric station [15]. The accelerations are characterized by 
maximum components in X direction of 0,08g, in Y direction of 0,13g and in Z direction of 
0,13g (Figure 5). The seismic phenomenon can be defined of near-source type, since the city 
of Banloc was located approximately 7 km far from the epicentre.  

 

   
(a) (b) (c) 

Figure 5: Accelerograms of the Banat-Voiteg seismic event. 
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As can be seen from the previous Figure, for numerical analyses, a 6 seconds time history 
has been considered and elaborated by means of the Seismosignal software [17]. This choice 
is dictated from the fact that, on one hand, in the first 6 seconds all the seismic energy input 
deriving from vertical component is manifested and, on the other hand, the analysis elabora-
tion time is short.  

The spectral ratios between vertical accelerations, V, and the corresponding horizontal 
ones, H, for the considered near-source ground motion, have been depicted in Figure 6. These 
results have shown how the vertical component effects are very important for earthquakes 
characterized by small site-source distances, where the V/H limit of 2/3 proposed in [9] is ex-
ceeded. In particular, Figure 6 shows that for short periods (less or equal than 0,2 seconds), 
the V/H ratio is greater than 1; this means that the rule imposed in [9] underestimates consid-
erably the vertical component effects for low periods. 
 

 
Figure 6: V/H spectral ratios for the Banloc-Voiteg event. 

 

4.2 Non-linear dynamic analysis 

Time-history analysis provides a global assessment of the castle dynamic structural re-
sponse varying specified ground motion accelerograms. The implementation of the model has 
been set-up using the DIANA FEA software [18], where the structure has been conceived as 
set of shell elements (Figure 7).  

 

 
 

(a) (b) 
Figure 7: 3D-shell element model of the castle (a) and selected monitoring points (b). 
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The masonry constitutive law is characterized by a non-linear response with a nonductile 
post-peak softening behaviour; tensile stresses are assumed to diminish exponentially, while 
the compression performance combines hardening and softening parabolic phases, as estab-
lished in [19, 20].  Based on these assumptions, in Table 2 the masonry mechanical properties 
adopted in the analysis for the case study building have been reported according to NTC18 
[21].  

 
Mechanical Properties   
Modulus of elasticity E [N/mm2] 1500 
Shear modulus G [N/mm2] 500 
Compressive strength fm [N/mm2] 2.40 
Tensile strength τ0 [N/mm2] 0.24 
Specific weight w [KN/m3] 18 
Poisson ratio ν [-] 0.20 
Fracture energy (compression) Gfc [N/mm] 4.64 
Fracture energy – Mode I (tensile) Gft [N/mm] 0.012 

Table 2: Mechanical properties of masonry. 

The results obtained have been represented, for the two scenarios considered, namely (H) 
and (H+V), in terms of dispersion of both mean displacements and resistances. They are re-
ferred to the monitoring points at the second floor (see Figure 7) and are summarized in Fig-
ure 8. Concerning displacements and strengths regime, positive and negative values of the 
points cloud denote the change of direction induced by the seismic input with respect to the 
straight line with equation x=y (bisector). Furthermore, in order to better highlight the influ-
ence of the vertical component, the upper (y=0,5x) and lower (y=2x) bounds of the dispersion 
range have been considered. In this way, the greater scatter with respect to the bisector, the 
larger effect of the ground motion vertical component [11]. 

 

   
(a) (b) (c) 

   
(d) (e) (f) 
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(g) (h) (i) 

Figure 8: Scatter results in terms of displacements (a-f) and forces (g-i). 

From the gotten results, it is worth noting how the average dispersions associated with the 
two main directions X and Y, in terms of displacements and base reactions, are not affected 
by the influence of the vertical component. However, in vertical direction, there is a marked 
average dispersion (Figures 8c and 8f) with respect to the case in which the vertical compo-
nent is neglected (H).  

It can be seen that in the first two seconds (in which the vertical component reached its 
maximum acceleration peak), the displacements are increased by about 6 times compared to 
the case in which the vertical component is neglected (H). Furthermore, in terms of axial 
stress, the same condition can be found by comparing the two scenarios, (H) and (H+V) men-
tioned above (Figure 8i). 

Consequently, a time step of 2 seconds has been considered in order to consider the effect 
of ground motion vertical component in terms of both shear [22] and axial demands for one of 
the most stressed pier of the West façade. So, for the sake of representation, (H) and (H+V) 
scenarios have been compared and plotted according to the recommendations provided by 
EC8 [22], as reported in Figure 9. 

 

   
(a) (b) (c) 

Figure 9: Safety checks for shear stresses (a-b) and axial loads (c) in case of (H) and (H+V) scenarios. 

Firstly, in Figures 9a and 9b, it is possible to notice how the seismic vertical component in 
the two main directions, X and Y, does not produce any significant stress variation for both 
considered scenarios. Secondly, in Figure 9c, it is shown how the vertical component produc-
es a significant increase in terms of axial load. In fact, at time step of 1.55 seconds (which 
corresponds to the maximum peak vertical acceleration), the difference between (H)  and 
(H+V) is very high (more than two times). Moreover, it is detected that the axial load de-
mands exceed averagely the corresponding tensile capacities (Nrd,t) of 2 times. 

Subsequently, the force reduction factor, q, prescribed in almost all seismic design codes 
without taking into account the influence of the ground motion vertical component [23, 24], 
has been predicted for the examined building located in epicentral area of Romania.  

The behaviour factor has been assessed both in terms of mean ductility values and areas 
equivalence criterion between the elastic system and the elasto-plastic one. Based on the en-
ergy dissipation criteria, the hysteretic cycles have been defined for the monitoring points 
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mentioned in Figure 7b, and, thus, the mean capacity curves, representative of the global be-
haviour of the structure in the two main directions, X and Y, have been considered (Figure 
10a and 10b). Furthermore, with the same method, the behaviour factor has been calculated 
when the vertical component is neglected.  

 

  
(a) (b) 

  
(c) (d) 

Figure 10: Mean capacity curves for (H+V) scenario in the two main directions X and Y in terms of energetic 
ductility (a, b) and equivalence criterion of areas (c, d). 

From the results obtained, the proposed q-factor is intended as the absolute minimum of 
the values deriving from the scenarios (H) and (H+V) considered. It has been estimated as 
equal to 1.94, when the vertical acceleration associated to the case of maximum decompres-
sion reached at about 3 seconds in the time history is considered. This choice is based on the 
fact that, during the decompression phase, the structure presents the highest global vulnerabil-
ity. Moreover, it is important to observe how the proposed value is contained in the range 
(1.5-2.5) established by EC8 [22]. Finally, the achieved value shows an increase of about 30% 
with respect to the value of 1.5 suggested by the Romanian Code [25] for masonry structural 
systems in case of design spectrum considering vertical acceleration components only. 

 

4.3 Damage assessment 

The damages detected in the castle after the Banloc earthquake were represented by a 
widespread distribution of cracks, that affected the vertical and horizontal structures, produc-
ing globally in the time the structure deterioration. 

In particular, several failure mechanisms closely related to the seismic event were identi-
fied. More specifically, in the first two seconds of the time-history, the maximum vertical 
peak acceleration produced an extensive damage in the vaults, characterized by a brittle be-
haviour (Figure 11) [16].  
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Figure 11: Damages detected in the second-floor vaults mainly due to ground motion vertical component [16]. 

Successively, following the impulsive action, the arrival of the horizontal components pro-
duced damage to the vertical structures, mainly represented by shear cracks in the spandrel 
beams, as shown in Figure 12 [16]. 

 

  

Figure 12: Vertical and diagonal shear cracks detected in the South façade of the case study building [16]. 

Finally, in the internal court of the building, a partial collapse of the roofing structure was 
observed. This collapse mechanism was triggered by the impulsive seismic action, as depicted 
in Figure 13 [16].  

 
 

  
(a) – left view (b) – right view 

Figure 13: Failure mechanisms observed in the internal court of the case study building [16]. 

The damages achieved from numerical analyses have been presented and compared to ex-
perimental ones in Figure 14. 
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(a) 

 
(b) 

 
(c) 

Figure 14: Numerical damages obtained simulating the Banloc-Voiteg event and comparison with experimental 
evidences. 

From the above comparison, it appears that the non-linear analysis identified local damag-
es very similar to those produced by the Banat-Voiteg earthquake.  

4968



N. Chieffo, A. Formisano, M. Mosoarca and P.B. Lourenço 
 

The identification parameter used to evaluate the damage state in the numerical analysis is 
the tensile fracture energy (Gf), according to which, when the maximum principal stress 
reaches the defined cracking criterion, the fracture begins to distribute in the structural ele-
ment. In particular, the numerical model catches in a satisfactory way the detected local dam-
ages and failure mechanisms, providing, as depicted in Figure 14, the right distribution of 
Principal Total Strain (E1). 

 

5 CONCLUSIONS 

The proposed work has analysed the effects induced by the vertical earthquake component 
on a historic masonry building located in the Romanian region of Banloc. The seismic event, 
occurred in December 1991 with a moment magnitude of 5.5, was characterised by a small 
(about 7 km) site-source distance. This impulsive event was identified by low frequency con-
tent and maximum PGAs comparable in vertical and horizontal directions. The accelerometric 
records were used to perform non-linear dynamic analyses on the case study building mod-
elled with the DIANA FEA software using shell elements. 

The effects of the ground motion vertical component were evaluated considering the com-
parison between two different scenarios: the first, named H, where only horizontal accelera-
tion components were considered, and the second, called H+V, where also the vertical 
components were taken into account. The main results are summarized as follows: 

 The considered record, due to the combination of medium magnitude and short site-to-
source distance, had high energy in terms of vertical component in the first two sec-
onds. 

 There was a dispersion of the displacements induced by the vertical component in the 
first two seconds of the time-history, since the impulsive action releases a high input 
energy in that time period. The displacements increased about 6 times compared to the 
scenario in which the vertical component is neglected. 

 In the first two seconds of time history, where the maximum vertical energy content of 
the seismic motion occurred, the comparison of the two scenarios (H and H+V) in 
terms of stress regime was done. In particular, in terms of shear strength the vertical 
component did not produce any significant variation of results in the two analysis di-
rections. Conversely, referring to the axial stress regime, the vertical component in-
duces a considerable increase of axial tensile loads, which exceeded averagely the 
corresponding tensile capacities of about 2 times. 

 The q-factor for the study castle was predicted taking into account the influence of the 
ground motion vertical component. The achieved value was enclosed in the range es-
tablished by EC8 and it is 30% greater than that provided by the Romanian Code for 
masonry structures in case of vertical acceleration design spectrum. Moreover, other 
research activity in this field will be study in future. 

 The numerical damage assessment was carried out considering the Principal Total 
Strains, which take into account the overcoming of the tensile fracture energy in the 
structural elements. The numerical analysis results provided with satisfactory accuracy 
the same damage mechanisms really detected in the castle, namely cracks in the vaults 
(produced by vertical components) and vertical structures (mainly caused by horizon-
tal components), as well as the out-of-plane horizontal bending mechanism in the fa-
çade facing the courtyard, which was produced by the partial collapse of the roof 
structures. 
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Abstract. Over the last years, the Laboratory of Vibrations and Structural Monitoring of the 

Faculty of Engineering of University of Porto (www.fe.up.pt/vibest) has been monitoring vi-

brations due to construction work and industrial activities. In these cases, several types of 

wired and wireless commercial systems were used. When the long term monitoring of vibra-

tions is required, wired solutions are usually demanded because of the need of the continuous 

power supply to the sensors. However, these systems often present some difficulties such as: a) 

dependence on external power supply and cables spread throughout to the working area, and; 

b) difficulty in being physically integrated or attached to structures, especially in construction

environment. This has motivated the ViBest research group in contributing to the develop-

ment of a new generation of measurement systems offering the following advantages: a) cost 

attractive; b) wireless with high levels of autonomy (may run on batteries for several weeks); 

c) small size that facilitates the easy integration in the structures; d) possibility of installation

of high number of sensors; e) may be easily customized. In this context, the objective of this 

paper is to share the experience of ViBest in this area by describing the developed instrumen-

tation that may be used in the measurement of vibrations in industrial or construction envi-

ronment. 
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1 INTRODUCTION 

In Civil Structures and Infrastructures, the continuous dynamic or static monitoring or cer-

tain quantities has lately assumed great importance. In the case of dynamic measurements, the 

main reason of this interest is related to the subject of Operational Modal Analysis (OMA), 

which aims to identify the modal parameters of a structure in operating conditions (particular-

ly with regard to natural frequencies, damping ratios and mode shapes) taking into account the 

measured ambient vibrations at critical points. In these cases, the measurement of vibrations is 

performed without disturbing the normal functioning of the structures, which may be imple-

mented in buildings, bridges (railway, roadway, highway), dams and offshore structures. Giv-

en the importance of this subject, the Laboratory of Vibrations and Structural Monitoring 

FEUP (CONSTRUCT-ViBest) has carried out consistent work in this area [1], both in the de-

velopment of numerical tools for identifying modal parameters and in the continuous meas-

urement of vibrations in actual structures (see www.fe.up.pt/vibest).  

Parallel to this area, CONSTRUCT-ViBest has also been involved in the monitoring of 

construction work and industrial activities. In most of the cases, the measurement of dynamic 

quantities such as acceleration or velocity is requested. This is related to the area of the evalu-

ation of human comfort and structural damage induced by machinery or construction equip-

ment. The continuous monitoring of static variables is also requested in many situations, 

especially related to the measurement of displacements and slopes in geotechnical works. 

In the previous described areas, traditional measurement systems based on commercial 

equipment from well-known manufacturers have been used for a long time. However, many 

times these systems present some difficulties, which include: a) high cost; b) excessive de-

pendence on external power supply; c) frequent failures in data acquisition attributed to heavy 

operating systems; d) difficulty in being physically integrated into structures, taking up too 

much space and being barely manageable, and; e) when using cables, the number of sensors is 

limited due to the exponential complexity of the data acquisition system [2]. In contrast, sys-

tems based on a new generation of sensors offers the following advantages: a) cost attractive; 

b) enable wireless solutions; c) autonomous and small size (easily integrated into structures);

d) possibility of installation of high number of sensors; e) low power consumption (can run on

batteries or solar panels); f) simplicity of functioning and robustness; g) low maintenance, and; 

h) may be easily adapted and customized [3].

In this context, this paper intends to divulge the alternative measurement systems to the

classic ones, which were developed in the scope of the research activities conducted at 

CONSTRUCT/ViBest in the area of the new data acquisition systems. This includes sensors 

like accelerometers, geophones, and inclinometers.  

2 THE ROLE OF THE NEW GENERATION OF SENSORS 

The interest of the research in the area emerged from the technological evolution of the 

last decades in the topic of sensors and data acquisition systems based on microcontrollers. 

This was encouraged by the easy access to this technology and by the easy access to infor-

mation available in the internet. In fact, the quantity of tutorials and blogs around this topic is 

immense. 

At same time, researchers who work in actual structures with data acquisition systems, of-

ten face many challenges and problems. The lack of robustness of some traditional instrumen-

tation solutions is one of these difficulties. The failure of these systems when working for 

long periods is not the only cause of that lack of robustness. Sometimes there also external 

causes like power failures and adverse weather conditions, beyond to other causes of diverse 

origin. Some data acquisitions systems are also too complex, involving too many cables and 
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connections. The high cost of measurement systems is another factor that hinders the wide-

spread use of these systems in common Civil Structures. 

In this context, the objective of the research in this area is to develop instrumentation that 

meets the following characteristics: i) wireless and compact size, for easy integration and in-

stallation in structures; b) robust, allowing the functioning of the system for long periods with 

no crashes; c) long autonomy; d) flexible, by allowing a variety of different sensors in several 

mounting schemes; e) accurate, and; f) cost attractive. 

The role of these systems is not certainly to substitute the traditional systems. However, 

there are many applications where these instruments have the same effectiveness as the tradi-

tional ones, with additional advantages. In fact, they can simplify the process of installation 

and operation; they can be custom-made, including the use of 3D printing; maintenance and 

replacement is facilitated, and; more interesting, their attractive cost may allow the generali-

zation of dynamic monitoring systems in Civil Structures. Nevertheless, the implementation 

of these new data acquisition systems also raises some challenges. Particularly with regard to 

the following issues: a) power supply; b) data transmission; c) reduced energy consumption; d) 

miniaturization of the systems, and; e) reliability.  

3 DEVELOPED INSTRUMENTATION 

3.1 Accelerometers 

Acceleration is easy to measure and there are a lot of accelerometers models available in 

the market. The most updated version of a device using these sensors is composed of a tri-axis 

MEM accelerometer which is operated by means on an ATmega328P Microcontroller. It in-

cludes a Real-Time-Clock (RTC) and a microSD card breakout for saving data. In general, 

files of a duration of 10 minutes are organized in a folder structure identified according to the 

date and time of the measurements.  

The main issue of these systems (and in all systems as a general problem) is the power 

supply. If the device can be powered with electrical current, this issue is resolved. However, 

the need of avoiding electrical cables scattered throughout the structure or construction area 

makes alternative energy solutions desirable. In this sense, solutions based on solar energy or 

batteries were developed. Solar energy allows high levels of autonomy. However, it is neces-

sary to bear in mind that solar panels usually take up more space and need to be cleaned fre-

quently. Figure 1a) indicates an accelerometer powered by a solar panel that is being used 

especially in the dynamic monitoring of bridges [4]. 

On the other hand, systems based on batteries do not depend on solar exposure and can be 

used in a more aggressive environments if appropriate enclosures are used. In addition, the 

size of the sensor may be adapted according to the needed autonomy. Figure 1b) represents a 

model powered by 3xAAA size batteries, which allows a continuous operation for about 1 

week. If more autonomy is required, the model shown in Figure 2a) equipped with 5 li-ion 

batteries of 18650 type, may guarantee an autonomy of 15 weeks, and the model indicated in 

Figure 2b), equipped with 9 batteries of the same type, may power the sensor for 6 months.  

All previous model may be fixed to structures by mean of 4 screws tightened against the 

box flange. Figure 3 shows a specific model directed for short period measurements in indus-

trial or construction environment. The weight of this device allows it to simply be placed on 

the floor for measurement.     

C. Moutinho, A. Cunha
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a)  b)

Figure 1: Accelerometer module: a) Solar powered; b) 3xAAA batteries. 

a)  b)

Figure 2: Accelerometer module: a) 5x18650 li-ion batteries; b) 9x18650 li-ion batteries. 

Figure 3: Accelerometer used for short period measurements in industrial or construction environment. 
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3.2 Geophones 

The measurement of velocity is many times required when evaluating the integrity of 

structures submitted to dynamic loads. This may happen essentially in construction work, 

when vibrations originated by construction machinery are propagated to nearby buildings. 

Standards like DIN 4150-3 [5] may be used for that evaluation in many countries. 

In these measurements, the ideal situation is to have wireless solutions allowing data 

transmission, having at same time high autonomy. For this purpose, an integrated system was 

developed. It is composed of a set of sensors positioned in critical areas (see Figure 4a), 

which locally record the time histories of velocities in 3 axis, and periodically send the maxi-

mum vibration values via radio transmission to a receiver. In turn, the receiver shows the 

maximum values in an LCD to be observed by the person in charge (see Figure 4b). The LCD 

shows the maximum vibration levels in terms of total velocities of the last 10 minutes, of the 

last hour and of the last day. This way, it is possible to follow the history of the vibrations 

produced by the ongoing construction works. The maximum values are saved in a microSD 

located inside the receiver and may be accessed at any time. During the construction activities, 

if the maximum allowable values are exceeded, the device beeps and an alarm light. 

This system is complemented with a device (Raspberry Pi, see Figure 4b) that sends the 

maximum vibration values to a server via the internet. This way, it is possible to remotely 

monitor the vibration levels of the construction, and draw graphs representing the history of 

the vibrations in the several measurement points.  

One of the most important issue to be considered in this integrated solution, is the guaran-

tee of the robustness of the system, as in this process some things may fail, especially with 

regard to the data transmission chain. Therefore, the recording of the original data inside the 

sensors is indispensable. In fact, data is recorded on a local microSD in each sensor, which 

may be accessed later to create a database of the signals.  

The autonomy achieved with these sensors is about 1 month when using 6 li-ion batteries 

of 18650 type, which is considered a very good performance take into account that the signals 

are acquired continuously, with the exception of night and weekend periods. 

At last, it must be mentioned that signals are primarily acquired in acceleration at a sam-

pling frequency of 500Hz and integrated to velocity after applying the appropriate filters. The 

error in signals is less than 0.1 mm/s, which seams adequate for accessing vibrations admissi-

bility.  

a)  b)

Figure 4: Measurement of velocities: a) Sensor unit; b) equipment for receiving and transmitting data. 
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3.3 Inclinometer 

This sensor was developed for measuring the displacements profiles in the construction of 

pile walls. During the excavation process, it is often required to control the horizontal dis-

placements of the wall in orthogonal directions. In this case, the topographic measurement of 

displacements is complemented with the measurement of displacements in tilt tubes placed on 

the back of the walls. The developed device is shown in Figure 5a). It consists of a probe that 

measures the inclination of the tube in 0.5-meter sections. The displacement profile of the 

wall is obtained by adding the contribution of each section from the base to the height of the 

tube. The measurement of the inclination is obtained by using a very precise 3 axis MEM ac-

celerometer inside the probe, which enable the evaluation of the tilt by measuring the gravity 

acceleration in the 3 directions. It allows a resolution of the horizontal displacement 

0.004mm/m and a maximum error of 0.02mm/m. The internal sampling rate of the accel-

erometer is 500 Hz, being each measurement of the slope obtained from the average of sam-

ples taken for 5 seconds. 

The solution found for the data acquisition and storage module differs from commercial 

solutions, being able to be coupled directly to the tilt tube. This means that the device can on-

ly be operated by one technician, instead of the need of 2 persons, as is normally required (see 

Figure 5b). This module has an LCD for viewing records and internally contains a microSD 

card for saving the readings validated by the technician.  

a)  b)

Figure 5: Inclinometer: a) Probe and data acquisition module; b) One technician operating the device. 

4 CONCLUSIONS 

This paper describes the work developed at CONSTRUCT – ViBest research group located 

in FEUP, on the topic of a new generation of monitoring systems applied to Civil Structures, 

particularly related to dynamic and static measurements in industrial and construction envi-

ronment. 

It was pointed out that some traditional systems have some drawbacks, particularly related 

to the lack of robustness, complexity, and high cost. In the other hand, simpler systems based 

on new sensors may substitute that classical systems in certain applications, offering some 

advantages like the ease of installation and operation, less maintenance and attractive cost. 

In this context, this document describes several measurement systems developed for the 

previously mentioned applications, which are shown to be sufficiently accurate when com-

pared to commercial systems, which makes these systems a possible alternative solution to 

traditional systems in many practical cases.  

C. Moutinho, A. Cunha
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