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PREFACE

This volume contains the full-length papers accepted for presentation at the XI International Conference on Structural Dynamics EURODYN 2020, streamed online from Athens, Greece on November 23-26, 2020.

EURODYN Conference Series is organized under the auspices of the European Association of Structural Dynamics (EASD). EASD was founded in 1990 as a joint European initiative of experts in Structural Dynamics, with the purpose of sponsoring and overseeing the organization of the EURODYN conferences, scheduled to take place with a three-year interval. The first EURODYN Conference was held in Bochum in 1990, organized by the founding president of EASD Prof. Wilfried Krätzig. Following Bochum, the conferences were held in Trondheim (1993), Florence (1996), Prague (1999), Munich (2002), Paris, (2005), Southampton (2008), Leuven (2011), Porto (2014), Rome in 2017 and this year in Athens, the city where the EURODYN 2020 conference would have taken place in June 2020.

In view of the first signs of the COVID-19 pandemic at the beginning of this year, we were forced to postpone the conference dates at the end of November 2020. This was expected to give the opportunity to the participants to attend the conference either physically or remotely. Unfortunately, and contrary to what we had all anticipated, the COVID-19 was still around at the end of June 2020, and hence we were left with no other choice but to abandon the idea of a physical conference and organize a fully online event. This transition was very painful and created many administration complications. Nevertheless, EASD and the organizing committee have seen this sanitary crisis as an opportunity to organize a different type of event and to propose a new approach for scientific collaboration and communication that respects both the legacy of the conference series and the health of the members of the European Community of Structural Dynamics.

EURODYN conferences have been established as the top scientific events in the area of theoretical, numerical and experimental Structural Dynamics worldwide and are highly-anticipated every three years by the international community of Structural Dynamics. For the 2020 edition of EURODYN series, more than 1000 abstracts were submitted, of which 830 were selected for presentation and among them 400 full-length papers were accepted for publication in the EASD Open Access Procedia, indexed by Scopus Database.

The editors of this volume would like to thank all authors for their contributions. Special thanks go to the 88 colleagues who were involved in the organization of 38 Minisymposia and to the reviewers who contributed to the scientific quality of this e-book with their work.

We would particularly like to thank the Members of the EASD Executive Board, and especially Álvaro Cunha, the President of EASD, Guido De Roeck, the Honorary Chairman of EURODYN 2020 and Fabrizio Vestroni the Chair of the EURODYN 2017, for their valuable advice, suggestions and interest, during the three-year preparation period of EURODYN 2020. Their contributions were significant to the successful outcome of this undertaking.

Manolis Papadrakakis
National Technical University of Athens, Greece

Michalis Fragiadakis
National Technical University of Athens, Greece

Costas Papadimitriou
University of Thessaly, Greece
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Abstract. The paper establishes a computationally inexpensive method to deal with the dynamic response of liquid storage tanks subjected to seismic excitation including dynamic soil-structure interaction. The tank is modelled as a thin shell, the stored liquid is described as an inviscid and incompressible fluid and the soil medium is modelled as an elastic continuum. The dynamic response of the tank-liquid-soil system is derived in the frequency domain using dynamic substructuring and mode matching. The tank vibrations are first expressed in terms of the in-vacuo shell modes while the liquid motion is described as a superposition of linear potentials. The soil reaction to the plate of the tank is derived on the basis of a boundary integral formulation with the excitation field being the seismic free-field ground motion. Due to its high computational efficiency, the proposed method is suitable when a large number of simulations is required as is the case in seismic risk analysis. It overcomes the limitations of most mechanical analogues used nowadays, while at the same time maintains an accuracy comparable to that of finite element models within a fraction of the computation time of the latter.
1 INTRODUCTION

The dynamic response of liquid storage tanks subjected to ground excitation has been a subject of continuous research over the past decades [1]. Despite the many modelling techniques available, most models can be classified into two broad categories: Finite Element (FE) models [2] and simplified mechanical analogues with a few degrees of freedom [3, 4].

In a simplified model, the various components of the tank-liquid system are described by point masses, springs and dashpots at certain locations [5]. Such models are useful for engineering purposes since they can prognosticate the base shear force and the overturning moment [6], however, they have certain limitations. First, they provide estimations of the design stresses at the base of the tank alone. Second, when they need to consider shells of non-uniform thickness or dynamic soil-structure interaction, they become needlessly complex, and even though procedures are described in the design codes to incorporate some of these effects [7], these procedures are approximate and cannot always guarantee accurate solutions. On the contrary, when a detailed dynamic analysis is required, FE modelling is often considered. Detailed FE models can overcome most of the limitations of the simpler models described earlier, however, they are computationally expensive and require experienced end users. In addition, the modelling of the unbounded soil domain and the proper inclusion of the seismic excitation remain always a challenge.

To overcome the disadvantages of the aforementioned modelling methods, this paper introduces an alternative method of numerical analysis of the tank-liquid-soil system. By doing so, one can overcome the main disadvantage of the FE models while, at the same time, computational accuracy stays uncompromised. The linear dynamic response of the tank-liquid-soil system is derived in the frequency domain using a mode-matching, dynamic substructuring technique. The substructuring technique, together with the Rayleigh-Ritz method, have been previously employed in [8, 9] for the solution of tank-liquid dynamic problems albeit in the absence of dynamic soil-structure interaction (SSI). In contrast to these earlier works, in this paper the eigenvalue problems are first formulated to obtain the modes of vibration of the tank and the liquid satisfying a set of predefined boundary conditions in an exact manner. Once the vibration modes of the tank and the liquid are determined to within a set of unknown complex-valued coefficients, the latter are obtained by ensuring the kinematic compatibility at the tank-liquid interface and by satisfying the equations of motion of the shell structure subjected to seismic motion. In addition to that, the dynamic reaction of the soil at the bottom side of the plate is considered through a boundary integral formulation in line with Lin et al. [10], thus coupling the tank-liquid system to the soil modelled as a three-dimensional continuum.

The main novelty of the paper lies in the establishment of a computationally inexpensive method to obtain the solution of the fully coupled tank-liquid-soil system subjected to seismic excitation. The computational efficiency stems from the adoption of the dynamic substructuring technique and the fact that for each substructure a standard eigenvalue problem is first solved before the forced response is treated. As will be shown, for low frequency seismic excitations, a few modes usually suffice to reach satisfactory convergence which adds to the computational speed. Furthermore, the solution technique proposed is very efficient and does not require the treatment of the whole coupled problem anew every time one of the substructures alters, i.e. varying liquid volume in the tank or soil composition. Given that, the authors believe that the proposed method is especially useful when a large number of simulations are required as, for example, is the case in seismic risk analyses and probabilistic assessments; cases in which the engineer is usually restricted to the use of simplistic models not capable of capturing all possible
failure mechanisms.

In chapter 2, the model is described including the governing equations. The solution method for each subsystem is covered in detail in chapter 3, while chapter 4 establishes the algebraic system of equations that yields the solution to the coupled tank-liquid-soil problem subjected to a seismic excitation. In chapter 5, a convergence analysis is performed and model predictions are compared with FE simulations. Finally, chapter 6, summarises the main results of the paper.

2 MODEL DESCRIPTION

A typical liquid storage tank is shown in Fig. 1. The shell structure consists of a circular plate and a cylindrical wall with the parameters $E$, $\nu$, $h$ and $\rho$ corresponding to the Young’s modulus, the Poisson’s ratio, the thickness, and the density of the various parts of the shell, respectively. A cylindrical global coordinate system is adopted $(r, \theta, z)$ in which $r$ is the radial coordinate, $\theta$ is the circumferential coordinate and $z$ is the vertical coordinate. The tank is filled with liquid up to a height of $H_l \leq H$ with $H$ being the height of the wall of the tank. The liquid is assumed inviscid and incompressible with a density $\rho_l$. The soil column of depth $d$ that supports the tank is modelled as a linear elastic continuum with material parameters $\rho_s$, $\lambda$, $\mu$ corresponding to the density and the two Lam`e constants of the elastic continuum, respectively. The seismic excitation is included through the free-field ground motion.

The governing equations describing the tank dynamic response read:

$$L_p w_p(r, \theta, t) + \rho_p h_p \ddot{w}_p(r, \theta, t) = \sigma_s(r, \theta, t) + p_p(r, \theta, t)$$  \hspace{1cm} (1)

$$L_w u_w(\theta, z, t) + \rho_w h_w \ddot{u}_w(\theta, z, t) = p_w(\theta, z, t)$$  \hspace{1cm} (2)

in which $w_p = [w_r, w_\theta, w_z]^T$ is the displacement vector of the mid-surface of the plate, $L_p$ is the stiffness operator of the plate [11], $\sigma_s = [\tau_{rz}, \tau_{r\theta}, \sigma_z]^T$ represents the boundary stress vector induced by the interaction with the soil (including the seismic excitation), and $p_p = [0, 0, p_{liq}]^T$ accounts for the pressure of the stored liquid. Next to that, $u_w = [u_r, u_\theta, u_z]^T$ denote
the displacement of the mid-surface of the wall along the radial, circumferential and vertical directions, respectively. The operator $L_w$ accounts for the stiffness of the cylindrical shell [12] and the force vector $p_w = [p_{liq}, 0, 0]^T$ includes the pressure exerted by the motion of the stored liquid normal to the shell surface. In Eqs.(1–2), the overdot represents a derivative with respect to the time variable.

Supplementary to the equations of motion, a set of boundary and interface conditions need to be formulated to complete the statement of the problem shown in Fig.1:

$$u_w|_{z=0} - u_p|_{r=R} = 0, \, \phi_w|_{z=0} - \phi_p|_{r=R} = 0, \, f_w|_{z=0} - f_p|_{r=R} = 0, \, f_w|_{z=H} = 0$$  \hspace{1cm} (3)

In Eqs.(3), $\phi_w|_{z=0} = -\partial u_r/\partial z$ and $\phi_p|_{r=R} = -\partial w_z/\partial r$ and $f_w = [M_{zz}, N_{zz}, V_{zr}, T_{z\theta}]^T$ is the generalised force vector of the wall segment which includes the moment $M_{zz}$, the membrane force $N_{zz}$ and the shear forces $V_{zr}$ and $T_{z\theta}$ [12]. Similarly, $f_p = [M_{rr}, V_r, N_{rr}, N_{r\theta}]^T$ corresponds to the generalised force vector of the plate at the connection with the wall.

Considering a liquid that is inviscid and incompressible, and limiting the scope to linear vibrations, the governing equation for the liquid reads:

$$\nabla^2 \phi(r, \theta, z, t) = 0$$  \hspace{1cm} (4)

in which $\phi(r, \theta, z, t)$ denotes the velocity potential. The interface and boundary conditions for the liquid region read:

$$\left. \frac{\partial \phi(r, \theta, z, t)}{\partial r} \right|_{r=R} = \dot{u}_p(\theta, z, t), \quad \left. \frac{\partial \phi(r, \theta, z, t)}{\partial z} \right|_{z=0} = \dot{w}_z(r, \theta, t)$$  \hspace{1cm} (5)

$$\left. \left( \frac{1}{g} \phi(r, \theta, z, t) - \frac{\partial \phi(r, \theta, z, t)}{\partial z} \right) \right|_{z=H_l} = 0$$  \hspace{1cm} (6)

A single soil layer is considered and the local coordinate system is employed with the $z$-coordinate pointing downwards, such that the soil surface is at $z = 0$ and the bedrock at $z = d$. The equations of motion read [13]:

$$\left( \lambda + \mu \right) \nabla \nabla \mathbf{u}_s(r, \theta, z, t) + \mu \nabla \times \nabla \times \mathbf{u}_s(r, \theta, z, t) = \rho_s \ddot{\mathbf{u}}_s(r, \theta, z, t)$$  \hspace{1cm} (7)

in which $\mathbf{u}_s = [u_{s,r}, u_{s,\theta}, u_{s,z}]^T$. The boundary conditions and interface conditions of the soil domain at $z = 0$ and $z = d$ read:

$$\begin{align*}
\mathbf{u}_s(r, \theta, d, t) &= 0 \\
\mathbf{u}_s(r, \theta, 0, t) &= \mathbf{u}_p(r, \theta, t) \\
\sigma^s_s(r, \theta, 0, t) &= \left\{ \begin{array}{ll}
K_s(r, \theta, t) \ast (\mathbf{u}_f^s(r, \theta, 0, t) - \mathbf{u}_p(r, \theta, t)) & r \leq R \\
0 & r > R
\end{array} \right.
\end{align*}$$  \hspace{1cm} (8)

in which $\sigma^s_s$ is the surface traction acting on the plate along the $r$, $\theta$, and $z$-coordinate at $z = 0$ and the asterisk denotes a convolution operation. The term $K_s(r, \theta, t)$ denotes the dynamic stiffness of the soil column evaluated at the surface of the ground as explained in section 3.3 and $\mathbf{u}_f^s(r, \theta, 0, t)$ is the free-field ground motion which defines here the excitation mechanism. Equations (1–8) govern the dynamics of the tank-soil-liquid system in the time domain.
3 SOLUTION APPROACH PER SUBSTRUCTURE

The governing equations (1–8) are first transformed to the frequency domain by introducing the Fourier transform pair with respect to time as follows:

\[
\tilde{G}(\omega) = \int_{-\infty}^{\infty} g(t)e^{-i\omega t} \, dt \quad \text{and} \quad g(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{G}(\omega)e^{i\omega t} \, d\omega,
\]

in which \( g(t) \) is understood here as the examined quantity. Complex-valued variables in the frequency domain are indicated with a tilde over the variable.

The resulting set of coupled partial differential equations need to be solved for each excitation frequency. The solution approach is based on the following steps: (i) Solution to the eigenvalue problem of the tank \textit{in-vacuo} (section 3.1); (ii) Eigensolutions of the liquid domain (section 3.2); (iii) Derivation of the dynamic stiffness matrix of the soil at the interface with the tank in the frequency domain (section 3.3); (iv) Solution to the coupled tank-liquid-soil system by making use of the steps (i–iii) as described further in section 4.

3.1 Eigenvalue problem of the tank \textit{in-vacuo}

The equations of motion, boundary and interface conditions for the plate and wall of the tank, neglecting the presence of the water and the soil, are transformed into the frequency domain by means of Eq.(9). The solution is found via separation of variables [14]. A set of algebraic equations is found for the \textit{in-vacuo} shell modes after substituting the assumed solutions for the plate and the wall into the boundary and interface conditions.

\[
\mathbf{G}_n \cdot \mathbf{a} = 0
\]

\( \mathbf{G}_n \) denotes the coefficient matrix and \( \mathbf{a} \) is a vector composed of the unknown constants. For a non-trivial solution, the determinant of the coefficient matrix \( \mathbf{G}_n \) is set equal to zero, i.e. \( \det (\mathbf{G}_n) = 0 \). This results at a transcendental equation which yields an infinite set of eigenvalues \( \omega_{nm} \) with \( m = 0, 1, 2, 3, ... \) for each circumferential order \( n \). A numerical algorithm is developed with the frequency \( \omega \) (for every circumferential order \( n \)) defined as the running variable which is then iterated numerically to find the zeroes of the determinant. Once the values of \( \omega_{nm} \) are obtained, the tank motion can be expressed as a summation of modes in the frequency domain:

\[
\tilde{w}_p(r, \theta, \omega) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \tilde{X}_{nm} D_n^l(\theta) W_{nm}(r)
\]

\[
\tilde{u}_w(\theta, z, \omega) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \tilde{X}_{nm} D_n^l(\theta) U_{nm}(z)
\]

\( D_n^l(\theta) = \text{diag} \{\cos(n\theta), \sin(n\theta), \cos(n\theta)\} \) contains the circumferential dependency of the tank modes and \( W_{nm} = [W_{z,nm}, W_{\theta,nm}, W_{r,nm}]^T \) and \( U_{nm} = [U_{z,nm}, U_{\theta,nm}, U_{r,nm}]^T \) are the eigenvectors of the plate and the wall, respectively. The indices \( n, m \) define the circumferential and axial mode numbers, respectively. The unknown complex-valued amplitudes \( \tilde{X}_{nm} \) can be obtained by satisfying the forced vibration problem. The eigenvectors satisfy the following orthogonality condition:

\[
\rho_p h_p \int_S D_q^T U_{ql}^T D_n^l U_{nm} dS + \rho_w h_w \int_{S_0} D_q^T W_{ql}^T D_n^l W_{nm} dS_0 = a_n \Gamma_{nm} \delta_{qn} \delta_{lm},
\]
in which \( \delta_{np} \) and \( \delta_{ml} \) are the Kronecker deltas and \( S, S_0 \) denote the surface of integration for the wall and the plate of the tank, respectively. The scalar quantity \( a_n \) denotes an integration constant related to the circumference, i.e. \( \int_0^{2\pi} D_q D_n d\theta = a_n \delta_{qn} \); \( a_n \) equals \( \pi \) for \( n = 0 \) and \( 2\pi \) otherwise.

### 3.2 Eigensolutions of the liquid domain

The liquid potential function is separated into three scalar functions, each one satisfying a subset of the imposed boundary and interface conditions. This allows an analytical treatment of the problem [15]. The total liquid potential is decomposed into three velocity potentials, namely: (i) \( \phi^{(1)}(r, \theta, z, t) \) which satisfies the homogeneous boundary conditions at \( z = 0 \) and \( z = H_1 \) as well as the imposed kinematic constraint at the interface with the wall; (ii) \( \phi^{(2)}(r, \theta, z, t) \) which satisfies the homogeneous boundary conditions at \( r = R \) and \( z = H_1 \), and the imposed kinematic constraint at the interface with the plate; and (iii) \( \phi^{(3)}(r, \theta, z, t) \) which does not alter the conditions satisfied already at \( z = 0 \) and \( r = R \) but allows exact satisfaction of the boundary condition at \( z = H_1 \).

The superposition of the three scalar functions provides the total solution which can be expressed as follows [8]:

\[
\hat{\phi}(r, \theta, z) = \sum_{n=0}^{\infty} \sum_{a=1}^{\infty} \hat{\phi}_{na}^{(1)} + \hat{\phi}_{00}^{(2)} + \sum_{n=0}^{\infty} \sum_{b=1}^{\infty} \hat{\phi}_{nb}^{(2)} + \hat{\phi}_{00}^{(3)} + \sum_{n=0}^{\infty} \sum_{c=1}^{\infty} \hat{\phi}_{nc}^{(3)}, \tag{14}
\]

in which the following definitions hold:

\[
\hat{\phi}_{na}^{(1)}(r, \theta, z) = \tilde{P}_{na} \phi_{z,na}^{(1)}(z) \phi_{r,na}^{(1)}(r) \cos(n\theta) \tag{15}
\]

\[
\hat{\phi}_{00}^{(2)}(r, \theta, z) = \tilde{Q}_{00}(z - H_1) \tag{16}
\]

\[
\hat{\phi}_{nb}^{(2)}(r, \theta, z) = \tilde{Q}_{nb} \phi_{z,nb}^{(2)}(z) \phi_{r,nb}^{(2)}(r) \cos(n\theta) \tag{17}
\]

\[
\hat{\phi}_{00}^{(3)}(r, \theta, z) = \tilde{S}_{00} \tag{18}
\]

\[
\hat{\phi}_{nc}^{(3)}(r, \theta, z) = \tilde{S}_{nc} \phi_{z,nc}^{(3)}(z) \phi_{r,nc}^{(3)}(r) \cos(n\theta) \tag{19}
\]

The modal amplitudes \( \tilde{P}_{na}, \tilde{Q}_{nb}, \) and \( \tilde{S}_{nc} \) are the unknown complex constants for the liquid domain which will be determined together with the modal amplitudes of the structure by satisfying the forced equations of motion and the kinematic conditions at the tank-liquid interfaces described previously. The index \( n \) denotes the circumferential mode number of each potential. The indices \( a, b \) and \( c \) denote the axial mode numbers. The terms \( \varepsilon_{nb} \) and \( \varepsilon_{nc} \) are the roots obtained by setting \( J''_n(\varepsilon) = 0 \).

### 3.3 Dynamic stiffness of the soil

To obtain the dynamic stiffness of the soil, the equations are first transformed into the frequency-Hankel domain by means of a Fourier-Hankel transform. In this transformed domain, the dynamic stiffness matrix of a single soil layer reads [13]:

\[
\begin{bmatrix}
\tilde{p}(k, 0) \\
\tilde{p}(k, d)
\end{bmatrix} = \begin{bmatrix}
\bar{S}_{11} & \bar{S}_{12} \\
\bar{S}_{21} & \bar{S}_{22}
\end{bmatrix} \begin{bmatrix}
\tilde{u}(k, 0) \\
\tilde{u}(k, d)
\end{bmatrix}, \tag{20}
\]

in which \( \tilde{p}(k, 0; d), \tilde{u}(k, 0; d) \) correspond to the boundary stress and displacement vectors, respectively, and the bar denotes functions in the frequency-wavenumber domain. The matrix \( \bar{S} \)
is the dynamic stiffness matrix in the wavenumber-frequency domain. The only terms of interest in $\hat{S}$ are $\hat{S}_{11}$, since the stiffness is needed only at the ground surface. For the sake of brevity of the notations hereafter, we adopt $\hat{u}(k) = \hat{u}(k, 0)$, $\hat{p}(k) = \hat{p}(k, 0)$ and $\hat{p}(k) = \hat{S}_{11} \hat{u}(k)$. The inverse of the dynamic stiffness matrix of the ground surface, i.e. the flexibility matrix, is of the form:

$$
\hat{S}_{11}^{-1} = \hat{F} = \begin{bmatrix}
\hat{F}_{11} & 0 & \hat{F}_{13} \\
0 & \hat{F}_{22} & 0 \\
\hat{F}_{31} & 0 & \hat{F}_{33}
\end{bmatrix}
$$ (21)

Having established a relation between the stresses and displacements at the surface of the ground, one can derive the dynamic stiffness in a straightforward manner. The plate of the tank is assumed to contact the ground surface through circular areas referred to as subdiscs. The loads over a circular subdisk are expanded in Fourier series in the circumferential direction, where $n = 0$ relates to an axisymmetric load and $n = 1$ to an antisymmetric load. The complex amplitudes of the load are related by the following Fourier-Hankel transform pair [13]:

$$
\hat{p}_n(k) = a_n \int_0^{\infty} r C_n(kr) \int_0^{2\pi} D_n(\theta) \hat{p}(r, \theta) d\theta dr
$$

$$
\hat{p}(r, \theta) = \sum_{n=0}^{\infty} D_n(\theta) \int_0^{\infty} k C_n(kr) \hat{p}_n(k) dk
$$ (22)

In Eq.(22), $a_n$ is a normalization factor that is equal to $1/2\pi$ or $1/\pi$ for $n = 0$ and $n \neq 0$ respectively. $D_n$ is a diagonal matrix with trigonometric functions, describing the circumferential dependency and $C_n$ contains Bessel functions. Three load cases are considered. A vertical load case and two horizontal load cases; one symmetric and one anti-symmetric with respect to $\theta = 0$. The derivation of the latter two cases is identical but for the trigonometric functions in $D_n$.

The radius of each subdisk equals $r_0$ and the amplitudes of the vertical and horizontal loads are denoted as $p_z$ and $p_x$, respectively, as shown in Fig.2. The vertical load, that is assumed uniformly distributed over the subdisc, is transformed into the wavenumber domain by means of Eq.(22):

$$
\hat{p}_0(k) = \frac{1}{2\pi} \int_0^{r_0} r C_0(kr) \int_0^{2\pi} [0, 0, p_z]^T d\theta dr = -\frac{r_0}{k} J_1(kr_0)[0, 0, p_z]^T
$$ (23)

$\hat{p}_0(k)$ relates to $\hat{u}(k)$ through the flexibility matrix Eq.(21):

$$
\hat{u}_0(k) = -\frac{p_z r_0}{k} J_1(kr_0) [\hat{F}_{13}, 0, \hat{F}_{33}]^T
$$ (24)
The displacements of the surface at any \( r \) and \( \theta \) are found by:

\[
\tilde{u}_s(r, \theta) = -r_0 p_z \int_{k=0}^{\infty} J_1(k r_0) C_0(k r) \left[ \tilde{F}_{13}, 0, \tilde{F}_{33} \right]^T dk \tag{25}
\]

Following a similar procedure for the horizontal load one obtains:

\[
\tilde{u}_x = r_0 p_x D_1(\theta) \int_{k=0}^{\infty} J_1(k r_0) C_1(k r) \left[ \tilde{F}_{11}, \tilde{F}_{22}, \tilde{F}_{31} \right]^T dk \tag{26}
\]

Applying the load in \( y \)-direction (\( \theta = \pi \)), via the same steps, an expression can be found similar to Eq.(26).

The integrals in Eqs.(25–26) are evaluated by making use of contour integration. The solution derived holds both within and outside the subdisk. The resulting expressions for \( r \leq r_0 \) read:

\[
\tilde{u}_s(r, \theta) = \tilde{p}_z \left( r_0 \pi i \sum_{k_r} H_1^{(2)}(k_r r_0) C_0(k_r r) \left[ \tilde{F}_{13}^{n}, 0, \tilde{F}_{33}^{n} \right]^{T}_{p,k} + [0, 0, \tilde{F}_{33}(0)]^T \right), \tag{27}
\]

\[
\tilde{u}_x = -\tilde{p}_x D_1(\theta) \left( r_0 \pi i \sum_{k_r} H_1^{(2)}(k_r r_0) C_1(k_r r) \left[ \tilde{F}_{11}, \tilde{F}_{22}, \tilde{F}_{31} \right]^T_{s,k} - [\tilde{F}_{11}(0), \tilde{F}_{11}(0), 0]^T \right) \tag{28}
\]

Similarly, the expressions for \( r \geq r_0 \) read:

\[
\tilde{u}_s(r, \theta) = r_0 \tilde{p}_z \pi i \sum_{k_r} J_1(k_r r_0) C_0(k_r r) \left[ \tilde{F}_{13}^{n}, 0, \tilde{F}_{33}^{n} \right]^{T}_{p,k} \tag{29}
\]

\[
\tilde{u}_x = -r_0 \tilde{p}_x \pi i D_1(\theta) \sum_{k_r} J_1(k_r r_0) C_1(k_r r) \left[ \tilde{F}_{11}, \tilde{F}_{22}, \tilde{F}_{31} \right]^T_{s,k} \tag{30}
\]

Equations (27–30) define the frequency response functions (FRFs) for a constant distributed force over a circular area with radius \( r_0 \). The superscript \( n \) here denotes the numerator of the flexibility functions and \( d \) the denominator of those; in all cases the derivative of the denominator is taken with respect to \( k \), indicated with subscript \( k \). The FRFs are derived for a single subdisk around the origin. By normalizing the amplitude of the stresses (\( p_x, p_y, p_z \)), the dynamic impedance \( \tilde{R}_s(r, \theta) \) is obtained which upon inversion yields the dynamic stiffness of the soil \( \tilde{K}_s(r, \theta) \).

4 COUPLED TANK-LIQUID-SOIL SYSTEM

The motion of the liquid is described by Eqs.(14–19) and the motion of the tank by Eqs.(11–12). Upon substitution of these expressions into the interface and boundary conditions given by
Eqs. (5–6), and after the use of the orthogonality conditions, one obtains:

\[
\Gamma_{na} \tilde{P}_{na} = -i\omega \sum_{m=0}^{\infty} \tilde{X}_{nm} \int_{0}^{H_t} \phi_{z,na}^{(1)}(z)U_{r,nm}(z) \, dz
\]  \hspace{1cm} (31)

\[
\Gamma_{nb} \tilde{Q}_{nb} = -i\omega \sum_{m=0}^{\infty} \tilde{X}_{nm} \int_{0}^{R} \phi_{r,nb}^{(2)}(r)W_{z,nm}(r) \, dr
\]  \hspace{1cm} (32)

\[
\Gamma_{nc} \tilde{S}_{nc} = \sum_{a=1}^{\infty} \tilde{P}_{na} \left. \frac{\partial \phi_{z,na}^{(1)}(z)}{\partial z} \right|_{z=H_t} \int_{0}^{R} \phi_{r,nc}^{(3)}(r)\phi_{r,na}^{(1)}(r) \, dr + \sum_{b=1}^{\infty} \tilde{Q}_{nb} \left. \frac{\partial \phi_{z,nb}^{(2)}(z)}{\partial z} \right|_{z=H_t} \int_{0}^{R} \phi_{r,nc}^{(3)}(r)\phi_{r,nb}^{(2)}(r) \, dr
\]  \hspace{1cm} (33)

The integration constants derived directly from the orthogonality relations are omitted here for the sake of brevity. Next to the satisfaction of the kinematic conditions at the tank-liquid interface, the forced equations of motion of the structure need to be satisfied. Considering Eqs. (11–12) and the fact that for every mode of vibration of the shell \( L_w u_{nm} = \omega_{nm}^2 \rho_w h_w u_{nm} \) and \( L_p w_{nm} = \omega_{nm}^2 \rho_p h_p w_{nm} \), the stiffness terms can be replaced by the inertia ones, i.e.:

\[
\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \left( (\omega_{nm}^2 - \omega^2) \rho_p h_p + K_s \right) \tilde{X}_{nm} D_n^T W_{nm} - \tilde{p}_{p,n} \cos(n\theta) = \tilde{K}_s \tilde{u}_s
\]  \hspace{1cm} (34)

\[
\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} (\omega_{nm}^2 - \omega^2) \rho_w h_w \tilde{X}_{nm} D_n^T U_{nm} - \tilde{p}_{w,n} \cos(n\theta) = 0
\]  \hspace{1cm} (35)

in which the liquid pressures are \( \tilde{p}_{p,n} = [0, 0, \tilde{p}_{n,l}]_{z=0}^T \) and \( \tilde{p}_{w,n} = [\tilde{p}_{n,l}]_{r=R}^T, 0 \) \( \tilde{W}_{nm} \) and \( \tilde{U}_{nm} \) are the eigenvectors of the plate and wall respectively with respect to circumferential mode number \( n \) and axial mode number \( m \). By substituting Eqs. (15–19) into \( \tilde{p}_{p,n} \) and \( \tilde{p}_{w,n} \) one can expand the liquid pressures in terms of the summation of the potential functions. By summing up the components of Eqs. (34–35), one can make use of Eq. (13) to eliminate part of the modal summations. By considering the above, the final set of infinite equations that needs to be solved for every \( n \)-mode number reads:

\[
\sum_{m=0}^{\infty} \left( \omega_{nm}^2 - \omega^2 \right) \Gamma_{nm} - \int_{0}^{R} W_{nm}^T \tilde{p}_{p,n} \, dr - \int_{0}^{H} W_{nm}^T \tilde{p}_{w,n} \, dz = \frac{1}{a_n} \int_{S_0} D_n^T W_{nm} \tilde{K}_s \left( \tilde{u}_s - \tilde{X}_{nm} D_n^T W_{nm} \right) \, dS_0
\]  \hspace{1cm} (36)

This approach is valid as shown in [16] for a pile foundation embedded into the soil. The final matrix equation can be represented in a condensed form as follows:

\[
Q_n \cdot c_n = F_n
\]  \hspace{1cm} (37)

\( Q_n \) is the modal coefficient matrix of dimensions \((a+b+c+m) \times (a+b+c+m)\) which is fully-populated, complex-valued, and gathers the multipliers of the amplitude coefficients resulting from equations (31–33) and (36). Vector \( c_n \) contains the liquid unknowns \( P_{na}, Q_{nb}, S_{nc} \) and modal amplitude coefficients of the structure \( X_{nm} \) and is of size \((a+b+c+m)\). Vector \( F_n \) represents the modal projection of the dynamic loading. By following a straightforward matrix operation, i.e. \( c_n = Q_n^T F_n \), one can obtain both the liquid and the structure unknown constants once a proper truncation scheme of the infinite system is established.
5 MODEL VALIDATION

The tank-liquid system is validated with a FE model using a Kelvin-Voigt foundation with frequency independent springs and dashpots to represent the SSI effects. The soil domain is validated separately by comparing the results of a harmonically excited rigid massless plate [17, 18].

5.1 Convergence criteria and eigenvalues of the liquid-tank system

The base case considered for validation is a tank with $H/R = 0.71$ and $H = 22$m. The tank is composed of steel material ($\nu = 0.30$ and $\rho = 7850$ kg m$^{-3}$) with a plate thickness of $h_{w} = 19$mm and $h_{w}/h_p = 1.267$. The plate rests on elastic foundation with $k_v = 40$MNm$^{-2}$ and $k_v/k_h = 16$. The stored liquid has a density of 1000kgm$^{-3}$ and a fill level ratio $H_l/H = 1.0$. The adopted computational method involves the truncation of the infinite set of algebraic equations to obtain the unknown modal coefficients. It has been found that the results are most sensitive to the truncation limits of the liquid modes and rather insensitive to the number of structural modes considered as long as a reasonable criterion is adopted for the latter. The number of structural modes to be considered can be estimated by examining the energy spectrum of the dynamic excitation and choosing a truncation limit for the structural modes such that the eigenfrequency of the upper limit in the summation is twice as high as the highest frequency of interest-based on the energy spectrum [19]. Figure 3 depicts the average error at the shell-liquid interface for varying number of liquid modes and for a range of frequencies for two cases of circumferential mode numbers, i.e. $n = 0$ and $n = 1$. As can be seen, when the number of axial modes increases for a given circumferential order, the error decreases monotonically. For the case study considered here, about 30 modes suffice to reduce the error to below 5% for $n = 0$ and about 40 modes to stay within the same limit for $n = 1$.

The proposed model is validated against results obtained by FEM simulations in Comsol Multiphysics® COMSOL Multiphysics® [20]. The validation is performed for several key parameters; here results are shown for a varying liquid volume. As can be seen in Table 1, the differences in the computed eigenvalues between the present model and the FEM are less than 10% in all cases and in most cases below 5%. In Fig. 4, a few mode shapes obtained with the two models are shown. As can be seen, the modes are very similar which proves the validity of the developed model.
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Table 1: Eigenvalues (in Hertz) obtained by using a FE model in COMSOL Multiphysics® [20] and the present model for the $n = 1$ family of modes and for varying fill height of the liquid.

| $n = 1$ | Present model | FEM [20] | $|\delta f| [%]$ |
|----------|---------------|----------|----------------|
| $H_l/H$  | $f_{1.1}(Hz)$ | $f_{1.2}(Hz)$ | $f_{1.1}$ | $f_{1.2}$ | $\delta f_{1.1}$ | $\delta f_{1.2}$ |
| 0%       | 6.29          | 12.06    | 6.42         | 12.14       | 2.00          | 0.63          |
| 50%      | 2.65          | 6.35     | 2.39         | 6.07         | 9.97          | 4.55          |
| 100%     | 1.31          | 3.99     | 1.24         | 3.70         | 5.52          | 5.80          |

Figure 4: Comparison of the modal shapes of the tank-liquid system obtained by using the FE model in COMSOL Multiphysics® [20] and the present model for a filled tank: (a) FE mode $(1, 1)$; (b) FE mode $(1, 2)$; (c) present model mode $(1, 1)$; (d) present model mode $(1, 2)$.

5.2 Dynamic soil stiffness

The derivation of the dynamic stiffness is benchmarked against results presented in the literature for the case of a rigid plate. To facilitate a direct comparison with literature, a normalized frequency is introduced as $\alpha_0 = \omega R/2\pi c_s$. The dynamic stiffness and damping coefficients in the horizontal direction are defined as:

$$\tilde{K}_{xx} = K_{xx}^0 \left(k_{xx} + i\frac{\omega R}{c_s} c_{xx}\right)(1 + 2i\beta) \tag{38}$$

in which $K_{xx}^0$ is the static stiffness and $k_{xx}$, $c_{xx}$ denote the dynamic stiffness and damping coefficients, respectively, and $c_s$ denotes the shear wave speed in the soil.

For the validation case the following values are chosen: $d/R = 2/4$, $\nu = 1/3$, damping ratio $\beta = 5\%$. The comparison is based on a discretisation of the plate surface in 15 rings yielding in total 709 subdisks. Figure 5 shows that the dynamic stiffness $k_{xx}$ and damping coefficients $c_{xx}$ are in very good agreement with literature [17, 18]. Moreover, the solution for the static case converges relatively fast as shown in Fig.6. It is expected that this is an extreme case since peak stresses are located at the edge of the plate. The subdisks have only one node; thus, the more elements included, the better the stress representation at the edge. When travelling waves with short wavelengths compared to the plate radius are excited, a higher number of elements might be required, albeit in the field of earthquake engineering this is not expected.
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6 CONCLUSIONS

A computationally inexpensive method is developed for the prediction of the dynamic response of a liquid storage tank subjected to seismic excitation. The model consists of three main subsystems, namely: the shell structure representing the tank, the stored liquid and the soil domain. Emphasis is placed on the theoretical development of the model and the description of an elegant method of solution to the final system of coupled differential equations. The strength of the method is that it can cope with a full dynamic analysis of a coupled tank-liquid-soil system and it can easily be expanded in cases of non-uniform shell thickness and multi-layered soils. Next to that, due to the fact that substructuring forms the basis of the solution technique, the model is suitable for a large number of computations in which some parts of the total system are altered whereas others remain unchanged. The authors believe that the proposed model can be especially useful when a large number of simulations is required as, for example, is the case in seismic risk analyses.
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Abstract. The Wave Finite Element (WFE) method is based on wave propagation in periodic structures. Starting from a Finite Element (FE) analysis of a single period (sub-structure) we are able to derive the dynamic behaviour relative to the entire structure. Thanks to a reduction in the degrees of freedom (dofs) of the system and by decomposing the response of the structure on a wave basis, the calculation time is considerably reduced compared to the classic FEM. Numerous structures have been solved with this method but it can not deal easily on the boundary conditions. In this study, we develop a technique of WFE to deal with more general cases of structures constrained in an arbitrary manner as a multiple supported bridge. By using the WFE method, the vectors of dofs and loads will be decomposed on the wave basis in function of loads and reaction forces of the supports. Then, by substituting the boundary condition in this wave decomposition, we obtain a relation between the reaction forces and the loads which permits to calculate the structure response. The numerical applications show that the WFE and FEM agree well and the new method permits to reduce significantly the calculation time.
1 INTRODUCTION

The Wave Finite Element (WFE) is a powerful numerical method that allows to drastically reduce the number of degrees of freedom of a structural model providing a great advantage in terms of computational time. This method has been developed for periodic structures where the geometry repeats itself in a certain direction, and is based on wave propagation. The objective is to compute the wave modes which constitute a base that, similarly to the eigen modes often used in the dynamic analysis, can be used to decompose the structural response in terms of forces and displacements at the considered degrees of freedom. The wave modes are characteristics of the elementary periodic element therefore they can be computed by solving an eigenvalues problem consistently formulated for this element. According to the approach proposed by Duhamel et al. [1, 2, 3] the periodic element can be modelled using the conventional finite element method to retrieve its mass, stiffness and damping matrices. In this approach, these matrices are then used to obtain the dynamic stiffness of the cell in the frequency domain and the theory of periodic structure is used to build the dynamic stiffness matrix of the whole structure. Once the wave base has been determined for the period of the structure and the dynamic problem formulated in terms of this base, the solution of the dynamic equation can be carried out by imposing the boundary conditions. This approach has been followed in Hoang et al. [4] that proposed the wave approach, based on the computation of the dynamic response as the sum of different wave contributions generated by the forces acting on the structure. In previous studies [4, 5], the WFE has been applied considering constrains applied only at the ends of the structure or included inside the periodic element, as for the case of railway tracks. The objective of this paper is to extend the application of the WFE to the study of the dynamic response of multi-supported periodic structures, including the possibility to account for different types of boundary conditions. The extension proposed in this paper allows to analyse structures, such as bridges, whose supports may be of different types and are not necessarily equally spaced. The paper is structured in four sections. The second is dedicated to the introduction of the WFE starting from the type of structures considered in the study and the approaches of resolution. The third section contains the original part of this paper dealing with the analytical formulation of the WFE of a periodic structure with multiple intermediate supports. Finally, in the fourth section the numerical results will be presented with reference to a number of case studies.

2 WAVE FINITE ELEMENT

2.1 Discrete formulation

A periodic system consists of a number of identical elements, in terms of geometric shape, physical properties, boundary conditions, and connections with other substructures, coupled together to form the whole system, see Figure (1). Using the FE method, the generic element is modelled and two types of nodes can be defined: internal nodes and boundary nodes. The boundary nodes are in turn divided into left nodes and right nodes with d degrees of freedom (dofs) for each side. The kinematic behaviour of the system is described by the column vector of nodal displacements $q$ which number of components is equal to the total number of dofs of the substructure. On the other hand, the respective nodal forces are described by the column vector $F$. Their relation is given by the discrete equation of motion:

$$\left(K + i\omega C - \omega^2 M\right)q(\omega) = D(\omega)q(\omega) = F(\omega)$$

(1)
where \( D \) is the \textit{dynamic stiffness matrix} (DSM), and \( M, C \) and \( K \) are respectively the Mass, Dumping and Stiffness Matrix. The dynamic equation can be rewritten in the expanded form in order to separate the degrees of freedom into left (L), inner (I) and right (R) ones.

\[
\begin{bmatrix}
D_{LL} & D_{LI} & D_{LR} \\
D_{IL} & D_{II} & D_{IR} \\
D_{RL} & D_{RI} & D_{RR}
\end{bmatrix}
\begin{bmatrix}
q_L \\
q_I \\
q_R
\end{bmatrix}
=
\begin{bmatrix}
F_L \\
F_I \\
F_R
\end{bmatrix}
\tag{2}
\]

Writing the inner degrees of freedom \( q_I \) in function of the boundary dofs \( q_L \) and \( q_R \), we can reduce the inner nodes in order to obtain a condensed form of the dynamic stiffness matrix.

\[
\begin{bmatrix}
\bar{D}_{LI}F_I \\
\bar{D}_{RI}F_I
\end{bmatrix}
+
\begin{bmatrix}
\bar{D}_{LL} & \bar{D}_{LR} \\
\bar{D}_{RL} & \bar{D}_{RR}
\end{bmatrix}
\begin{bmatrix}
q_L \\
q_R
\end{bmatrix}
=
\begin{bmatrix}
F_L \\
F_R
\end{bmatrix}
\tag{3}
\]

Where,

\[
\bar{D}_{LL} = D_{LL} - D_{LI}D_{II}^{-1}D_{IL},
\bar{D}_{LR} = D_{LR} - D_{LI}D_{II}^{-1}D_{IR},
\bar{D}_{RL} = D_{RL} - D_{RI}D_{II}^{-1}D_{IL},
\bar{D}_{RR} = D_{RR} - D_{RI}D_{II}^{-1}D_{IR}
\]

Considering two consecutive substructures \((n)\) and \((n+1)\), two fundamental conditions must be always satisfied: continuity of the displacement along the junction \( q_R^{(n)} = q_L^{(n+1)} \), equilibrium of the forces acting in the junction: \( F_R^{(n)} + F_L^{(n+1)} = F_B^{(n)} \). These equations can be manipulated in order to write the terms regarding substructure \((n+1)\) in function of those regarding the preceding substructure \((n)\).

\[
\begin{bmatrix}
q_L^{(n+1)} \\
-F_L^{(n+1)}
\end{bmatrix}
= S
\begin{bmatrix}
q_L^{(n)} \\
-F_L^{(n)}
\end{bmatrix}
+ \begin{bmatrix}
\bar{D}_{qI}F_I^{(n)} \\
\bar{D}_{fI}F_I^{(n)} - F_B^{(n)}
\end{bmatrix}
\tag{4}
\]

Where, \( S \) is the \textit{transfer matrix} given by:

\[
S = \begin{bmatrix}
\bar{D}_{LL} & -\bar{D}_{LR}^\dagger \bar{D}_{LI} \\
-\bar{D}_{RL}^\dagger \bar{D}_{RL} & \bar{D}_{RR} - \bar{D}_{RR}^\dagger \bar{D}_{RI}
\end{bmatrix}
\tag{5}
\]

with \( \bar{D}_{qI} = -\bar{D}_{LR}^\dagger \bar{D}_{LI} \) and \( \bar{D}_{fI} = \bar{D}_{RL} - \bar{D}_{RR}^\dagger \bar{D}_{LI} \).

The nodal displacements \( q^{(n)} \) and the nodal forces \( F^{(n)} \), together describe the state of the substructure. For this reason we define the \textit{state vector} \( u^{(n)} \) of the substructure \((n)\) and \( b^{(n)} \) the vector of external loads acting on the substructure \((n)\) as:

\[
\begin{bmatrix}
u^{(n)}_L \\
-F_L^{(n)}
\end{bmatrix},
\begin{bmatrix}
b^{(n)}_L \\
\bar{D}_{qI}F_I^{(n)} - F_B^{(n)}
\end{bmatrix}
\tag{6}
\]
Equation (4) can be written in a more synthetic form:

\[ u^{(n+1)} = Su^{(n)} + b^{(n)} \]  

This last equation represents the relation between the generic substructure \((n)\) and its next substructure \((n+1)\) by means of the transfer matrix \(S\). This leads to:

\[ u^{(n)} = S^{n-1}u^{(1)} + \sum_{k=1}^{n-1} S^{n-k-1}b^{(k)} \]  

Equation (8) represents the relation between the state vector of the first substructure and the state vector of the substructure \((n)\). One also has

\[ u^{(N+1)} = S^{N-n+1}u^{(n)} + \sum_{k=n}^{N} S^{N-k}b^{(k)} \]  

### 2.2 Wave formulation

The wave modes are the eigenvectors solution of

\[ S \begin{bmatrix} q_L \\ -F_L \end{bmatrix} = \lambda \begin{bmatrix} q_L \\ -F_L \end{bmatrix} \]  

Hence, each eigenvalue of the matrix \(S\) provides a propagation constant \(\lambda_i\) while the eigenvector \(\Phi_i\) represents the wave shapes, namely the way in which the substructure deforms. For each eigenvalue \(\lambda_i\) of eigenvector \(\Phi_i\), there is an eigenvalue \(1/\lambda_i\) associated to an eigenvector denoted \(\Phi_i^*\).

The matrix \(S\) is symplectic meaning that \(\text{tr}SJS = J\) with \(J = \begin{bmatrix} O & I \\ -I & O \end{bmatrix}\). The orthogonality properties are such that \(\text{tr} \Phi_i^*J\Phi_i = I\), \(\text{tr} \Phi_i^*J\Phi_i^* = \text{tr} \Phi_i J\Phi_i = 0\) with \(\Phi = [\Phi_1, \ldots, \Phi_d]\).

We can decompose the state vector \(u^{(n)}\) and the load vector \(b^{(n)}\) in the wave base as a combination of positive and negative waves:

\[ u^{(n)} = \Phi Q^{(n)} - \Phi^* Q^*_B^{(n)} \]
\[ b^{(n)} = \Phi Q_B^{(n)} - \Phi^* Q^*_B^{(n)} \]  

Where \(Q^{(n)}\) and \(Q^*_B^{(n)}\) represent the vectors of wave amplitude of the positive-going and negative-going waves. The terms \(Q_B^{(n)}\) and \(Q^*_B^{(n)}\) are the vectors of wave amplitude generated by the external loads \(F_I^{(n)}\) and \(F_B^{(n)}\). The wave amplitudes of the external loads can be derived from equation (11), by multiplying both sides by \(\Phi_i^TJ\) as follow:

\[ \Phi_i^TJb^{(n)} = \Phi_i^TJ\Phi_i Q_B^{(n)} - \Phi_i^*TQ^*_B^{(n)} \]
\[ = Q_B^{(n)} \]
\[ = (\Phi_i^T D_I - \Phi_i^T D_{qI})F_I^{(n)} - \Phi_i^T F_B^{(n)} \]  

The same thing can be done to compute the value of \(Q^*_B^{(k)}\). Multiplying both sides by \(\Phi_i^TJ\):

\[ \Phi_i^T J b^{(n)} = \Phi_i^T J \Phi_i Q_B^{(n)} - \Phi_i^T J \Phi_i^* Q^*_B^{(n)} \]
\[ = Q_B^{(n)} \]
\[ = (\Phi_i^T D_I - \Phi_i^T D_{qI})F_I^{(n)} - \Phi_i^T F_B^{(n)} \]
3 WFE FOR STRUCTURES WITH SEVERAL SUPPORTS

3.1 Derivation of the intermediate reactions

In this section, a technique of WFE will be developed to deal with more general cases of structures constrained in an arbitrary manner as a multiple supported bridge. By convention, the constraint can be placed only in the junction between two substructures. If we consider the reactions as external forces acting on the structure, from the equilibrium of external forces and internal forces we have:

\[ F_R^{(k)} + F_L^{(k+1)} = F_{ext}^{(k)} + R^{(k)} \]  

Hence this time \( F_B^{(k)} \) is given by:

\[ F_B^{(k)} = F_{ext}^{(k)} + R^{(k)} \]  

The wave amplitudes can be expressed in function of the external loads \( F_{ext}^{(k)} \) and reactions \( R^{(k)} \) as follows from (12) and (13):

\[
\begin{align*}
Q_B^{(k)} &= \left( \Phi_q^T \mathcal{D}_f I - \Phi_F^T \mathcal{D}_{qf} I \right) F_{ext}^{(k)} \Phi_q^T - \Phi_q^T \left( F_{ext}^{(k)} + R^{(k)} \right) \\
Q_B^{(k)} &= \left( \Phi_q^T \mathcal{D}_f I - \Phi_F^T \mathcal{D}_{qf} I \right) F_{ext}^{(k)} \Phi_q^T - \Phi_q^T \left( F_{ext}^{(k)} + R^{(k)} \right)
\end{align*}
\]  

The sum (8) can be written as

\[
\Phi Q^{(n)} - \Phi^* Q^{*(n)} = S^{n-1} \left( \Phi Q^{(1)} - \Phi^* Q^{*(1)} \right) + \sum_{k=1}^{n-1} S^{n-k-1} \left( \Phi Q_B^{(k)} - \Phi^* Q_B^{*(k)} \right)
\]  

Multiplying by \( \Phi^* \mathbf{J} \), using \( \mathbf{\mu} = [\lambda_1, ..., \lambda_d] \), this gives

\[
Q^{(n)} = \mu^{n-1} Q^{(1)} + \sum_{k=1}^{n-1} \mu^{n-k-1} Q_B^{(k)}
\]  

In the same way, from (9), one has

\[
Q^{*(N+1)} = \mu^{N-n+1} Q^{*(n)} + \sum_{k=n}^{N} \mu^{N-k} Q_B^{*(k)}
\]  

with \( \mu^* = \mu^{-1} \). We get

\[
Q^{*(n)} = \mu^{N+1-n} Q^{*(N+1)} - \sum_{k=n}^{N} \mu^{k+1-n} Q_B^{*(k)}
\]  

If we call \( R^{(n_s)} \) the vector of reaction corresponding to the constrain \( s \) placed in \( n_s \), the state vector is given as follow using (11):

\[
\mathbf{u}^{(n)} = \Phi \mu^{n-1} \mathbf{Q}^{(1)} - \Phi^* \mu^{N+1-n} \mathbf{Q}^{*(N+1)} + \mathbf{T}^{(n)} + \Phi \sum_{n_s < n} \mu^{n-1-n_s} \Phi_q^T \mathbf{R}^{(n_s)} + \Phi^* \sum_{n_s \geq n} \mu^{n_s+1-n} \Phi_q^T \mathbf{R}^{(n_s)}
\]  

\( \mathbf{T}^{(n)} \) gathers all the known terms obtained from \( F_{ext}^{(k)} \) and \( F_L^{(k)} \).
3.2 Boundary conditions

The application of the conditions can be written in a synthetic way at support $s$ as:

$$L_s u^{(n_s)} = B_s$$

(23)

The matrix $L_s$ is a logical matrix or $(0, 1)$ matrix. It can assume different forms depending on the type of constrain and his position along the structure. For a one-dimensional beam and a fixed support, $L_s$ is given by:

$$L_s = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{bmatrix}$$

The index matrix $L_s$ for two-dimensional and three-dimensional structures is not so easy to find. The strategy used is to construct the matrix $L_s$ by means of sub-matrices that subsequently can be assembled. For multiple node junctions, the column state vector is composed by the $d$ nodal displacements followed by the $d$ nodal forces. The Matrix $L_s$, that multiplies the state vector (see equation (23)) can be seen as the composition of two square sub-matrices $L_q$ and $L_F$ that apply to displacements and forces respectively:

$$L_s u^{(n_s)} = \begin{bmatrix} L_q & L_F \end{bmatrix} \begin{bmatrix} \{q\} \\ \{F\} \end{bmatrix}$$

(24)

The matrices $L_q$ and $L_F$, in turn, consist of sub-matrices, corresponding to each node, named $L_{q,sub}$ and $L_{F,sub}$. These sub-matrices are square, identical for every node and depend on the kind of support. Their dimensions correspond to the number of dof for each node.

$$L_q = \begin{bmatrix} L_{q,sub} & \cdots \\ \cdots & \cdots \\ L_{q,sub} \end{bmatrix}, \quad L_F = \begin{bmatrix} L_{F,sub} & \cdots \\ \cdots & \cdots \\ L_{F,sub} \end{bmatrix}$$

(25)

The sub-matrices $L_{q,sub}$ and $L_{F,sub}$ have to be constructed for every type of structure (beam, shell, plates, etc.) from whom the number of dof per node depends. The boundary conditions are denoted by the column vector $B_s$, where the subscript refers to the respective constrain $s$. Each component represents the admitted displacement of each dof. The vector $B_s$ depend on the type of constrain:

- rigid constrains: $B_s = [0]$
- elastic constrain: $B_s \neq [0]$

3.3 Solution of the problem

In order to apply the boundary conditions, equation (22) has to be multiplied for the index matrix $L_s$ and equalled to the vector $B_s$. For each support $s$, the boundary conditions can be written as $B_s = L_s u^{(n_s)}$ so that:

$$L_s \Phi \mu^{n_s-1} Q^{(1)} - L_s \Phi^* \mu^{N+1-n_s} Q^{(N+1)} + L_s T^{(n_s)} +$$

$$- L_s \Phi \sum_{n_i < n_s} \mu^{n_s-1-n_i} \Phi_q^T R^{(n_i)} + L_s \Phi^* \sum_{n_i \geq n_s} \mu^{n_i+1-n_s} \Phi_q^T R^{(n_i)} = B_s$$

(26)
The next step consists in replacing the vector $R^{(n_i)}$ with the expression $L^T_i \tilde{R}^{(n_i)}$ in order to consider only the non zero components of the reaction. For a notation issue, the following assumption are made:

$$\Phi_s = L_s \Phi; \quad \Phi^*_s = L_s \Phi^*$$

Finally:

$$\Phi_s \mu^{n_s-1} Q^{(1)} - \Phi_s \sum_{n_i < n_s} \mu^{n_s-1-n_i} \Phi^*_s T \tilde{R}^{(n_i)} + \Phi^*_s \sum_{n_i \geq n_s} \mu^{n_s+1-n_i} \Phi^*_s T \tilde{R}^{(n_i)} - \Phi_s \mu^{N+1-n_s} Q^{(N+1)} = B_s - L_s T^{(n_s)}$$

Equation (28) can be written for every constrain $s$, leading to a system of linear equations in the form:

$$AX = F$$

The vector of the unknowns is:

$$X = \begin{bmatrix} Q^{(1)} \\ \tilde{R}^{(n_1)} \\ \vdots \\ \tilde{R}^{(n_s)} \\ \vdots \\ \tilde{R}^{(n_S)} \\ Q^{(N+1)} \end{bmatrix}$$

Once matrix $A$ and vector $F$ are defined, it is possible to solve the problem:

$$X = A^{-1} F$$

Replacing the reactions $R$ and wave amplitudes $Q^{(1)}$ and $Q^{(N+1)}$ in equation (22), the response of the entire periodic structure is obtained.

4 APPLICATIONS

In order to validate this technique, two applications have been developed. The two structures will present different dimensions and types of constraints placed in an arbitrary manner. For each application the frequency response function (FRF) of the structure will be calculated with respect to a specific point. To confirm the results, every problem will be solved both by the FE method and the WFE method. Furthermore, for both methods the calculation time will be given so that the efficiency can be compared. The general procedure consists in dividing the structure into a certain number of identical substructures. Using the software Abaqus, the substructure is modelled and the stiffness and mass matrix obtained. By importing this data, the problem can be solved by the software Matlab. In fact, from the stiffness and mass matrix it is possible to obtain the dynamic stiffness matrix and the transfer matrix $S$.

4.1 1D Beam

The structure considered is the multi supported beam represented in Figure (2) with $L = 50m$. The objective of this application is to demonstrate the possibility of considering different types of constrained not necessarily equispaced.
The section of the beam is a IPE 400, see Figure (7) and Table (3). The external force is a vertical point force and acts to the middle of the first span. Its value is $F = 5 \text{kN}$. The material considered is steel and the mechanical properties are summarized in Table (1).

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$d = 7850 \text{ kg/m}^3$</td>
</tr>
<tr>
<td>Elastic modulus</td>
<td>$E = 210 \text{ GPa}$</td>
</tr>
<tr>
<td>Poisson modulus</td>
<td>$\nu = 0.3$</td>
</tr>
</tbody>
</table>

Table 1: Mechanical properties of steel.

The beam is composed by 220 substructures of length $l = 0.2 \text{m}$ with 33 dofs by period and 6603 dofs in the whole structure. The type of element is a 2-node linear beam in a plane. In Figure (3) are reported the results of the analysis. The results match perfectly. The computational time is drastically reduced being $49.31 \text{s}$ for FEM and $5.57 \text{s}$ for WFEM.

4.2 Multi-supported bridge

In this section, the dynamic behaviour of a multi-supported bridge is studied. The total length is $L = 120 \text{m}$. The bridge is fixed to the ends and supported by two equispaced roller supports.
The maximum span is $L_{\text{span}} = 40m$. The longitudinal scheme of the bridge is represented in Figure (4). The bridge presents a box-beam deck which dimensions are represented in Figure (5). The external force is a vertical point force and acts to the middle of the structure; its value is $F = 10kN$. The position is at the right upper corner of Figure (5). The response is also computed at the right upper corner. The material considered is concrete and the mechanical property are summarized in Table (2).

The bridge is composed by 480 substructures of length $l = 0.25m$ with 1368 dofs by period and 329004 dofs in the whole structure. The substructure has been modelled by a 8-node linear brick of dimensions $0.25m$. The FRF has been computed every $0.15$ Hz in the range of frequencies $0 – 30$ Hz. The result obtained by applying the WFE method and showed in Figure (6) matches with the one obtained with the FEM. Moreover the computational time is halved being 204 minutes for FEM and 100 minutes for WFEM equivalent to 51% of time reduction.
Table 2: Physical and Mechanical characteristic of concrete.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$d = 2500 , kg/m^3$</td>
</tr>
<tr>
<td>Elastic modulus</td>
<td>$E = 48 , GPa$</td>
</tr>
<tr>
<td>Poisson modulus</td>
<td>$\nu = 0.2$</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

As already mentioned, the WFE method has proved to be an excellent calculation tool to obtain results in a definitely shorter time compared to FEM. The proposed technique, that can be seen as a way to impose the boundary conditions, is simple but at the same time very effective. It is important to highlight the high efficiency in terms of time reduction and memory used during the computation. Finally, through practical applications, we have validated the method by finding results that coincide with the FEM but with the advantages of obtaining a computational time that in the worst case is halved.

Table 3: Dimensions of IPE 400 section

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>400 $mm$</td>
</tr>
<tr>
<td>$b$</td>
<td>180 $mm$</td>
</tr>
<tr>
<td>$t_w$</td>
<td>8.6 $mm$</td>
</tr>
<tr>
<td>$t_f$</td>
<td>$\nu = 13.5 , mm$</td>
</tr>
</tbody>
</table>
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Abstract. In this contribution we derive a nonlinear version of the BGC-macro asynchronous time-integration method and investigate the resulting spurious oscillations on the interface, resulting from the coupling on a course time-grid. The main difference to the nonlinear PH-method lies in a different coupling condition, which is only based on the coupling of velocities by Lagrange-Multipliers. We give a brief introduction to our implementation in our in-house developed open-source software AMfe and PyFETI. Afterwards we address the possibility of wave-reflections on the interfaces in certain cases. In the last part of the paper we derive a different asynchronous coupling-method from the variational principle utilizing a generalized midpoint-rule. Due to weak instabilities, when the constraint is formulated on displacement-level, we modify the arising condition such that it is enforced on velocity-level but still represents an energy with the interface-forces. As a prove of concept and for comparability to the BGC-macro method we only use a coarse discretization of the Lagrange-Multiplier-field. Then we show that spurious oscillations couldn’t be eliminated in our special test-case, due to that coarse discretization, but incompatibilities in the displacements-filed were smoothed. The amplitude of energy-oscillations is kept similar compared to the BGC-macro method.
1 INTRODUCTION

When it comes to parallelization of large structural dynamics simulations, domain decomposition methods are widely used in Finite Elements codes. One family of such domain decomposition techniques are the Finite Elements Tearing and Interconnecting (FETI)-methods, originally proposed by Farhat e.a. [2] for linear static structures. Later they’ve been extended to nonlinear dynamic problems and equipped with efficient preconditioning and recycling-techniques [4, 5, 9]. Things get more troublesome with local highly nonlinear phenomena, as load-balancing becomes an issue and the portion of communication increases. One approach to improve efficiency is a localization approach, where local nonlinear problems are solved [13]. A different idea is the adaptation of the time-step to the physics of each substructure and saving unnecessary computations. Originally the GC-method has been proposed, which allows subcycling on one substructure and enforces compatibility on the small time-steps [6]. Although both this method and its extension to \( \alpha \)-integration-schemes, the BGC-micro method [1], share the characteristic that they are derived from a pseudo-energy method, they dissipate energy on the interface. This issue is resolved by non-dissipative methods, that enforce compatibility only at a coarse synchronization time-step, such as the PH- and BGC-macro-methods [14, 1]. However, these methods lead to spurious oscillations on the interface, as shown by Prakash and Hjelmstad [15]. Despite these oscillations it has been shown for a sandwich-beam with an impact-load, that this asynchronous approach leads to less computations for a nonlinear impact-simulation compared to a completely fine time-discretization and a model, that is decomposed into two subdomains [15]. So the goal of future work is to transfer this computational efficiency to a FETI-solver while avoiding spurious oscillations and conserving energy. A different approach is to derive methods from the variational principle or Hamilton’s principle. That approach is well known in structural dynamics from the derivation of differential equations of motion. In the discrete case, this approach can be used to derive time-integration-schemes, that conserve linear and angular momentum and are symplectic and have energy-oscillations bounded, such as the non-dissipative Newmark-\( \beta \) scheme [8]. This technique can also be extended to asynchronous or multirate cases, as it has been done by Leyendecker and Ober-Blöbaum, but instead of spacial decomposition, the separation of dynamics with respect to their speeds is used [12]. In Wenger e.a. higher order variational integrators for synchronous constrained systems have been constructed with a more generalized discretization of the displacements and Lagrange-Multipliers via polynomials in time [16]. In the following chapters we extend the BGC-macro method to nonlinear systems for a Newmark-\( \beta \) scheme and compare it with the nonlinear PH-method in terms of spurious oscillations. For that we start with an introduction to FETI for nonlinear structural dynamics in chapter 2. Subsequently we derive the nonlinear BGC-macro and show the possibility of wave-reflections on a disadvantageous example in chapter 3. In the third part of this article, we give an introduction to the variational principle and derive a variational coupling method for asynchronous time-integration over the generalized midpoint-rule in chapter 4.

2 FETI FOR NONLINEAR STRUCTURAL DYNAMICS

2.1 Nonlinear structural dynamics

We consider a nonlinear structural dynamics problem, which differential equation of motion can be described by d’Alembert’s principle as

\[
M\ddot{q} + \int_{int}(\dot{q}) - \int_{ext}(t) = 0
\]
The system’s displacements and their time-derivatives, velocities and accelerations, are represented by $\vec{q}$ and $\dot{\vec{q}}$ and $\ddot{\vec{q}}$ respectively. Moreover $\mathbf{M}$ is the mass-matrix, $\mathbf{f}_{\text{int}}$ the internal forces, resulting from the structure’s deformation, which can be nonlinear in $\vec{q}$ and $\mathbf{f}_{\text{ext}}$ are the external forces, which might be time-dependent. The previously mentioned FETI-methods utilize a non-overlapping domain-decomposition approach to subdivide the whole domain of our problem or structure into smaller pieces and solve them on separate computing cores [2]. These so-called subdomains or substructures are coupled by Lagrange-Multipliers on the interfaces only. The equations of motion in (1) are therefore described locally on a substructure $s$

$$\mathbf{M}^{(s)} \dddot{\vec{q}}^{(s)} + \mathbf{f}_{\text{int}}^{(s)}(\dot{\vec{q}}^{(s)}) + \mathbf{B}^{(s)^T} \lambda - \mathbf{f}_{\text{ext}}^{(s)}(t) = \vec{0}$$

and extended by a global compatibility-condition for the accelerations on the interface $\Gamma_\lambda$

$$\sum_{s=1}^{N_s} \mathbf{B}^{(s)} \dddot{\vec{q}}^{(s)} = \vec{0}$$

where $\mathbf{B}$ is a signed Boolean matrix, that condenses the local degrees of freedom on the interface $\Gamma_\lambda$. It has been shown by Farhat e.a., that coupling on the accelerations doesn’t cause a drift of the displacements and leads to more stable computations than in case of displacement-coupling [3, 4]. The solution procedure of both equations (2) and (3) now consists of a time-integration scheme, such as the well known Newmark-$\beta$ scheme

$$\dot{\vec{q}}_{n+1} = \dot{\vec{q}}_n + (1 - \gamma)\Delta t \ddot{\vec{q}}_n + \gamma \Delta t \dddot{\vec{q}}_{n+1}$$

$$\dddot{\vec{q}}_{n+1} = \dddot{\vec{q}}_n + \Delta t \dddot{\vec{q}}_n + \left(\frac{1}{2} - \beta\right) \Delta t^2 \dddot{\vec{q}}_n + \beta \Delta t^2 \dddot{\vec{q}}_{n+1}$$

with $\beta \in [0, \frac{1}{2}]$ and $\gamma \in [0, \frac{1}{2}]$ being parameters, that tune accuracy and numerical damping of the integration scheme. Hence we have the solutions of the next time-step $n + 1$ related to the previous time-step $n$ only. To solve the nonlinear system for the upcoming time-step $n + 1$ we can use a Newton-Raphson scheme and linearize equations (2) and (3), resulting in

$$\mathbf{M}^{(s)} \dddot{\vec{q}}^{(s)} + \frac{\partial \mathbf{f}_{\text{int}}^{(s)}(\dot{\vec{q}}^{(s)})}{\partial \dot{\vec{q}}^{(s)}} \dddot{\vec{q}}^{(s)} + \frac{\partial \mathbf{f}_{\text{int}}^{(s)}(\dot{\vec{q}}^{(s)})}{\partial \dddot{\vec{q}}^{(s)}} \dddot{\vec{q}}^{(s)} + \mathbf{B}^{(s)^T} \Delta \dddot{\vec{\lambda}} +$$

$$+ \mathbf{M}^{(s)} \dddot{\vec{q}}^{(s)}_{n+1,i} + \mathbf{f}_{\text{int}}^{(s)}(\dot{\vec{q}}^{(s)}_{n+1,i}) + \mathbf{B}^{(s)^T} \dddot{\vec{\lambda}}_{n+1,i} - \mathbf{f}_{\text{ext}}^{(s)}(t_{n+1}) = \vec{0}$$

$$\sum_{s=1}^{N_s} \mathbf{B}^{(s)} \dddot{\vec{q}}^{(s)} + \mathbf{B}^{(s)^T} \dddot{\vec{q}}^{(s)}_{n+1,i} = \vec{0}$$

with $i$ being the Newton-iteration’s index and the Newton-updates

$$\dddot{\vec{q}}^{(s)}_{n+1,i} = \dddot{\vec{q}}^{(s)}_{n+1,i} + \Delta \dddot{\vec{q}}^{(s)}$$

$$\dot{\vec{q}}^{(s)}_{n+1,i} = \dot{\vec{q}}^{(s)}_{n+1,i} + \gamma \Delta t \ddot{\vec{q}}^{(s)}$$

$$\ddot{\vec{q}}^{(s)}_{n+1,i} = \ddot{\vec{q}}^{(s)}_{n+1,i} + \beta \Delta t^2 \dddot{\vec{q}}^{(s)}$$

$$\dddot{\vec{\lambda}}_{n+1,i} = \dddot{\vec{\lambda}}_{n+1,i} + \Delta \dddot{\vec{\lambda}}.$$
2.2 Solving the interface-problem

The solution of the linearized equations in (4) and (5) with the unknowns $\Delta \ddot{q}^{(s)}$ and $\Delta \lambda$ is usually obtained by an iterative procedure, such as a Conjugate Gradient in case of symmetric systems. The local solutions $\Delta \ddot{q}^{(s)}$ depend on the global Lagrange Multipliers $\Delta \lambda$ and are determined by

$$\Delta \ddot{q}^{(s)}(\Delta \lambda) = -J^{(s)^{-1}}(r \ddot{e}^{(s)} + B^{(s)^T} \Delta \lambda)$$

with the local Jacobian $J$ and the associated residual $r \ddot{e}$. By reinserting these local solutions into the compatibility condition (5) we get the global interface-problem

$$\sum_{s=1}^{N_s} B^{(s)} J^{(s)^{-1}} B^{(s)^T} \Delta \lambda = \sum_{s=1}^{N_s} B^{(s)} J^{(s)^{-1}} r \ddot{e}^{(s)} - \sum_{s=1}^{N_s} B^{(s)} \ddot{q}^{(s)}_{n+1,i}$$

which is solved iteratively and solves the local problems in each iteration with updated $\Delta \lambda$ as external forces. This means in a Conjugate Gradient the operation $F \Delta \lambda$ is performed once every iteration. For implementation purposes we can formulate this operation as

$$F \Delta \lambda = \sum_{s=1}^{N_s} B^{(s)} \Delta \ddot{q}^{(s)}(\Delta \lambda) - d$$

3 ASYNCHRONOUS TIME-INTEGRATION ON NONLINEAR SYSTEMS

3.1 Derivation of the nonlinear BGC-macro method

In the previous chapter 2.1 the FETI method has been applied to a nonlinear structural dynamics problem, where the same time-step-size has been used on every substructure. This is often referred to as synchronous time-integration. In certain cases different adapted time-step-sizes might come in handy. For example in cases with different dynamics in substructures, like due to different material-stiffnesses or fast nonlinear processes in a substructure, e.g. cracks. Having different time-steps on substructures is usually referred to as asynchronous time-integration [7], multi-timestep [6, 14, 15] or multirate method [12]. In the following we focus on a method, that couples substructures only at a synchronization time-step, as depicted in Figure 1 and proposed by Prakash e.a. [14]. Between these synchronization time-steps the Lagrange-Multipliers are interpolated linearly in time and applied locally on the substructures.
Hence we can extend the nonlinear residuals (2) and (3) by the linear interpolation on the local time-step \( m \) of the Lagrange-Multipliers

\[
\bar{x}_{m+1} = \bar{x}_n \frac{t_{n+1} - t_{m+1}}{t_{n+1} - t_n} + \bar{x}_{n+1} \frac{t_{m+1} - t_n}{t_{n+1} - t_n}
\]

and apply them on the local residual

\[
M^{(s)} \ddot{q}_{lm+1} + \dot{f}_{int}^{(s)}(\dot{q}_{lm+1}) + B^{(s)^T} \bar{x}_{m+1} - \dot{f}_{ext}^{(s)}(t_{m+1}) = 0.
\]

As in the formulation of the GC-method we formulate the Newmark-\( \beta \) scheme in residual form, based on the velocities

\[
\tilde{q}_m + \Delta t \dot{\tilde{q}}_m + \left( \frac{1}{2} - \frac{\beta}{\gamma} \right) \Delta t^2 \ddot{\tilde{q}}_m + \frac{\beta \Delta t}{\gamma} (\tilde{q}_{m+1} - \tilde{q}_m) - \tilde{q}_{m+1} = 0
\]

and write the local solutions and residuals in concatenated form

\[
\tilde{q}_m = \begin{bmatrix} \tilde{q}_m^\top \\ \tilde{\dot{q}}_m^\top \\ \tilde{\ddot{q}}_m^\top \end{bmatrix}, \quad \tilde{r}(s) = \begin{bmatrix} M^{(s)} \ddot{q}_{lm+1} + \dot{f}_{int}^{(s)}(\dot{q}_{lm+1}) + B^{(s)^T} \bar{x}_{m+1} - \dot{f}_{ext}^{(s)}(t_{m+1}) \\ \frac{1}{\Delta t} (\dot{q}_{m+1} - \tilde{q}_m) - \frac{1 - \gamma}{\gamma} \dot{\tilde{q}}_m - \tilde{q}_{m+1} \\ \tilde{q}_m + \Delta t \dot{\tilde{q}}_m + \left( \frac{1}{2} - \frac{\beta}{\gamma} \right) \Delta t^2 \ddot{\tilde{q}}_m + \frac{\beta \Delta t}{\gamma} (\tilde{q}_{m+1} - \tilde{q}_m) - \tilde{q}_{m+1} \end{bmatrix} = 0
\]

(7)

(8)

By linearizing residuals (7) and (8) for these local solutions \( \tilde{q}_j, \tilde{q}_{j+1} \) and \( \bar{x}_{n+1} \), as it has been done in the nonlinear PH-method [15], we can write the full linearized system in matrix form

\[
\begin{bmatrix}
M^{(s)} \\
M^{(s)}_1 \\
-\gamma \Delta t^{(s)} I \\
-\beta \Delta t^{(s)2} I \\
\vdots \\
-\gamma \Delta t^{(s)} I \\
-\beta \Delta t^{(s)2} I \\
0 \\
B^{(s)^T} \\
0
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0 \\
-\Delta t^{(s)}(1 - \gamma) I & -I & 0 \\
-\Delta t^{(s)}(1/2 - \beta) I & -\Delta t^{(s)} I & -I
\end{bmatrix}
\]

\[
\begin{bmatrix}
\tilde{q}_m \\
\tilde{\dot{q}}_m \\
\tilde{\ddot{q}}_m \\
\vdots \\
\tilde{q}_{N_m} \\
\tilde{\dot{q}}_{N_m} \\
\tilde{\ddot{q}}_{N_m}
\end{bmatrix}
= \begin{bmatrix}
\Delta q_1 \\
\Delta \dot{q}_1 \\
\Delta \ddot{q}_1 \\
\vdots \\
\Delta q_{N_m} \\
\Delta \dot{q}_{N_m} \\
\Delta \ddot{q}_{N_m}
\end{bmatrix}
\]

(9)

The main-difference between this method and the nonlinear PH-method lies in the coupling condition [15]. We didn’t formulate the coupling-residual based on a force-residual, but a compatibility of end-point-velocities only. In the BGC-macro method this compatibility condition arises from the Pseudo-energy-method and therefore this method can be seen as a nonlinear version of the BGC-macro method [1].
3.2 Numerical experiments on nonlinear asynchronous time-integration

3.2.1 Implementation

Figure 2: Implementation of the asynchronous time-integration in our FE-framework, which consists of the Python packages AMfe and PyFETI. Here $k$ is the index of each CG-iteration.

For the following experiments we implemented the previous method (9) in a time-stepping manor and integrated it into our FE-framework as depicted in Figure 2. The general framework consists of two open-source Python-packages, the nonlinear FE-library AMfe [17] and the MPI-parallelized FETI-library PyFETI [18]. The softwares’ stable master-branches are published on github. As soon as the implementation of the here presented methods is cleaned up and fully integrated in a more flexible and modular manor, they will be published there as well. PyFETI provides the FETI-solver and a local-problem class, which gets the Lagrange-Multipliers as input, does local computations and returns the results to the FETI-solver. This class is customized with local time-stepping routines to implement the method from (9). During the first FETI-iteration the constant $\vec{d}$ from (6) has to be evaluated by performing the local computations with the Lagrange-Multipliers set to a start-value, e.g. $\vec{\lambda} = \vec{0}$.

3.2.2 Spurious oscillations on the interface

As a reference we started with applying our method to the split Duffing-oscillator problem, as used by Prakash e.a.[15], which is shown in Figure 3. The springs’ stiffnesses are nonlinear
in the displacements

\[ k^{(s)}(q^{(s)}) = k_1 q^{(s)} + k_2 q^{(s)2} \]

and are set with the parameters from Table 1. In case of rather fine time-discretizations we experience a bit more spurious oscillations of the velocities between the synchronization-time-steps, as shown in Figure 4. In the case of a coarser time-discretization in Figure 5 the oscillations increase for both methods, which leads to incompatibilities in the displacements. Hence the force-residuals on the interface of the nonlinear PH-method seem to decrease the amplitude of such spurious oscillations slightly, but require more precomputations, while the method, which is presented here only enforces coupling by Lagrange-Multipliers.

### 3.2.3 Unphysical reflections on the interface

After the tests on a simple split Duffing-Oscillator, we applied the method to a 2D example beam. The beam’s geometry and domain decomposition can be seen in Figure 6. It is loaded with a shock from the right and clamped on the left-hand side. The shock vanishes long before the first synchronization step. The model-parameters can be found in Table 2. With this setup we get a wave in substructure \( B \), which is visualized by the normal-stresses in Figure 7. This wave

<table>
<thead>
<tr>
<th>( l_1 )</th>
<th>( l_2 )</th>
<th>( H )</th>
<th>( d )</th>
<th>( f_{\text{max}} )</th>
<th>( t_1 )</th>
<th>( t_2 )</th>
<th>( \Delta T )</th>
<th>( \Delta t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>40m</td>
<td>10m</td>
<td>10m</td>
<td>2m</td>
<td>5.0 ( \cdot 10^4 )N</td>
<td>0.00015s</td>
<td>0.0003s</td>
<td>0.001s</td>
<td>0.00001s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Material-model</th>
<th>Young’s-Modulus</th>
<th>Poisson’s ratio</th>
<th>Density</th>
<th>thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>St.Venant-Kirchhoff</td>
<td>60 ( \cdot 10^5 )N/m²</td>
<td>0.34</td>
<td>2.7 ( \cdot 10^{-3} )kg/m³</td>
<td>0.5m</td>
</tr>
</tbody>
</table>
Figure 4: Solutions for the split Duffing-oscillator with a rather fine time-discretisation: $\Delta t^{(A)} = 0.2s$ and $\Delta t^{(B)} = 0.05s$

Figure 5: Solutions for the split Duffing-oscillator with a rather coarse time-discretisation: $\Delta t^{(A)} = 0.5s$ and $\Delta t^{(B)} = 0.1s$

reaches the interface before the synchronisation time-step, high-frequency parts are reflected, as can be seen at the switched sign of the normal stresses in Figure 7, and form a standing wave inside substructure $B$. During the intermediate time-steps substructure $B$ can be interpreted as a single plate for those high frequencies. The coarse substructure $A$ is not able to follow the fast dynamics of that wave and only captures slower deformations, but overall energy has to be conserved. Hence this fast dynamic stays inside substructure $B$. 
4 A VARIATIONAL APPROACH TO COUPLING CONDITIONS IN TIME

4.1 Construction of a variational asynchronous coupling condition

4.1.1 Introduction to the variational principle in continuous dynamics

In Prakash e.a. it has been stated already, that the spurious oscillations in chapter 3.2.2 pollute the solution [15]. We also showed the appearance of unphysical reflections on the interface in case of inappropriate time-step-sizes and loadings in chapter 3.2.3. These reflections are not just inaccurate, but might also alter the solution by triggering nonlinear cracking events to early or destabilizing the solution with resonances. According to Gravouil e.a. such oscillations don’t appear in the micro-step-based methods, such as HATI and BGC-micro, but they suffer from artificial energy-dissipation [7]. An approach, that might be able to resolve these issues is based on the variational principle. For continuous systems this principle, also known as Hamilton’s principle, plays a key-role in structural dynamics. Let’s consider the Lagrangian

\[ \mathcal{L}(\dot{q}, \ddot{q}) = \mathcal{T}(\dot{q}) - \mathcal{V}(q) = \frac{1}{2} \dot{q}^T M \ddot{q} - \mathcal{V}(q) \]

of a mechanical system, consisting on the kinetic energy \( \mathcal{T} \) and potential energy \( \mathcal{V} \) of the system. As conservative mechanical systems, meaning systems without loading or dissipation, in nature always move such that energy within the system is kept constant, we can also require, that the Lagrangian integrated over the time-interval and varied for the displacement \( \delta \dot{q} \) stays 0

\[ \delta S(\dot{q}, \ddot{q}) = \delta \int_0^T \mathcal{L}(\dot{q}, \ddot{q}) dt = \int_0^T \left( \frac{\partial \mathcal{L}}{\partial q} \delta \dot{q} + \frac{\partial \mathcal{L}}{\partial \dot{q}} \delta \ddot{q} \right) dt = 0. \] (10)

Here \( S \) is called the action integral. With integration by parts we get

\[ \delta S(\dot{q}, \ddot{q}) = \int_0^T \left( \frac{\partial \mathcal{L}}{\partial q} - \frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{q}} \right) \delta \dot{q} dt + \left[ \frac{\partial \mathcal{L}}{\partial \dot{q}} \delta \dot{q} \right]_0^T = 0 \]

and if we require fixed end-points for \( \delta \dot{q}(t = 0) = \delta \dot{q}(t = T) = 0 \) now and that the integral has to evaluate 0 for arbitrary variations \( \delta \ddot{q} \), we get the Euler-Lagrange-equation

\[ -\frac{\partial \mathcal{L}}{\partial q} + \frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{q}} = \frac{d}{dt} \frac{\partial \mathcal{T}}{\partial \dot{q}} + \frac{\partial \mathcal{V}}{\partial q} = 0 \]
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Figure 7: Normal stresses in beam-length direction of the 2D-beam at several time-steps. The solution of the coarse substructure have been interpolated linearly onto the fine time-grid for visualization purposes only.

which is our equation of motion from (1) without external loads. Constraints are not taken into account here, but can be included by the interface-energy

$$\mathcal{H}(\vec{q}, \vec{\lambda}) = \vec{g}(\vec{q})^T \vec{\lambda}$$

with the gap-function $\vec{g}(\vec{q})$ [11]. The Lagrangian of such a constrained system is then written as

$$\mathcal{L}(\dot{\vec{q}}, \vec{q}, \vec{\lambda}) = \mathcal{T}(\dot{\vec{q}}) - \mathcal{V}(\vec{q}) - \mathcal{H}(\vec{q}, \vec{\lambda})$$

4.1.2 Construction of the discrete coupling condition

This approach can be transferred to discrete systems and used for the construction of Variational Time-Integrators, which provide some built-in properties, such as Symplecticity, conservation of linear and angular momentum and bounded oscillations of energy. These properties lead to good long-time behavior of such a Variational Integrator. In fact Kane e.a. showed, that the non-dissipative Newmark-$\beta$ scheme with $\gamma = \frac{1}{2}$ is variational and can be derived from a Midpoint-rule as integration-scheme [8]. Lew e.a. also developed an asynchronous integrator, based on this principle, but with updating the solutions based on the previous neighboring solution directly and therefore not suitable for a FETI-solver [10]. Leyendecker and Ober-Blöbaum proposed a variational approach for constrained systems and multirate integration, that couples slow and fast dynamics over Lagrange-Multipliers [12]. In the following we use this approach as a basis for the derivation of a new asynchronous coupling technique and domain decomposition. The starting-point of constructing an integrator is the time-discretization of the solutions. Time-dependent shape-functions $\Phi(t)$ and $\Theta(t)$, similar to Wenger [16], lead to a flexible formulation

$$\vec{q}(t) = \sum_{m=0}^{N_m} \Phi(t)_m \vec{q}_m$$

$$\dot{\vec{q}}(t) = \sum_{m=0}^{N_m} \frac{d\Phi(t)_m}{dt} \vec{q}_m$$

$$\vec{\lambda}(t) = \sum_{j=0}^{N_j} \Theta(t)_j \vec{\lambda}_j$$
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for the approximation of the solutions at any time \( t \). Different indices of displacements and Lagrange-Multipliers indicate the option of different discretizations for both fields and \( N_m \) and \( N_j \) are the number of time-steps over the full trajectory. These are then inserted into the Lagrangian (12)

\[
\mathcal{L}(\mathbf{q}_0^{(s)}, \ldots, \mathbf{q}_{N_m}^{(s)}, \lambda_0^{(s)}, \ldots, \lambda_{N_j}^{(s)}, t) = \sum_{s=1}^{N_s} \frac{1}{2} \left( \sum_{m=0}^{N_m^{(s)}} \frac{d\Phi(t)^{(s)}}{dt} q_m^{(s)} \right)^T M^{(s)} \left( \sum_{m=0}^{N_m^{(s)}} \frac{d\Phi(t)^{(s)}}{dt} q_m^{(s)} \right) - \\
n - \mathcal{V} \left( \sum_{m=0}^{N_m^{(s)}} \Phi(t)^{(s)} q_m^{(s)} \right)^{(s)} - \mathcal{H} \left( \sum_{m=0}^{N_m^{(s)}} \Phi(t)^{m(s)} q_m^{s}, \sum_{j=0}^{N_j} \Theta(t)^{j(s)} \right)
\]

(13)

and extended to substructured systems by summing up all local Lagrangians. Due to the free to choose time-discretizations, we still need an appropriate formulation for the gap-function. The gap-function is supposed to measure the gap at any point in time and is written as

\[
\mathbf{g}(\mathbf{q}_0^{(s)}, \ldots, \mathbf{q}_{N_m}^{(s)}, t) = \sum_{s=1}^{N_s} \mathbf{B}^{(s)} \sum_{m=0}^{N_m^{(s)}} \Phi(t)^{(s)} q_m^{(s)}
\]

where the \( \mathbf{B} \)-matrix is the same as in (3). The next key-point of the integrator’s construction is the numerical integration over the time-interval. The choice of the integration-scheme influences the properties of the constructed integrator. We choose the generalized midpoint-rule here, to have compatibility conditions and time-integration with the non-dissipative Newmark-\( \beta \) derived consistently from the same integration-scheme. One can also choose different integration-schemes for both, compatibility-condition and Lagrangian, as it has been done by Leyendecker e.a. [12]. Moreover the integration requires a segmentation-approach. In our examples here we use the same time-discretization as in chapter 3 to ensure comparability, meaning we have the same time-step-sizes for substructure \( A \) and the Lagrange-Multipliers and use a fraction of that time-step-size on the neighboring substructure \( B \). Moreover we use linear time-shape-functions \( \Phi(t) \) and \( \Theta(t) \) for the solutions

\[
\Theta_n(t) = \begin{cases} 
\frac{t_{n+1} - t}{\Delta T}, & t_n \leq t \leq t_{n+1} \\
\frac{t_{n+1} - t}{\Delta T}, & t_{n-1} \leq t < t_n \\
0, & t > t_{n+1} \\
0, & t < t_{n-1}
\end{cases}
\]

\[
\Phi_n^{(A)}(t) = \begin{cases} 
\frac{t_{n+1} - t}{\Delta T}, & t_n \leq t \leq t_{n+1} \\
\frac{t_{n+1} - t}{\Delta T}, & t_{n-1} \leq t < t_n \\
0, & t > t_{n+1} \\
0, & t < t_{n-1}
\end{cases}
\]

\[
\Phi_m^{(B)}(t) = \begin{cases} 
\frac{t_{m+1} - t}{\Delta T}, & t_m \leq t \leq t_{m+1} \\
\frac{t_{m+1} - t}{\Delta T}, & t_{m-1} \leq t < t_m \\
0, & t > t_{m+1} \\
0, & t < t_{m-1}
\end{cases}
\]
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resulting in a discretization as in Figure 8. For the integration of (13) we evaluate the Lagrange-Multiplier-field.

\[
\lambda_n = \frac{1}{\Delta T} \left( \frac{q_n^{(A)} - q_{n-1}^{(A)}}{\Delta T} \right) - V \left( (1 - \alpha)q_n^{(A)} + \alpha q_{n+1}^{(A)} \right) - V \left( (1 - \alpha)\tilde{\lambda}_n + \alpha \tilde{\lambda}_{n+1} \right)
\]

Figure 8: Time-discretization for two substructures A and B and the Lagrange-Multiplier-field. Additionally the linear shape-function for the Lagrange-Multipliers at time-step \( t \) is shown.

\[
S(q_0^{(A)}, \ldots, q_N^{(A)}, q_0^{(B)}, \ldots, q_m^{(B)}, \lambda_0, \ldots, \lambda_N) = \sum_{n=0}^{N_n-1} \Delta T \left[ \frac{1}{2} \left( \frac{q_{n+1}^{(A)} - q_n^{(A)}}{\Delta T} \right)^T \mathbf{M}^{(A)} \left( \frac{q_{n+1}^{(A)} - q_n^{(A)}}{\Delta T} \right) - V \left( (1 - \alpha)q_n^{(A)} + \alpha q_{n+1}^{(A)} \right) - V \left( (1 - \alpha)\tilde{\lambda}_n + \alpha \tilde{\lambda}_{n+1} \right) \right] + \sum_{m=0}^{N_m-1} \Delta t \left[ \frac{1}{2} \left( \frac{q_{m+1}^{(B)} - q_m^{(B)}}{\Delta t} \right)^T \mathbf{M}^{(B)} \left( \frac{q_{m+1}^{(B)} - q_m^{(B)}}{\Delta t} \right) - V \left( (1 - \alpha)q_m^{(B)} + \alpha q_{m+1}^{(B)} \right) - V \left( (1 - \alpha)\tilde{\lambda}_m + \alpha \tilde{\lambda}_{m+1} \right) \right] + \sum_{n=0}^{N_{n-1}} \Theta_n(t_{m+\alpha}) \tilde{\lambda}_n
\]

Analogously to the continuous case in (10) the variation of this discrete action integral for its arguments

\[
\delta S(q_0^{(A)}, \ldots, q_N^{(A)}, q_0^{(B)}, \ldots, q_m^{(B)}, \lambda_0, \ldots, \lambda_N) = \sum_{n=0}^{N_n} \frac{\partial S}{\partial q_n^{(A)}} \delta q_n^{(A)} + \sum_{m=0}^{N_m} \frac{\partial S}{\partial q_m^{(B)}} \delta q_m^{(B)} + \sum_{n=0}^{N_{n-1}} \frac{\partial S}{\partial \lambda_n} \delta \lambda_n = 0
\]

must still evaluate as zero. We still require \( \delta q_0^{(A)} = \delta q_N^{(A)} = 0, \delta q_0^{(B)} = \delta q_m^{(B)} = 0, \delta \lambda_0 = \delta \lambda_{N_n} = 0 \) and that this equation must hold for arbitrary variations \( \delta q_n^{(A)}, \delta q_m^{(B)}, \delta \lambda_n \). This leads
to the equations

\[
\Delta t \left[ \frac{1}{\Delta T} M^{(A)} \frac{q_n^{(A)} - q_{n-1}^{(A)}}{\Delta T} - \alpha \frac{\partial V \left( (1-\alpha)q_{n-1}^{(A)} + \alpha \dot{q}_{n-1}^{(A)} \right)}{\partial \dot{q}} - B^{(A)^T} \left[ (1-\alpha) \alpha^2 \begin{bmatrix} 1 \n A_n \\ \lambda_n \end{bmatrix} \right] \right] + \\
+ \Delta T \left[ \frac{1}{\Delta T} M^{(A)} \frac{q_{n+1}^{(A)} - q_{n}^{(A)}}{\Delta T} - (1-\alpha) \frac{\partial V \left( (1-\alpha)q_{n}^{(A)} + \alpha \dot{q}_{n}^{(A)} \right)}{\partial \dot{q}} - B^{(A)^T} \left[ (1-\alpha)^2 (1-\alpha) \begin{bmatrix} 1 \n N_n \\ \lambda_n \end{bmatrix} \right] \right] = 0
\]

\[
\Delta t \left[ \frac{1}{\Delta t} M^{(B)} \frac{q_{m}^{(B)} - q_{m-1}^{(B)}}{\Delta t} - \alpha \frac{\partial V \left( (1-\alpha)q_{m-1}^{(B)} + \alpha \dot{q}_{m-1}^{(B)} \right)}{\partial \dot{q}} - B^{(B)^T} \sum_{n=0}^{N_n} \Theta_n(t_{m+\alpha}) \lambda_n \right] + \\
+ \Delta t \left[ \frac{1}{\Delta t} M^{(B)} \frac{q_{m+1}^{(B)} - q_{m}^{(B)}}{\Delta t} - (1-\alpha) \frac{\partial V \left( (1-\alpha)q_{m}^{(B)} + \alpha \dot{q}_{m}^{(B)} \right)}{\partial \dot{q}} - (1-\alpha)B^{(B)^T} \sum_{m=0}^{N_m} \Theta_n(t_{m+\alpha}) \lambda_n \right] = 0
\]

for each \( \lambda_n \):

\[
\sum_{m=0}^{N_m-1} \Delta t B^{(B)^T} \left[ (1-\alpha)\Theta_n(t_{m+\alpha}) \alpha \Theta_n(t_{m+\alpha}) \begin{bmatrix} q_{m}^{(B)} \\ q_{m+1}^{(B)} \end{bmatrix} \right] + \\
+ \Delta t B^{(A)^T} \left[ (1-\alpha) \alpha^2 \begin{bmatrix} q_{n-1}^{(A)} \\ q_{n}^{(A)} \end{bmatrix} \right] + \Delta t B^{(A)^T} \left[ (1-\alpha)^2 \alpha (1-\alpha) \begin{bmatrix} q_{n-1}^{(A)} \\ q_{n+1}^{(A)} \end{bmatrix} \right] = 0
\]

The first two equations result in the Newmark-\( \beta \) scheme for \( \alpha = 0.5 \)

\[
\begin{align*}
\dot{q}_{m+1} &= (1-\alpha) \Delta t \ddot{q}_{m+1} + \alpha \Delta t \dddot{q}_{m+1} + \dddot{q}_{m} \\
\ddot{q}_{m+1} &= -\frac{1-\alpha}{\alpha} \dddot{q}_{m} + \frac{1}{\alpha \Delta t} (\dddot{q}_{m+1} - \dddot{q}_{m})
\end{align*}
\]

and the local equilibrium of forces at generalized midpoints

\[
M^{(A)} \dddot{q}_{n+\alpha} + \frac{\partial V}{\partial \dddot{q}} \left( \dddot{q}_{n+\alpha} \right) + B^{(A)^T} \left[ (1-\alpha) \alpha \begin{bmatrix} 1 \n A_n \\ \lambda_n \end{bmatrix} \right] = 0
\]

\[
M^{(B)} \dddot{q}_{m+\alpha} + \frac{\partial V}{\partial \dddot{q}} \left( \dddot{q}_{m+\alpha} \right) + B^{(B)^T} \left[ \Theta_n(t_{m+\alpha}) \Theta_{n+1}(t_{m+\alpha}) \begin{bmatrix} 1 \n \lambda_n \end{bmatrix} \right] = 0
\]

The third equation is the new coupling condition. In this form it leads to unstable computations after a few time-steps though and if we compare it with previous coupling conditions from BGC-macro (7) and dynamic FETI (3), we notice the unfavorable displacement-coupling here. As this is just a numerics issue related to Lagrange-Multipliers without masses, we replace them by corrected velocities

\[
\Delta \dddot{q} = (1-\alpha) \Delta t \dddot{q}
\]
4.2 Numerical experiments on variational coupling

In this section we apply our new variational asynchronous midpoint (VAMP) coupling condition to the Split Duffing Oscillator, known from chapter 3.2, but for now just with linear stiffnesses and $\alpha = 0.5$, which resembles the well-known Newmark-$\beta$ scheme. As a prove of concept we only solve the interface-problem with a direct solver here. In Figure 9 the displacements and velocities from the VAMP-coupling are compared with the BGC-macro. Both are referenced to the solutions from the synchronous coupling. The positive mainly positive energy in the BGC-macro case doesn’t necessarily mean, that overall energy is growing, as the sign depends on the signs of the $B$-matrices. With the weak coupling of the VAMP-method the interface-oscillations of velocities couldn’t be reduced, but incompatibilities in the displacement-field are smoothed. Hence a coarse discretization of the Lagrange-Multiplier-field always leads to such oscillations. We’d like to point out, that the interface-energy in Figure 10 is oscillating, as expected, but bounded and the amplitude is similar for the VAMP-method compared to the strong coupling. The interface-energy is calculated by multiplying the current gap with the current Lagrange-Multiplier according to (11).
Figure 9: Solutions for the linear split Duffing-oscillator with a rather coarse time-discretisation: $\Delta t^{(A)} = 0.5\, s$ and $\Delta t^{(B)} = 0.1\, s$, Stiffnesses: $k^{(A)} = 1.75\, N/m$, $k^{(B)} = 6.25\, N/m$. Black curve as reference from the synchronous case with $\Delta t = 0.1\, s$.

Figure 10: Interface-energy for the split Duffing-oscillator with a rather coarse time-discretisation: $\Delta t^{(A)} = 0.5\, s$ and $\Delta t^{(B)} = 0.1\, s$. Black curve as reference from the synchronous case with $\Delta t = 0.1\, s$. 

(a) Interface-energy with BGC-macro  
(b) Interface-energy with VMP-coupling
5 CONCLUSIONS

Asynchronous time-integration methods with a strong end-point coupling conserve energy at these synchronization-points, but produce local oscillations between those synchronization steps. Based on the nonlinear PH- and linear BGC-macro-method, we derived a nonlinear version of the BGC-macro for Newmark-β integration schemes. It couples substructures by Lagrange-Multipliers only and doesn’t require any presolution-step, but leads to slightly larger amplitudes of the spurious oscillations. Furthermore we show the risk of wave-reflections on the interface in case of adverse time-step-sizes and loadings. In order to find ways of reducing these unphysical effects while keeping the method energy-conserving, we derived a new coupling method from the variational principle. With the variational principle comes a number of inherent properties, such as bounded energy-oscillations and conservation of momentum, while in the BGC-approach the pseudo-energy method was solely used to derive a stable method. Moreover it opens up a large variety of options to create new coupling-methods. In the here presented case of a coarse Lagrange-multiplier discretization this method leads to a weak coupling of the substructures and still produces spurious oscillations in our test-example, while oscillations in the interface-energy are bounded at similar amplitudes as in the strong coupled case of the nonlinear BGC-method. Further research will be done on the velocity-oscillations and whether they can be eliminated by a more fine time-discretization of the Lagrange-Multipliers while keeping the energy bounded. Moreover we have to mention that the variational method couples Lagrange-Multipliers more along the full trajectory, which is disadvantageous in the context of High-Performance-Computing. Different integration-schemes during the construction might reduce these couplings while maintaining the variational properties. The interface-problem of the variational method has been solved with a direct solver as a prove of concept. In future work we will extend this approach to nonlinear problems and solve the interface problem with our FETI-solver, which will enable further performance studies. Moreover further work is needed on the choice of time-shape-functions.
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Abstract. Various types of devices are used to protect structures from seismic collapse, such as hydraulic or metallic hysteretic dampers or elastomeric and spherical pendulum bearings as isolators. In this paper however, a component which is already included in almost every medium to long span bridge, will be investigated and optimized to act as an earthquake protection device: the bridge expansion joints. Those structural components are placed between the abutment and the bridge superstructure or between different bridge sections to compensate relative movements, such as heat expansion elongation. Since these devices are often connected to bridge ends, the application of the expansion joints as a seismic protection device is potentially very beneficial. Also, it is expected to be economically advantageous because expansion joints are included by most bridges and under certain circumstances additional and expensive other protection devices can be replaced. The Paper demonstrates an approach of creating a precise and efficient multibody simulation model of expansion joints which will able to computationally determine their impact on seismic events.
1 INTRODUCTION

The main purpose of the expansion joint in bridges is to cover the gap between the bridge ends and the respective abutment or between several bridge sections which is included to compensate relative movements, such as heat expansion elongation. These gaps need to be covered in order to achieve a continuous roadway for vehicles and pedestrians. In order to bridge this gap, so called modular expansion joints come into consideration. They partition the gap into several sub-gaps, which for themselves are smaller than the allowed minimum distance. The structural elements, which fulfill this task in most configurations are the so called center beams, which are visible on the surface of the bridge roadway. The underlying support beams, which are significantly more stiff than the center beams, carry the loads induced by crossing vehicles to the gap edges. Because the gaps are not constant, the expansion joint needs to able to partition this movement equidistantly over all sub-gaps. Therefore, several control mechanisms have been developed over time. These mechanisms have in common, that they generate damping forces when the expansion joint is moved due to friction. As a result of this, it shall be investigated more deeply how much those friction forces affects the dynamic behaviour of a bridge under seismic loads.

Several papers like [2], [9] have discussed the dynamic response of bridge expansion joints due to traffic loads, which are capable of evaluating their behaviour in the vertical movement direction. Because it is expected that most of the seismic damping potential of an expansion joint arises from planar movements, those spatial directions need to be considered, too. Others like [10] investigated the pounding response of an expansion joint where the expansion joint is represented as a gap with a simplified, linear spring-damper mechanism. This is acceptable to calculate the effect of pounding towards a flexible bridge model, but is not sufficient when the nonlinear damping force of the expansion joint is of interest. For that case, a spatial multibody dynamics model will be built which is able to reproduce realistic damping forces and is suitable for targeted seismic protection behaviour. This model will be able to investigate the dynamic response of expansion joints which is expected to behave like hydraulic dampers with additional inertial forces. In contrast to that, a static response of the system is not expected, because most response forces are velocity dependent.

2 SWIVEL JOIST EXPANSION JOINTS

2.1 System description

The expansion joint which will be investigated in this paper is the Swivel Joist expansion joint. This type of expansion joint uses a control mechanism that follows the intercept theorem which describes distance relationships of intersecting lines. The task of the swivel joist is fulfilled by the support beam, which can execute rotational movements. Those rotational movement apply a control force to the elastomeric bearings, which are able to slide along the top of the support beam, as well as to the elastomeric springs at the bottom side of the support beam. These elastomeric parts are translationally fixed to the center beams, which are the visible components from the roadway, and can only rotate around the vertical axis. A very basic schematic representation of the control mechanism is displayed in Figure 1.

The elastomeric bearings and springs are preloaded to avoid a lift-off of the center beams. This force generates a significant friction force along the sliding direction of the bearings and springs which is considered as the main reason why the expansion joint is applying damping forces to the moving superstructure.

The outermost center beams of the expansion joint are called the edge beams. These beams
are fixed to the corresponding bridge deck and forces the support beams to swivel when one side of the bridge is moving.

3 SIMULATION MODEL

The aim of this work is to build a multibody simulation model of expansion joints which can be used to investigate their seismic retrofit potential. The fact that earthquakes are highly dynamic events which can take up to several minutes, the first requirement to the model is numerical efficiency. Because of high friction forces, it is expected that several force elements like contacts and couplings have to be extremely stiff to conserve a realistic behaviour of the model. On the other hand, such stiff force elements lead to stiff differential equations which need special solvers to gain results in a reasonable computation time.

The second requirement to the model is the possibility for easy adaption to other configurations. Because expansion joints are mostly custom made for a specific bridge, there are many possible configurations to investigate. So it needs to be possible to quickly create new simulation models by only specifying the configuration and the building process of the model itself should be automated.

The third requirement is that the model is easily extendable to other physical simulation environments for future extension possibilities as well as to custom algorithms like special friction models.

All those requirements lead to the conclusion, that it is reasonable to develop a multibody simulation environment which can be extended and automated on demand. The main parts needed to model an expansion joint are presented in the following sections.

3.1 Modeling concept

It is common to reduce the model to the essential components of interest. Parts which have less to no influence on the simulation results are ignored so that only a basic representation of the real system is left. This means for the expansion joint simulation under earthquake loads
that all parts which are affecting the control mechanism must be included. Therefore a model is built with the center beams, the support beams and the included bearings and springs. Figure 3 shows such a reduced simulation model of an example setup.

![Figure 3: Reduced model for multibody simulation](image)

The bearings at the top and the springs at the bottom side of the support beam are connected to the overlying center beams and can only rotate about the vertical axis. The contact definition between the bearings and the support beams includes the sidewall, which transmits the control force when the expansion joint is moving, and the top and bottom surface which represent the preloading and the resulting friction force.

Only one edge beam, which applies the external movement, is included because the second edge beam is assumed to be fixed for the first simulations which represent a simple opening and movement cycle. The functionality of this edge beams gets replaced by a kinematic constraint which allows a rotation of the support beams around the vertical axis only. The moving edge beam will be moved by a function of time which is coupled to a 3D force element to measure the force which is necessary to open and close the expansion joint.

### 3.2 Building simulation model

#### 3.2.1 Rigid body dynamics

The system will be mathematically described by the well known Differential-Algebraic-Equations (DAE) of index 3

\[
\begin{align*}
\dot{y} &= Kz \\
M \dot{z} &= F^e + J_g^T \lambda \\
0 &= g(y)
\end{align*}
\]

(1)

with the position vector \( y \) which contains translational positions and the Euler parameter in this setup and therefore \( K \) is the kinematic matrix, the velocity vector \( z \), the mass matrix \( M \), the external forces \( F^e \) and the constraint forces \( J_g^T \lambda \) which are arising from the kinematic constraint.
equations $g(y)$. According to [8], the index of the DAE gets reduced to 1 by two successive time derivations of $g(y)$ which can be solved by any ordinary differential equation solver

$$\dot{y} = Kz$$

$$M\ddot{z} = F^e + J_g^T (J_gM^{-1}J_g^T)^{-1} \left( \dot{J}_g z + J_gM^{-1}F^e \right)$$

The external forces $F^e$ are defined by the included contacts and the jacobian matrix $J_g$ of all constraint equations need to be determined before the system can be solved. This steps are shown in the following sections.

### 3.2.2 Contacts

Contact mechanics plays an essential role in multibody dynamics and many different approaches have been published. Flores and Lankarani [4] gave a good overview of the relevant contact force models used by many multibody dynamics software. The most basic algorithm with energy dissipation is a linear Kelvin-Voigt contact model which will be implemented to simulate the contact behaviour between the bearings and support beams. It will be used as a point to surface contact where a pre-defined point $P_1$ represents the contact point and a corresponding surface normal vector $n_2$ attached to a point $P_2$ defines a surface. When $P_1$ penetrates the surface defined by $n_2$, a force will be applied to both bodies. A contact detection algorithm is implemented to detect whether and how much penetration is established. Therefore the scalar product of the vector between $P_2$ and $P_1$ in the local coordinate system of body 2 and the normal vector $n_2$ calculates the amount of penetration $\delta$. The penetration velocity $\dot{\delta}$ gets calculated in a similar fashion. The linear Kelvin-Voigt contact model then describes the contact normal force as

$$F_n = \begin{cases} k\delta + d\dot{\delta}, & \text{if } \delta > 0 \\ 0, & \text{else} \end{cases}$$

with the contact stiffness $k$ and contact damping $d$. For stability reasons and to make sure that the contact pairs do not stick permanently, it needs to be guaranteed that

$$k\delta > d\dot{\delta}$$

Flores and Lankarani stated in [4] that the linear Kelvin-Voigt contact model may have several weaknesses mainly for high impact velocities. Because relatively slow velocities are considered for the first expansion joint models, these limitations are acceptable. When a more detailed contact behaviour is desired, the contact model described by Hunt and Crossley [6] might be more suitable.

The contact points get applied to the bearing bodies as shown in figure 4. Four contact points are transmitting the control forces from the support beam sidewall. The contact point for the top or bottom surface, depending on which side the bearing is mounted, generates the preloading force through geometrical positioning. These contact points are always closed and slightly overlapping with their contact surface to generate a constant force.

When two bodies get in contact with each other, a friction force tangential to the surface normal $n_2$ occurs. Many highly detailed models based on the friction model by Dahl [1] which are able to include stick-slip-effects have been developed. This is a common phenomenon which is observed at expansion joints, too. The disadvantage of those models is their complexity and the increasing numerical effort when solving differential equations affected by them. To
Michael Tahedl, Andreas Taras, Fredrik Borchesenius, Daniel Rill

conserve an efficient simulation model of the expansion joint, two basic friction models get implemented instead. The first one represents the statical Coulomb friction model with the tangential velocity dependent friction coefficient $\mu(v_t)$ which is illustrated in figure 5a. To overcome numerical difficulties at $v_t = 0$, $\mu$ gets approximated by a linear function when $v_t \in [-v_G, v_G]$ as shown if figure 5b.

![Figure 5: Coulomb friction model](image)

A more enhanced friction model, which includes the Stribeck-effect, is presented by Marques et al. [7]. This effect, illustrated in figure 6a, includes the fact, that the friction coefficient is higher at low velocities than the kinetic friction coefficient is. To simplify the calculation of $\mu$, the continuous function gets approximated by linear sections. It has been observed in the expansion joint simulations that a slightly increasing kinetic friction coefficient is a good approximation of the real friction behaviour, which can be seen in figure 6b. This slightly increasing friction coefficient must be limited to avoid unrealistic high friction at higher velocities. The singularity at zero velocity has to be approximated the same way as in the aforementioned model.

Both friction models are implemented and used for tests within the multibody dynamics environment. Together with the normal forces of the contacts, the friction forces define the external forces $F_e$ from equation 3.

### 3.2.3 Kinematic constraints

The interaction between the bearings and the center beams could be described either by force elements like so called bushings, which are basically three dimensional springs, or by kinematic constraint equations. Because it is expected that the contacts and those bushings need to be very stiff to ensure a realistic force transmission, the differential equations describing this system will be very stiff, too. To reduce those stiff force elements and the number of degrees of freedom
of the model at the same time, kinematic constraints come into consideration. The connection between the bearings and the corresponding center beams could be simplified to the effect of a hinge. This constrains two bodies in a way so there is only one rotational degree of freedom left.

To include the effect of this hinge in the dynamic differential equation of the index reduced system 3, the jacobian $J_g$ of the constraint equation $g(y)$ need to be determined. This constraint equation could be built with the basic vector constraints presented by Flores [3] to

$$ g(y) = \begin{bmatrix} r_{0P_{2,0}} - r_{0P_{1,0}} \\ m_2^T u_2 \\ n_2^T u_2 \end{bmatrix} = 0 $$  \hspace{1cm} (6)

where $r_{0P_{1,0}}$ and $r_{0P_{2,0}}$ are the vectors from the global coordinate System 0 to the local connection points of the hinge, $m_2$ and $n_2$ are the perpendicular vectors to the rotation axis attached to body 1 but transformed to the local coordinate system of body 2 and $u_2$ is the rotation axis attached to body 2. This equation depicts a hinge constraint because it constrains all translational movement and two rotations by requiring that the perpendicular vectors $m_2$ and $n_2$ are always perpendicular to $u_2$. The first derivative in time of equation 6 delivers the jacobian for each body to

$$ \dot{g}(y) = \begin{bmatrix} I_{3x3} & \tilde{r}_{1P_{1,0}} \\ 0_{1x3} & -\tilde{m}_2^T u_2 \\ 0_{1x3} & -\tilde{n}_2^T u_2 \end{bmatrix} z_1 + \begin{bmatrix} -I_{3x3} & -\tilde{r}_{2P_{2,0}} \\ 0_{1x3} & A_{12}^T \tilde{m}_2^T u_2 \\ 0_{1x3} & A_{12}^T \tilde{n}_2^T u_2 \end{bmatrix} z_2 $$  \hspace{1cm} (7)

where $\tilde{r}_{1P_{1,0}}$ and $\tilde{r}_{2P_{2,0}}$ are the skew-symmetric matrices of the vector from the local coordinate system to the connection points transformed to the global coordinate system, $z_1$ and $z_2$ are the velocity vectors of the corresponding bodies and $A_{12}$ is the transformation matrix between the local coordinate systems of the bodies. The jacobians of all bodies are collected when building the model providing the global jacobian $J_g$ from equation 3. Another time derivative of the constraint equation delivers the product $\dot{J}_g z$ to

$$ \dot{J}_g z = \begin{bmatrix} \dot{A}_{01} (\omega_{01,1} \times r_{1P_{1,1}}) + \dot{A}_{02} (\omega_{02,2} \times r_{2P_{2,2}}) \\ \dot{A}_{12} u_2 \times m_2 \omega_{02,2} \\ \dot{A}_{12} u_2 \times n_2 \omega_{02,2} \end{bmatrix} $$  \hspace{1cm} (8)

with the derivatives of the transformation matrices $\dot{A}_{01}$, $\dot{A}_{02}$ and $\dot{A}_{12}$. This product will be collected into a global matrix for all bodies as well.
3.3 Friction coefficient

3.3.1 Test setup

The all determining forces generated by expansion joint are the friction forces generated between the preloaded bearings and the support beam due to the high normal force. In order to build a model which represents this behaviour, it is essential to know the friction coefficient \( \mu \). To achieve this, a simple test which should represent a realistic contact and movement scenario is set up as shown in figure 7a.

![Figure 7: Test setup and simulation model for a realistic friction force determination](image)

With this setup it is intended to reproduce the angled force transmission that is occurring within the expansion joints. The bearings are preloaded with the standard preloading force and the sliding surfaces are identical to the real world contact faces. The force, which is necessary to move the system, is determined by the force measuring cell mounted between a hydraulic cylinder and the representative center beams. The hydraulic cylinder moves up and down with a frequency of 1 Hz.

It has to be considered that friction is not the only physical phenomenon occurring in this setup influencing the time-load curve. Besides friction, there is also a noticeable amount of deformation of the elastomeric rubber bearings due to the high shear forces. This will be approximated by the linear Kelvin-Voigt contact model which allows a limited amount of penetration and represents therefore a deformation of the rubber bearings.

3.3.2 Validation with multibody simulation model

To validate the results from the friction tests, a corresponding multibody simulation model is built as shown in figure 7b. Because the test setup is symmetrical, the simulation model consists of one center beam, two bearings and two fixed support beams only. To generate the preload forces, the contact points of the main sliding surface are defined with a slight penetration of their surfaces and with a contact stiffness of \( 4 \times 10^7 \) kN m\(^{-1} \). The bearings themselves are connected
to the center beam by kinematic hinges. The results of the test and the simulation results with the basic Coulomb friction model and the Coulomb friction model with the Stribeck effect are compared in figure 8.

![Figure 8: Force from the friction test and the simulations with different friction models](image)

A typical effect within the swivel joist mechanism is the rising force which is needed to open the expansion joint where the angle between the center and support beams become nearly 90°. This effect is called self-locking and first signs of this could be observed in figure 8 where the pull forces in positive direction are slightly higher than the push forces. This behaviour is represented more precisely by the friction model with the included Stribeck effect with a slightly rising kinematic friction coefficient as shown in figure 6b. This is plausible considering that the relative velocity between the bearing and the support beam increases the more the expansion joint opens and therefore the friction coefficient calculated by this model rises as well. The simulations showed that a static friction coefficient of about 7% and a kinematic friction coefficient of 5% producing realistic results, hence this values will be used in the following sections.

### 3.4 Numerical aspects

Before a simulation of the actual swivel joist expansion joint model could be done, several numerical aspects need to be considered. The high friction forces require very stiff contact elements to ensure realistic force transmission which leads to stiff initial value problems. Especially for large expansion joints with many bearings and therefore many contacts the simulation for simple opening/closing movements takes weeks with ordinary explicit solvers. Hairer and Wanner [5] suggested implicit methods for such problems. Therefore, the simplest implicit solver, the backward Euler method

\[
q_{k+1} = q_k + hf(t_{k+1}, q_{k+1})
\]  

with the time step size \( h \) and

\[
q = \begin{bmatrix} y \\ z \end{bmatrix}
\]  

(10)
can be used to solve the initial value problem

\[ \dot{q} = f(t, q) \]  

In order to gain the next step at \( k + 1 \), a nonlinear equation system needs to be solved. Hairer and Wanner [5] suggested to solve this with a simplified Newton iteration. The bottleneck of this method is the computation of the jacobian

\[ J = \left. \frac{\partial f_i}{\partial q_j} \right|_k \approx \frac{f(t, q + \epsilon q_j) - f(t, q)}{\epsilon} \]  

which is done with a forward difference scheme where \( i \) are the functions and \( j \) is the number of the degrees of freedom. It has been observed that there are very small changes to the entries of the jacobian from step to step so a recomputation every time step is not necessary which speeds up the simulation tremendously.

A big advantage of the implicit Euler is that it is very efficient because only two function calls are needed per time step. According to [5], this method is also \( L \)-stable which means that uninteresting high oscillations of the true solution may be damped by the solver. This often undesired effect called numerical damping allows a reasonable time step size for the expansion joint model without instabilities in the numerical solution.

### 4 PLANAR OPENING AND CLOSING VALIDATION

To compare the simulation model to a real world example, a simple opening and closing scenario is used. Therefore, a relatively small expansion joint of the type MAURER DS240 is mounted on a test bench and the edge beam is moved by a hydraulic cylinder. This cylinder is equipped with a force measuring cell to determine the force which is needed to move the system. To observe a planar movement, the force is acting in a \( 45^\circ \) angle, so the expansion joint executes a diagonal movement. The test bench setup is shown in figure 9.

<table>
<thead>
<tr>
<th>Hydraulic cylinder</th>
<th>Expansion Joint</th>
</tr>
</thead>
</table>

Figure 9: Test bench setup for opening and closing validation

The corresponding simulation model is shown in figure 3. The results from the test and simulations can be seen in figure 10.

Because the friction coefficients are similar, the maximum forces in both simulations are equal. The main difference between those friction models is the curvature of the force needed
to move the expansion joint, which is considered to be more realistic. Both models are showing a difference in the positive maxima to the measured force. This results from the fact that the test setup is not planar. Instead, the test bench is tilted forward so the hydraulic cylinder has to generate a higher push than pull force. Because of the little movement of only 10 cm, there is not generated any noticeable amount of self-locking.

5 CONCLUSION

This research showed how a multibody dynamic model of an expansion joint for bridges could be created. Different models for the friction forces are presented, tested and compared to real world tests. The simulation model could reproduce realistic forces and movement behaviour. One big challenge is to create an efficient model which can be used in earthquake simulations with a reasonable simulation time. Therefore, stiff force elements are modeled by kinematic constraint equations and the overall stiff differential equations are solved by a simple and efficient Euler backwards method. Further test will include different configurations of the expansion joint and realistic earthquake loads applied to the models.
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Abstract. In this work, a delayed frequency preconditioner (DFP) is developed and applied in structural problems for speeding-up the frequency response computation. The challenge of computing the frequency response lies in the computation of the linear system that involves the excitation forces and also the dynamic stiffness which is frequency-dependent. For each frequency, the dynamic stiffness must be updated and a new factorization must be performed, which introduces a high computational cost on the solutions of the linear systems. Alternatively, iterative solver such as GMRES can be applied to avoid the cost of factorization, however they require good preconditioners that are traditionally also frequency-dependent. In the new approach, the dynamic stiffness operator is updated with the frequency whereas the preconditioner is kept constant for a range of frequencies serving as a low-cost preconditioner for the iterative solver. This technique saves computation time because a new factorization is avoided for each frequency point. On the other hand, the effectiveness of the delayed preconditioner is destroyed when the frequency of the dynamic operator is too far away from each other. Therefore, we propose a heuristic approach to update the preconditioner when it is underperforming. The algorithm is tested on structural problems and the results show that this approach can drastically reduce the number of iterations for the computation of the frequency response.
1 INTRODUCTION

Frequency Response (FR) is commonly computed to find the steady-state response of structures under periodic load since they have significantly less computational cost compared to the time integration methods. FR computation is essential in several aspects of design, optimization and analysis [1–6] and in various fields ranging from large aircraft components [7] to micro-electro-mechanical systems [8].

Structural components and assembly models, due to geometrical intricacies and complexity, require very fine three-dimensional discretization. The model order becomes so large that the frequency response computational cost becomes very high. The response is generally desired at more than one frequency, hence, adding extra folds to the computational burden. In such cases, one way of computing the FR is by modal superposition method which helps reduce the problem size depending on the number of mode shapes retained [9]. Another way is to use reduced order models (ROM) that condense static or dynamic information to a smaller number of degrees-of-freedom (DoF) [1]. Even for the ROM, the modal superposition method is preferred over direct solution techniques [10] that require factorization of the dynamic stiffness matrix. Since these methods are approximate, their accuracy highly depends on the selected range of frequency – usually the low frequency range. Specific methods for FR computation avoiding excessive computation burden, that are based on interpolatory model order reduction methods, are reviewed in [11]. In particular, it discusses how several Krylov sequence vectors of dynamics stiffness are computed and used as a reduction basis to find the harmonic response over the frequency range of interest. This approach is called ”Moment Matching” or ”Padé approximation”.

It is well-known that direct solvers are not feasible for very large problems. Iterative solvers, for example, Conjugate Gradient or GMRES method [12], are then employed which use an initial guess of the solution and iterate until the error has been minimized [13]. Preconditioners are used for improving their performance. Preconditioners computed using LU factorization of the matrix are very effective but they are expensive [14]. Computing good preconditioners while reducing the cost of computation is an active area of research since the cost of computing preconditioners influences largely the overall cost of the iterative solver. In [15], a new preconditioner for solving the Helmholtz equation using iterative solver is discussed. Another preconditioner for the same equation is proposed in [16]. Moreover, efficient algorithms and implementation are necessary [17]. Preconditioning also can be done using parallel algorithms [18] when parallel computers are used. Numerous other studies propose new preconditioners for specific problems since there is no ideal preconditioner for every problem [19]. Nevertheless, some examples of popular preconditioners are Incomplete Cholesky, Incomplete LU, Symmetric SOR and Multigrid [20] which can be found in most of the computational libraries.

In this paper, a simple method for reusing preconditioners for the FR computation is proposed to reduce the computational cost. The concept of recycling preconditioners has been investigated for other problems. For instance, [21] proposes recycling preconditioners for topology optimization problems and analyses the advantages. Authors in [22, 23] investigate recycling preconditioners for the variational Monte Carlo problem. The simulation involves the solution of a series of Monte-Carlo steps. The preconditioner from one step is updated and mapped to another step. This updated preconditioner is then reused in the next step instead of computing a new preconditioner.

Since frequency response for a structural problem is generally computed for many frequen-
cies, the preconditioner at one frequency is proposed to be reused for some frequencies until its recycling becomes costly for the iterative solver. The so-called Delayed Frequency Preconditioner (DFP) is explained in detail and demonstrated on a beam problem. The method is very simple to implement and saves a lot of preconditioner computations.

The next section presents the system of equations of a typical mechanical system. Section 3 and 4 discuss the iterative solvers and the proposed delayed frequency preconditioner, respectively. In Section 5, results in terms of computation of the DFP are discussed in detail.

2 Equation of Motion of Structural Systems

A simplified structural problem can be represented by the differential equation of motion with mass $M$, stiffness $K$ and a viscous damping\(^1\) $C$ matrix:

$$M\ddot{u}(t) + C\dot{u}(t) + Ku(t) = f(t)$$

(1)

where $u(t)$ is a time varying displacement vector due to action of linear force $f(t)$. The single dot and double dot over $u(t)$ denote velocity and acceleration, respectively. Assuming a periodic force $f(t) = \tilde{f}e^{i\omega t}$, the equation can be transformed to frequency domain

$$(-\omega^2 M + i\omega C + K)\tilde{u}(\omega) = \tilde{f}(\omega)$$

(2)

The expression in parentheses is called dynamic stiffness of the system to be denoted here by

$$Z(\omega) \triangleq -\omega^2 M + i\omega C + K$$

(3)

and substituting back in Eq. (2) gives the familiar form of linear system of equations

$$Z(\omega)\tilde{u}(\omega) = \tilde{f}(\omega)$$

(4)

Note that Eq. (4) needs to be solved at every frequency $\omega = \omega_j$ in a desired bandwidth $[\omega_1, \omega_N]$ with $N$ spectral points. Keeping in mind that the problem needs to be solved for $N$ excitation frequencies in the frequency range of interest, the above quantities are denoted at $j$th step for the following discussion as:

$$\tilde{u}^{(j)} \triangleq \tilde{u}(\omega_j), \quad Z^{(j)} \triangleq Z(\omega_j), \quad \tilde{f}^{(j)} \triangleq \tilde{f}(\omega_j)$$

(5)

3 Iterative Solution of the Linear System with Preconditioners

The linear system of Eq. (4) needs to be solved at each frequency point within the bandwidth. This can be computed by direct solvers which require factorization of the matrix, for example, LU factorization. It would be eminent immediately that such an operation would be extremely expensive given the size of typical discretized mechanical systems (on the order of $10^6$ DoF) and that for all the spectral points. An alternate approach is to use the iterative solvers. Some of the solvers, based on Krylov Subspace, are Conjugate Gradient (CG), BiCG, MINRES, GMRES among many others. The iterative processes require good preconditioners for faster convergence. Some examples of preconditioners are Incomplete Cholesky, Incomplete LU, Successive over-relaxation (SOR), Symmetric SOR and Multigrid [20]. Eq. (4) can be written for the iterative formulation as:

$$Z^{(j)}(\tilde{u}^{(j)} + \Delta\tilde{u}) = \tilde{f}^{(j)} \quad \text{with} \quad \Delta\tilde{u} \triangleq \tilde{u}_{k+1}^{(j)} - \tilde{u}_k^{(j)}$$

(6)

\(^1\)The choice of damping model is arbitrary. A linear damping (Rayleigh or proportional) model is used in this work
where \( k = 0, 1, \ldots, N_k \) is the iteration index of the iterative solver. Rearranging the terms in Eq. (6)

\[
Z^{(j)} \Delta \tilde{u} = -Z^{(j)} \tilde{u}_k^{(j)} + \tilde{f}^{(j)} \tag{7}
\]

and preconditioning the above equation with \( P^{(j)} \) at \( \omega_j \):

\[
P^{(j)} \Delta \tilde{u} = -Z^{(j)} \tilde{u}_k^{(j)} + \tilde{f}^{(j)}
\]

\[
P^{(j)} (\tilde{u}_{k+1}^{(j)} - \tilde{u}_k^{(j)}) = -Z^{(j)} \tilde{u}_k^{(j)} + \tilde{f}^{(j)} \tag{8}
\]

and multiplying both sides of the last of Eq. (8) with \( [P^{(j)}]^{-1} \) gives the equation used in the iterative solvers.

\[
\tilde{u}_{k+1}^{(j)} = (I - [P^{(j)}]^{-1} Z^{(j)}) \tilde{u}_k^{(j)} + [P^{(j)}]^{-1} \tilde{f}^{(j)} \tag{9}
\]

Given an iterative solver, Eq. (9) requires that a preconditioner is computed at \( \omega_j \) for which the solver would take some iterations to converge. Then for all subsequent frequency steps \( \omega_{j+1}, \omega_{j+2}, \ldots, \omega_N \), new preconditioners \( [P^{(j+1)}]^{-1}, [P^{(j+2)}]^{-1}, \ldots, [P^{(N)}]^{-1} \) will have to be computed. Since this \( N \) times repeated preconditioner computation is a costly operation for frequency response calculation, we aim to reduce it by recycling the preconditioner. This will be presented in the next section.

4 Delayed Frequency Preconditioner (DFP)

Generally, the dynamic stiffness \( Z^{(j)} \) is a different matrix at every \( \omega_j \), and therefore, requires a new preconditioner \( P^{(j)} \). The difference lies in the eigenvalues \( \Lambda^{(j)} \) of \( Z^{(j)} \). This is expounded by writing the eigen-decomposition of \( Z \) at two discrete frequency steps.

\[
Z^{(j)} = \Phi \Lambda^{(j)} \Phi^T \\
Z^{(j+1)} = \Phi \Lambda^{(j+1)} \Phi^T \tag{10}
\]

where \( \Phi \) are eigenvectors of \( Z \) that remain unchanged at every \( \omega \). The eigenvalue matrix \( \Lambda^{(j)} \) and \( \Lambda^{(j+1)} \) have different diagonal elements which can be interpreted as the modal participation factors of the invariant modes \( \Phi \). In the limiting case when \( \delta \omega = \omega_{j+1} - \omega_j \) is small, the change in eigenvalues of \( Z^{(j)} \) and \( Z^{(j+1)} \) is small, i.e.

\[
\Lambda^{(j+1)} \approx \Lambda^{(j)} \quad \text{when} \quad \delta \omega \longrightarrow 0 \\
\implies Z^{(j+1)} \approx Z^{(j)} \tag{11}
\]

This property can be exploited to use \( P^{(j)} \) as \( P^{(j+1)} = P^{(j)} \) at \( \omega = \omega_{j+1} \). The preconditioner \( [P^{(j)}]^{-1} \) is thus recycled at \( \omega_{j+1}, \omega_{j+2}, \ldots \) in the GMRES or CG iterative solver until a set criterion. If \( [P^{(j)}]^{-1} \) is a good preconditioner for the dynamic matrix \( Z^{(j)} \), it should make the expression \( [P^{(j)}]^{-1} Z^{(j)} \) in Eq. (9) similar to an identity matrix. Using the same preconditioner in the successive linear system \( Z^{(j+1)} \) (perturbed by small \( \delta \omega \) Eq. (3)), \( [P^{(j)}]^{-1} \) is still good enough and so is the resulting Krylov basis (upon which the GMRES or CG solvers are based on). However, the effectiveness of the preconditioner \( [P^{(j)}]^{-1} \) decreases slightly. The solver may take more iterations to converge. By continuing recycling the preconditioner, the solver will take more and more iterations. In order to avoid excessively high iterations, a heuristic
approach can be implemented in the algorithm. For example, as soon as a fixed number of iterations \(N_k\) of the iterative solver has been reached, a new preconditioner will be computed and reused for the next linear systems’ solutions. However, it should be noted that successive increase in the number of iterations may still be cheaper than computing a new preconditioner at every step. This should be considered when choosing the fixed number of iterations \(N_k\).

Assuming that a preconditioner was computed at frequency \(\omega_j\) to solve Eq. (9). The same preconditioner was used for some \(\tau\) number of frequencies. Thus, Eq. (9) can be expressed for the proposed delayed preconditioner in the following form:

\[
\tilde{u}_{k+1}^{(j+\tau)} = (I - [P^{(j)}]^{-1} Z^{(j+\tau)}) \tilde{u}_k^{(j+\tau)} + [P^{(j)}]^{-1} \tilde{f}^{(j+\tau)}
\] (12)

Comparing this equation with Eq. (9), note the change in superscripts of \(\tilde{u}\), \(\tilde{f}\) and \(Z\) while it remains unchanged for the recycled preconditioner \(P^{(j)}\). With the recycled preconditioner, it may not be known a priori the total number of preconditioner computations \(N_\tau\) in the entire frequency band. However, the recycling is beneficial if \(N_\tau < N\) and it scales such that \(N_\tau \ll N\) when \(N\) is large in the same bandwidth (higher frequency resolution).

Since the preconditioner computation is delayed by \(\tau\) in frequency, it is termed as *Delayed Frequency Preconditioner* or DFP. This reduces the computational burden significantly over the whole spectrum. An indicative algorithm of this method is also presented below:

**Algorithm 1 Delayed Frequency Preconditioner**

1: \(\omega = \omega_1, \omega_2...\omega_N\) \hspace{1cm} \(\triangleright \) frequency points
2: update = True \hspace{1cm} \(\triangleright \) initialize with preconditioner at \(\omega_1\)
3: for \(j = 1, 2, 3\) to \(N\) do
4: \(Z^{(j)} = -\omega_j^2 M + i \omega_j C + K\) \hspace{1cm} \(\triangleright \) dynamic stiffness matrix
5: if (update = True) then
6: \(P = \text{compute.preconditioner}(Z^{(j)})\) \hspace{1cm} \(\triangleright \) e.g. iLU preconditioner
7: end if
8: \(\tilde{u}, k = \text{iterative.solver}(Z^{(j)}, \tilde{f}^{(j)}, P)\) \hspace{1cm} \(\triangleright \) Output: solution and number of iterations \(k\)
9: if \((k \geq N_k)\) then
10: update = True
11: else
12: update = False
13: end if
14: end for

It should be evident that the DFP is only a recycled preconditioner which can be obtained by any common methods. In this paper, the choice of the preconditioner is restricted to Incomplete and Complete LU. If the system matrix is symmetric and positive definite, the LU can be replaced by Cholesky factorization.

5 Application of the Method

The proposed DFP is tested on a simple beam with a small number of DoF in order to test various parameters. A simple cantilevered steel beam of Fig. 1 is subject to a dynamic load at its free end. It has been discretized into 200 elements. The choice of number of elements arises from the fact that, generally, the reduced order models have a similar model order in many design and optimization studies to conduct parametric studies.
A displacement response function of the beam is shown in Fig. 2. The corresponding displacement DoF is shown in Fig. 1 with the blue marker. The frequency band is 0-800 Hz with 150 data points.

The accuracy of an iterative solver is determined by the tolerance limit. In the following analyses, the same tolerance limit is used for frequency response (FR) when a new preconditioner is computed at every frequency and when a delayed preconditioner is used. Therefore, the accuracy of the results from the solver remains the same for both the methods. Due to this reason, the comparison amongst different solvers with preconditioners and the proposed DFP is not deemed necessary. Instead, the results will be discussed only from the perspective of computational performance. The iterative solver chosen for the study is GMRES (in the *scipy* sparse linear algebra library of Python) with two preconditioners i.e. complete and incomplete LU. The two will be used as the DFP.

In Fig. 3, the number of iterations by the GMRES solver is plotted with an incomplete LU preconditioner. It can be seen that it takes mostly 4 or 5 or more iterations for the solver to converge at different frequencies. Since no DFP has been used, a new preconditioner was computed at each step. The small jumps in the number of iterations correspond to the resonance frequencies where the dynamic stiffness is ill-conditioned due to the dominance of the modes.

The DFP algorithm is implemented with the two preconditioners (complete LU and incomplete LU denoted simply by LU and iLU, respectively) in Fig. 4 which has the same axes as Fig. 3. Comparing the two figures, with only iLU preconditioner, the number of iterations is the same at the first frequency. The iterations start to increase gradually (Fig. 4) as the precon-
Figure 3: Number of GMRES iterations to convergence when using incomplete LU preconditioners. A new preconditioner is computed at each frequency.

A new preconditioner at the first frequency is being reused until 135 Hz. This is where a new factorization was performed for a new preconditioner indicated by the encircled markers. The criterion for this was set to be 10 iterations $N_k = 10$. As soon as the limit is crossed, a new factorization is performed. The algorithm then continues with the new preconditioner for the next frequencies. Throughout the frequency band, only 17 factorizations were performed with iLU. Again near the resonances, the number of iterations becomes higher and the preconditioner is no longer valid for further frequency points. The complete LU preconditioner is also included in this figure. An LU factorization will be very expensive for a large system, however, in this case, only a few such factorizations are required. This can be afforded and analyzed for the given problem. At the outset of a new factorization, the solver converges in only one iteration since the solution process is direct. But it requires a few iterations as the preconditioner is recycled at the next frequencies. The number of LU factorizations are only 11 compared to 17 for iLU. It should be noted that the computational cost of iLU factorization is cheaper depending on the number of matrix entries that are dropped.

Figure 4: Number of GMRES iterations to convergence when using delayed frequency preconditioners (DFP) algorithm. The delayed preconditioners are incomplete $P_{D,iLU}^D$ and complete $P_{D,LU}^D$.

The new factorizations with the DFP are correlated with the condition number of the expression $\left[P\right]^{-1}Z^{(j)}$ which is plotted in Fig. 5 for different $P$. If $P = I$ is an identity matrix, the
condition number corresponds exactly to that of the dynamic stiffness \(Z\) which becomes high near the resonances. In its vicinity, the eigenvalues of \(Z^{(j)}\) change rapidly with \(\omega_j\). By using the conventional preconditioning technique discussed with iLU preconditioner, the condition number decreases but the behaviour remains the same. It requires more iterations for the solver to converge in the regions where the condition number is high, as was shown in Fig. 3. With the DFP algorithm, the condition number (Fig. 5) behaviour is quite different. It gradually increases and requires more iterations successively (Fig. 3). The change in eigenvalues\(^2\) of \(Z^{(j)}\) renders the reused preconditioner inappropriate. Therefore, a new factorization is performed shown with an encircled marker in Fig. 5.

The method is tested for the same problem with a Bi-Conjugate Gradient Stabilized (BiCGSTAB) iterative solver and the same two preconditioners for the DFP method. The number of iterations is shown in Fig. 6. The behaviour is similar to the GMRES solver, however, it

\(^2\)The change in eigenvalues is inferred from the fact that the condition number is the ratio of the largest and smallest singular values of a matrix.
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<table>
<thead>
<tr>
<th></th>
<th>$P_{iLU}$</th>
<th>$P_{iLU}^D$</th>
<th>$P_{iLU}^O$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of frequencies</td>
<td>150</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>GMRES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Iterations</td>
<td>732</td>
<td>1219</td>
<td>1140</td>
</tr>
<tr>
<td>Number of preconditioners</td>
<td>150</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>BiCGSTAB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Iterations</td>
<td>423</td>
<td>1024</td>
<td>1005</td>
</tr>
<tr>
<td>Number of preconditioners</td>
<td>150</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: Performance Comparison of GMRES and BiCGSTAB with and without Delayed Frequency Preconditioner

<table>
<thead>
<tr>
<th>Iteration limit $N_k$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{P}_{iLU}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Iterations</td>
<td>2424</td>
<td>2424</td>
<td>2424</td>
<td>2424</td>
<td>2424</td>
<td>2424</td>
<td>2424</td>
<td>2424</td>
<td>2424</td>
</tr>
<tr>
<td>$\mathbf{P}_{iLU}^D$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Iterations</td>
<td>2424</td>
<td>2419</td>
<td>2430</td>
<td>2580</td>
<td>2749</td>
<td>2981</td>
<td>3249</td>
<td>3375</td>
<td>3661</td>
</tr>
<tr>
<td>Number of preconditioners</td>
<td>150</td>
<td>147</td>
<td>80</td>
<td>15</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Percentage reduction in computation time</td>
<td>-0.4</td>
<td>1.5</td>
<td>22.5</td>
<td>41.1</td>
<td>41.8</td>
<td>39.2</td>
<td>37.8</td>
<td>33.7</td>
<td>28.5</td>
</tr>
</tbody>
</table>

Table 2: Effect of different iteration limits $N_k$ on the performance of the DFP method. The test was done on the beam problem of Fig. 1 with 8122 DoF.

requires a lower number of refactorizations. This is possibly because of the inherent difference of the objective function minimization in the solvers. The comparison of the DFP performance is tabulated in Table 1 for the two solvers. The significant observation is a great reduction in the number of preconditioners from 150 without DFP to 17 and 8 with DFP for GMRES and BiCGSTAB solvers, respectively. It should be noted that BiCGSTAB has also a lesser number of iterations to convergence along with lower refactorizations.

In the following, the computational performance of the method is analyzed. The ratio of the computational cost of computing the LU and iLU preconditioners to the cost of one iteration of the solver increases with an increase in the size of matrices. Since the beam problem considered so far has a small number of DoFs, this ratio is small. Hence, the time saved is not significant. In order to show an appreciable reduction in computation time, a similar problem with 8122 DoFs was used. The time for computing FRF with BiCGSTAB solver using iLU preconditioner with and without the delayed preconditioner was measured for various iteration limits $N_k$ in Table 2 along with the other parameters. When the iteration limit is small, for example, $N_k = 5$, a new preconditioner is computed at all the frequencies. So, the performance of the DFP method is the same as without the DFP. As the iteration limit was increased, the number of preconditioner computations were reduced and there was an improvement in the performance of the method. It can be seen that for $N_k = 25$, the preconditioner was computed only 4 times and there was a 41.8% reduction in the computation time when the DFP algorithm is used. As the iteration limit was further increased, the performance no longer increases. This is due to the fact that the iterative solver then took more total iterations and time to converge, thereby overpowering the time saved by reducing the number of preconditioner computations. As it be seen at $N_k = 60$ that only one preconditioner needed to be computed but it is not quite effective anymore. From the above observations, it can be concluded that the computational time shows an optimum-like behaviour as the iteration limit is changed.

So far, various results were shown for 150 frequency data points in the entire band of frequency. At this point, the scalability for variation in the data points or resolution is discussed.
Table 3 lists the number of preconditioner computations as the number of frequency data points is increased. It is clearly seen that a remarkably smaller number of refactorizations are needed in comparison to the number of data points. In the absence of the DFP, many refactorizations would be needed which is quite expensive. In the limiting case, when the frequency resolution is very coarse, the DFP algorithm will behave as without a delayed preconditioner.

<table>
<thead>
<tr>
<th>Number of frequencies</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>250</th>
<th>400</th>
<th>1000</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of P Computations</td>
<td>4</td>
<td>8</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>13</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 3: Scalability of the DFP: Effect of increasing the number of frequencies in the given range (making $\delta \omega$ smaller) on number of refactorizations for the preconditioners is listed. A complete LU factorization was used and recycled for the data.

6 Conclusions and Future Work

A method for reusing information about preconditioners during frequency response computation was proposed. This method is tested on a beam problem. Two iterative solvers, GMRES and BiCG, were used for this study. The performance of the method was studied for two preconditioners, LU and iLU. The method helps to reduce the number of preconditioner computations significantly, thereby reducing the overall computation cost. The computational performance of the method depends on the iteration limit $N_k$ and shows that an optimum value of $N_k$ may be needed for maximum computational savings. If this limit is low, in the worst-case scenario, factorization has to be done at every other frequency. If the limit is too high, very few preconditioners are computed but it would take more iterations to converge and hence would require more time. Further, it was shown that the method is more effective when the gap between the frequency points becomes smaller.

The method can also be extended to other problems and improvements can be suggested as follows:

- Only linear problems have been considered in this paper. Nonlinearity might arise through material properties or friction contact. This method could be extended to such non-linear problems.

- In this study, only single domain geometries are considered. For very large problems, domain-decomposition method needs to be used. For such cases, the same method can be extended to reuse information from each subdomain.

- The performance of the method can be tested for other linear solvers and preconditioners.
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Abstract Contact-impact events frequently occur between solid contact interfaces in complex dynamic mechanical systems and engineering applications. Impact force models are used to determine the responses of contacting solids. The selection of the impact force model strongly affects the predictions of the dynamic behavior of the contacting bodies, mainly in sequential repeated impacts. In this work, the strong nonlinear dynamic behavior of a cantilever steel beam, repeatedly impacting a steel rigid stop is investigated applying experimental and numerical methodologies. The applicability of a nonlinear constitutive force model selection and model-updating framework at engineering problems where contact-impact phenomena happen in a sequential periodic manner is presented. First, a discrete Finite Element (FE) model of the examined beam was developed. Applying Covariance Matrix Adaptation – Evolution Strategy (CMA-ES) model updating methodology, coupled with robust, accurate and efficient Finite Element Analysis (FEA) software, the linear behavior of the cantilever beam was validated under enforced motion conditions followed by equivalent experimental trials, in order to tune the material and geometrical properties and boundary conditions parameters and develop a high-fidelity linear FE model. Next, the general viscoelastic impact force law based on the Hertz contact theory, augmented with a damping term is integrated in the updated linear FE model. Upon further experimental trials of the impacting cantilever beam under base excitation, a model selection process using Bayesian inference is carried out between nine different expressions of the viscous term at constant nonlinear power exponent, updating the inferred parameters of the most probable force model. A new model selection and updating process including the nonlinear power exponent in the inferred parameters is finally presented in order to tune and study in detail the effect of the contact stiffness, coefficient of restitution, nonlinear power exponent and clearance gap between the contacting bodies in a specific sinusoidal excitation frequency of the impacting cantilever beam, validating the experimental results.
1 INTRODUCTION

Contact-impact events occur between two colliding bodies that belong to a multibody system or move unconstrained, at an instant of time. During an impact, elastic or plastic deformations locally developed around the contact area, effects related to vibration propagation and abrupt velocity changes and energy dissipation phenomena are detected. These phenomena are augmented and become crucial in engineering applications when involved bodies move intermittently or have clearance joints between them and especially when sequential repeated impacts take place [2-5].

The basic difficulty in order to accurately model and analyze a multibody system with impact-contact phenomena, is the selection of the most appropriate constitutive force model that adequately represents the impact events regarding aspects that include the materials of the contacting bodies and their damping characteristics, their geometry and clearance distance, along with the overall kinematics of the phenomenon involving contact point, impact direction and boundary conditions [7-9]. As the impact model depends on many parameters, coefficient of restitution (COR), $c_r$, has been introduced as a parameter to determine the energy dissipation during the complete impact event. In all models, the choice of the coefficient of restitution reflects the type of collision. The value of COR is in the range of $0 \leq c_r \leq 1$, where for a fully elastic contact, the restitution coefficient is equal to the unit, whereas for a fully plastic contact, the restitution coefficient is null. COR is highly depended on the impact speed and direction, material properties and geometry of colliding bodies and duration of contact [10, 11].

In this work, the parameters that contribute to the evaluation of the contact force, including the contact stiffness, contact viscous damping, CORs and clearance, during the strong nonlinear dynamic behavior of a cantilever steel beam, repeatedly impacting a steel rigid stop is investigated applying experimental and numerical methodologies. At first, a high-fidelity finite element (FE) model of the cantilever beam was developed and validated under enforced motion conditions (base excitation) followed by equivalent experimental trials, tuning its material properties and boundary condition parameters. Single objective optimization formulation, without the need of sub-structuring methods, is used for estimating the parameters of the finite element model. The updated FE model is then reduced in order to accommodate a viscoelastic impact force model based on the Hertz contact theory, augmented with a damping term to account for the dissipation of energy during the impact events, as a function of the coefficient of restitution (COR) between the impacting bodies [12]. The parameters of the applied constitutive impact force model are tuned in order to match the numerical predictions and recorded experimental data. Both unreduced linear FE model and reduced numerical model updating procedures, are achieved implementing response residuals that include time-histories of accelerations [13-18]. A state-of-the-art optimization algorithm, namely, covariance matrix adaptation evolution strategy (CMA-ES) [19-22], is applied in parallel computing, to solve the single-objective optimization problem [23, 24]. The applicability and effectiveness of the methods applied, is explored and issues related to estimating unidentifiable solutions [25-28] arising in FE model updating formulations are also addressed.

The presentation in this work is organized as follows. The theoretical formulation of finite element model updating is briefly presented in section 2. Section 3 presents the viscoelastic dissipative contact force models. Section 4 presents the experimental application. Section 5 presents the updating of the linear FE model. Section 6 presents the experimental set up of the nonlinear model whereas section 7 presents the nonlinear FE model update and results. Conclusions are summarized in section 8.
2 MODEL UPDATING TO MOST PROBABLE PARAMETERS USING CMA-ES

The most probable values (MPVs) of the parameter set \( \theta \) of the non-linear model are those that maximize the posterior density function (PDF). Numerical acceleration time histories, included in the actual measure of fit, are computed. Thus, Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [1-3], is applied to maximize the natural logarithm of the probability density function, \( \ln[p(\theta, \sigma | D, M_j)] \). CMA-ES is applied using an already proposed framework in previous works [4-6], to minimize the minus natural logarithm of the probability density function \( \ln[p(\theta, \sigma | D, M_j)] \), updating model parameters to the most probable values (MPVs). The algorithm is applied in a parallel computing scheme to compensate for the computation time. Details on the formulation sequence of CMA-ES and the proposed framework can be found in [4].

The objective-function to be minimized that is passed to CMA-ES, is:

\[
g(\theta, \sigma) = -\ln[p(\theta, \sigma | D, M_j)] = \frac{N_j N_m}{2} \ln(2\pi) + \frac{N_j N_m}{2} \ln(\sigma^2) + \frac{1}{2\sigma^2} \sum_{j=1}^{N_j} \sum_{k=1}^{N_m} (\hat{y}_j(k) - y_j(k; \theta))^2 - \ln \pi(\theta, \sigma | M_j) \tag{1}
\]

The process terminated when the difference of the best values of two consecutive sets of iterations was less than \( \Delta g(\theta, \sigma) = 10^{-3} \). A version of the CMA-ES algorithm (programmed in C), and the numerical analysis were coupled through a developed C language script, allowing the framework to be compiled and run independently in parallelization. The computer that was used, hosts two (2) Intel® Xeon® Gold Processors 6130 (22M Cache, 3.70 GHz) with 16-cores and 32-threads, resulting in a total number of sixty-four (64) logical (virtual) cores and 128GB of RAM, on Linux Ubuntu 18.04 Operating System.

3 VISCOELASTIC DISSIPATIVE CONTACT FORCE MODELS

Pure elastic contact force constitutive models have the disadvantage of neglecting forces acted upon contacting bodies during compression and restitution phases. Thus, internal damping has been introduced to augment the pure elastic laws and account for energy dissipation during an impact-contact event. A general formulation of the contact force law can be expressed combining elastic and viscous components as [7, 8]:

\[
f = K\delta^n + \chi\delta^\alpha\dot{\delta} \tag{2}
\]

where \( K \) is the generalized contact stiffness depended on the material properties of the colliding bodies and geometry of the local contacting region, \( \delta \) is the relative indentation between the contacting bodies, \( n \) is the nonlinear power exponents, \( \chi \) represents the hysteresis damping factor and \( \dot{\delta} \) is the indentation velocity. Table 1 presents the most popular expressions of the damping factor \( \chi \) adopted in the consequent model selection process, where \( \delta_{(\text{rest})} \) represents the initial value of the velocity exactly at the moment of contact-impact occurrence. In all above laws the nonlinear power exponents proposed by all researchers is \( n = 3/2 \) and has been included as such in the implementation of the above expressions during the model selection process.

<table>
<thead>
<tr>
<th>Model</th>
<th>Reference of force model</th>
<th>Contact-impact Constitutive force law</th>
<th>Damping factor ( \chi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hertz [9]</td>
<td>( f = K\delta^n )</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Authors</td>
<td>Equation</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Gharib and Hurmuzlu [10]</td>
<td>[ X = \frac{1}{\eta^2} \left( \frac{K}{\delta} \right) ]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Herbert and McWhannel [11]</td>
<td>[ X = \frac{\delta(1-\eta^2)}{(2\eta^2-1)^2+3} \left( \frac{K}{\delta^2} \right) ]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Flores et al. [12]</td>
<td>[ X = \frac{3\delta^2}{4} \left( \frac{K}{\delta^2} \right) ]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Lee and Wang [13]</td>
<td>[ f = K\delta^2 + \chi\delta^4 ]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Hunt and Crossley [14]</td>
<td>[ X = \frac{3\delta^2}{2} \left( \frac{K}{\delta^2} \right) ]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Lankarani and Nikravesh [15]</td>
<td>[ X = \frac{3\delta^2}{4} \left( \frac{K}{\delta^2} \right) ]</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Zhiying and Qishao [16]</td>
<td>[ X = \frac{3\delta^2}{4} \left( \frac{K}{\delta^2} \right) ]</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Gonthier et al. [17]</td>
<td>[ X = \frac{1-\eta^2}{\eta^2} \left( \frac{K}{\delta^2} \right) ]</td>
<td></td>
</tr>
</tbody>
</table>

### 4 EXPERIMENTAL ARRANGEMENT

The experimental set up of the contact-impact cantilever beam is illustrated in Fig. 1. A steel beam of total length 745mm was tightened on one end, between two compact aluminum blocks for a length of 145mm in order to create a fixed support. The bottom aluminum block was mounted on an electromagnetic shaker and a linear variable differential transformer (LVDT) sensor was placed on top of the upper block in order to measure base excitation time histories of displacements, along with accelerometer B recording base excitation time histories of acceleration. Furthermore, three (3) tri-axial accelerometers A1, A2 and A3, were placed at the 2/3s of the length of the beam, at the point where contact-impact occurs and at the free end respectively, all in the middle of the width of the beam. Lastly, a load cell was placed below accelerometer A2 at a clearance distance, leaving a gap between the beam and the rigid stop. Load cell was recording imposed impact force during experimental trials.

![Fig. 1 Experimental arrangement of cantilever beam.](image)
The experimental cantilever beam is a steel beam with Young’s modulus $E = 210 \, \text{GPa}$, Poisson’s ratio $\nu = 0.3$ and density $\rho = 7850 \, \text{kg/m}^3$. Similarly the nominal material properties of the aluminum accelerometers were $E = 69 \, \text{GPa}$ for the Young’s modulus and $\rho = 2750 \, \text{kg/m}^3$. The cantilever steel beam is a simple structural arrangement, which is mounted from one end being free to oscillate under ground motion in the vertical direction. The length of the cantilever is $600\,\text{mm}$, its width is $40\,\text{mm}$ and its thickness is $5\,\text{mm}$.

At first in order to examine the linear response of the cantilever structure, the material and geometrical properties, the boundary condition parameters of the elastic properties of the support, along with the contribution of the accelerometers themselves in the overall response, an experimental arrangement without the rigid stop was introduced. A series of experimental trials were performed under three sinusoidal base motions at 4Hz, 6Hz and 8Hz excitation frequencies and various ranges, recording excitation accelerations at point B and response accelerations at locations A1, A2 and A3.

5 UPDATING OF LINEAR FE MODEL

5.1 Development of linear FE model

Strictly based on the experimental structure, the equivalent finite element model was developed as presented in Fig. 2 with a schematic diagram of the experimental setup. The accelerometers were also included in the geometry of the structure as it was noticed that their contribution to the overall response of the structure is not negligible. The geometry of the cantilever beam along with the accelerometers themselves is discretized by shell and solid elements respectively, using appropriate pre-processing commercial software [18]. The introduced 2D plane with dimensions $600 \times 40\,\text{mm}$ is modeled with 960 CQUAD shell elements with $5\,\text{mm}$ discretization length and $5\,\text{mm}$ nominal thickness.

Because the fixed support (tightening of the beam between two aluminum blocks) is not in fact a rigid connection but has some flexibility, spring and damping elements are used to correctly model this fixed support at all translational and rotational degrees of freedom. In particular, the nodes of the FE model at the end support of the beam are depended and connected through rigid elements (RBE) at one independent node, which corresponds to accelerometer in location B, where the base excitation is applied. At this end of the cantilever beam the support was modeled as elastic with 6-DOF spring and 6-DOF damper elements, whereas the rest of the nodes of the FE model move freely. The total number of DOFs was approximately...
3,800. Also, the accelerometers with dimensions 10x10x10mm were modeled with 24 CHEXA solid elements with 5mm discretization length. The middle node of the bottom surface of accelerometer A1 is located at 240mm from the free end, the equivalent node of accelerometer A2 is located at 90mm from the free end and the equivalent node of accelerometer A3 is located at 5mm from the free end.

5.2 Linear FE model parameterization and updating results

The parameterization of the finite element model of the linear cantilever beam is introduced in order to facilitate the applicability of the updating framework. The parameterized model is consisted of 4 parts, as shown in Fig. 3.

Part P1 corresponds to the steel beam and is modeled with shell elements whereas part P2 corresponds to the 3 accelerometers, which are modeled with solid elements. Parts P3 and P4 correspond to 1D elements representing the elasticity of the support using 6 spring and 6 damping elements in all 6 DOFs respectively. The Young’s modulus and the material density are used as design variables for the material properties of the beam and accelerometers. The thickness of the shell elements of the beam P1 is also included in the design variables. 6 $K_i$ and 6 $C_i$ where $i=1,...,6$ stiffness and damping parameters are included as design variables for parts P3 and P4. Moreover, damping ratios, using Rayleigh damping in a small and in a large frequency of the linear model were also included in the design values. The total number of design variables resulted in 19 variables.

The CMA-ES algorithm is applied to update the developed linear FE model directly comparing raw measured and numerically predicted acceleration responses at all measured locations and directions. Table 2 presents the design variables, their upper and lower boundaries (LB and UB), as well as the updated results for each parameter.

**Table 2:** Design variables, CMA-ES design bounds and updated results of material, geometrical and boundary condition parameters.

<table>
<thead>
<tr>
<th>Part</th>
<th>Density $\rho$ $[kg/m^3]$</th>
<th>Young’s Modulus $E$ $[GPa]$</th>
<th>Thickness $t$ $[mm]$</th>
<th>Spring stiffness $K$ $10^5 kN/m$</th>
<th>Damper $C$ $10^2 kNs/m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>7065</td>
<td>8635</td>
<td>8487.47</td>
<td>189</td>
<td>231</td>
</tr>
<tr>
<td>P2</td>
<td>2475</td>
<td>3025</td>
<td>2832.50</td>
<td>62.1</td>
<td>75.9</td>
</tr>
</tbody>
</table>

**Fig. 3 Linear Finite Element Model Parameterization.**
The time-histories of accelerations predicted by the optimal linear FE model (green continuous line) of the cantilever beam are compared, in Fig. 4, to the time-histories of accelerations coming directly from the measured data (red continuous line) at A1 and A3 indicative measurement locations at Z local component for three excitation frequencies 4Hz, 6Hz and 8Hz. Although tuning of the FE model was conducted at 6Hz excitation frequency, there is a good correlation of the experimentally obtained and numerically predicted accelerations time histories both at 4Hz and 8Hz excitation frequencies, resulting in a high fidelity linear FE model of the examined structure that could confidently be used in the subsequent nonlinear analysis incorporating the impact force model.

Fig. 4 Time histories of accelerations at A1 and A3 locations from 4Hz, 6Hz and 8Hz excitation frequency.
6 EXPERIMENTAL SET UP OF NONLINEAR MODEL

In this section the nonlinear behavior of the cantilever beam under repeated sequential impacts is closely examined. A schematic illustration of the experimental set up including impact-contact events is presented in Fig. 5, which depicts the location and component direction of acceleration measurements along with the location of the load cell that records imposed forces during impacts for comparison purposes.

Excitation and response measurements from ground motion in all direction at 6Hz excitation frequency were recorded in order to measure experimental base excitation at B location and integrate it in the nonlinear FE model at the respective node. The acceleration time histories at locations A1, A2 and A3 at all directions were also recorded in order to be included in the subsequent model selection and model updating processes. Accelerometer A2 is placed on top of the cantilever beam, above the rigid stop where the load cell is located. Thus, measurements recorded from A2 were the most informative since this is the point of contact from which elastic stress waves begin to propagate.

During experimental measurements it was noticed that the dynamic behavior of the beam is fully depended on the dissipation of induced impact energy in the form of transverse and longitudinal elastic stress waves between two consecutive impacts. The impact force and consequently the impact energy are associated to the frequency and range of base excitation. Thus, according to excitation parameters, the elastic stress waves are propagated in the deformable solid medium and do not fade out from one impact event to another, resulting in different impact parameters between impact-contact occurrences.

![Schematic illustration of the experimental set up including impact-contact events.](image)

Fig. 5 Schematic illustration of the experimental set up including impact-contact events.

7 NONLINEAR FE MODEL UPDATE

The material and geometrical properties as well as the boundary condition parameters updated using the linear model of the cantilever beam in the previous section, do not depend on the integration of the constitutive force law. Thus, the updated values of modulus of elasticity, density, thickness and spring and damper of the support as presented in Table 2 were retained constant in the analysis of the nonlinear FE model. The impact parameters are tuned i.e. the generalized contact stiffness $K$, the coefficient of restitution $c_r$ that affect the imposed force
during each contact-impact event as well as the clearance gap $g$. The nonlinear power exponent was also retained constant at $n_f = 3/2$ as all examined force models proposed.

The prediction error parameters representing modeling and measurements errors at A1, A2, A3 and B sensor locations, were combined in one error parameter $\sigma$ at a range of variation...
\( \sigma \in [10^{-4},1] \). In order to acquire deep insight of the dynamics of the problem, as well as moderate the computational effort, it was chosen to study the \( N_c, \{ c = 1, \ldots, 12 \} \) first impacts, included in the first 2.5 sec of the response. This time duration includes impacts both in transient \( 0 \leq t \leq 1.5 \text{ sec} \) and steady state response \( 1.5 < t \leq 2.5 \text{ sec} \).

Parameters \( K_c \) and \( c_r \), the clearance gap \( u_g \) and error parameter \( \sigma \) are the updated parameters at a wide enough range based in engineering knowledge and previous experience \((\theta \in [100,9900] \times [0.1,0.9] \times [1.35,1.45] \times [10^{-4},1])\). Additionally, as structural damping plays a key role in nonlinear response, Rayleigh damping corresponding to a small and at a large frequency were also included in the inferred parameters with wide range \((\zeta_1,\zeta_2)=[0.1\%,9.9\%]\), in order to fulfill an adequate correlation between the experimental and numerical acceleration time histories.

A comparison of the time histories of acceleration predicted by the optimal nonlinear FE model integrating force Model 4 (Flores et al. [12]) depicted with black dashed-dotted line and the experimental measurements depicted with red continuous line, are presented in Fig. 6, at measurement locations A1, A2 and A3 in Z direction and at 6Hz excitation frequency.

Similarly a comparison between the measured imposed impact force at each contact-impact event (red continuous line) and the numerically predicted nonlinear force (black dashed-dotted line) produced by Model 4 (Flores et al. [12]) is presented in Fig. 7. Both Fig. 6 and Fig. 7 include a zoomed boxed area of the last three impact events from approximately \( 1.8 \leq t \leq 2.3 \text{ sec} \) well after the steady state response has been met. It is worth mentioning that all impact parameters of the \( N_c = 12 \) impact-contact events have been taken into consideration in the nonlinear FE model update scheme, including all transient response and the beginning of the steady state response, increasing difficulty and complexity of the examined engineering problem.

![Impact Force Time Response - Model 4 - \( n_f = 3/2 \)](image)

**Fig. 7** Experimentally measured and numerically predicted impact force for Model 4 with \( n_f = 3/2 \).

It is clear that impact force model approaches with great accuracy the peaks of the measured impact force, as clearly presented in the zoomed areas. Thus it could be regarded as a high fidelity impact force model that could be used in further engineering investigation on this specific experimental arrangement and excitation loading.
8 CONCLUSIONS

In conclusion, a nonlinear constitutive force model-updating framework applied at a simple engineering problem (cantilever beam) where contact-impact events occur in a sequential periodic manner is extensively presented. At first, a high-fidelity finite element (FE) model of the experimentally examined cantilever beam was developed and validated in linear response conditions, under enforced motion, followed by equivalent experimental trials, tuning its material and geometrical properties and boundary condition parameters using deterministic single objective function, without the need of sub-structuring. The updated linear FE model is used for the nonlinear response, accommodating a viscoelastic impact force law based on the Hertz contact theory, augmented with a damping term. The impact parameters are updated to the most probable values using CMA-ES and probabilistic objective function. Finally, the updated final model validated with high accuracy the experimental results.
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Abstract. Parameter studies to design the dynamics of structures that undergo large deformations, such as wind turbine blades or MEMS, can be a tedious task. These studies are usually done with finite element models. The equations of motion provided by the finite element method are nonlinear and high-dimensional. This typically leads to high computation times, especially if the equations must be solved for each parameter variation of the design study.

Model reduction can reduce the computation time by approximating the high dimensional parametric models. This is done in two steps: First, a Galerkin projection is done that approximates the solution by a linear combination of basis vectors. Second, the evaluation of the nonlinear force term is accelerated by a hyper-reduction. Both steps are challenging if large parameter variations are present because suitable basis vectors as well as the coefficients for the hyper-reduction are dependent on these parameters. An update of the coefficients for the hyper-reduction is very time consuming and can make the benefit of the model reduction useless.

The hyper-reduction method that is used in this contribution is the Energy Conserving Sampling and Weighting method (ECSW). This method requires training sets for computing coefficients for the hyper-reduction. This contribution shows how cost-intensive updates of the reduced order model can be avoided by computing coefficients for the ECSW that are valid for the whole parameter space of interest. We propose to generate training sets for some design parameter samples and compute coefficients that can be used for the whole parameter space. These training sets are computed without the need for expensive time integration of the full order model. Instead, Nonlinear Stochastic Krylov Training Sets (NSKTS) are used that only require static solutions to some applied training forces.

A simple case study of a shape parameterized cantilever beam illustrates the performance of the method. It is shown that computation time can be reduced for large numbers of design changes, but shows worse accuracy compared to local methods.
1 DESIGN STUDIES FOR GEOMETRIC NON-LINEAR STRUCTURES WITH MODEL REDUCTION

Figure 1: Workflow for faster design studies with model reduction [5]. It consists of two phases: A model is parameterized and reduced in the offline phase. Results and design changes are computed with the reduced order model in the online phase.

Design studies that analyze the dynamics of structures that undergo large deformations can be a tedious task due to high computation times. The reason for this is the nonlinear structure of the equations of motion resulting from the finite element discretization. Computation time can be reduced by applying model reduction. Model reduction reduces the full model to a smaller problem that can be solved in less time. This can be exploited to speed up design studies. A possible workflow is depicted in Figure 1. First, the finite element model is preprocessed and parameterized. Then, model reduction is carried out which results in a reduced order model. This step is called the offline phase. Afterwards, the design study can be performed on the reduced model in the online phase. The online phase consists in the iterative computation of results with the reduced order model and design changes that can be derived from these results. By using the reduced model to iteratively compute results for new designs it is expected that the computation time can be significantly diminished.

The big challenge in this workflow is to provide reduced order models such that the total computation time, that consists of the reduction process (offline costs) and the computation of results (online costs), is smaller than that of direct computations. In general, two different concepts to achieve this goal are distinguished: First, one single reduced order model can be provided, that is valid for the whole parameter space of interest. Second, a new reduced order model is calculated at each design iteration. This contribution proposes an ansatz for the first concept. We will show how a reduction basis can be generated without the need for training simulations and with validity for the whole parameter space. Furthermore, we show how a hyper-reduction with the Energy Conserving Sampling and Weighting method is carried out such that only one reduced order model is needed for the online phase.

The remainder of this contribution is organized as follows: Section 2 gives an overview over how model reduction is performed. This consists of two steps, reduction basis computation and hyper-reduction. Section 3 shows how a reduction basis for the whole parameter space is computed. The hyper-reduction method, namely the Energy Conserving Sampling and Weighting method, that is summarized in section 2, is extended in section 4 for the parametric case. This section shows how training sets for the hyper-reduction can be computed and how a hyper-reduced order model is created for the whole parameter space. Section 5 demonstrates the performance of the proposed method on a cantilever beam case study. A conclusion is given in the last section.
2 THE TWO STEPS OF MODEL REDUCTION FOR GEOMETRIC NON-LINEAR STRUCTURES

After the finite element discretization, we get the equations of motion

\[ M(p)\ddot{u}(t) + f(p, u(t), \dot{u}(t)) = F(p, t) \quad (1) \]

where \( u \in \mathbb{R}^N \) are the displacements of the finite element nodes, \( M \) is the mass matrix, \( F \) are the external loads and \( f \) is the restoring force that is nonlinear for structures undergoing large deflections. The different quantities also depend on the design parameters \( p \) of the system.

The first step to reduce the equations of motion is a Galerkin projection. The displacements \( u \) are approximated by a linear combination of \( n \) basis vectors \( v_i \). This can be written as

\[ u = Vq, \quad V \in \mathbb{R}^{N \times n} \quad (2) \]

where \( V \) is the so called reduction basis and contains column-wise the basis vectors \( v_i \). A Galerkin projection on the subspace spanned by these vectors results in

\[ V^T M(p) V \ddot{q}(t) + V^T f(p, Vq(t), V \dot{q}(t)) = V^T F(t) \quad (3) \]

The equations of motion (3) have dimension \( n \) and thus must be solved for a reduced number of unknowns compared to equation (1). However, the nonlinear force term still must be evaluated for the full element domain that results in a poor speed-up. Thus, a second step, the hyper-reduction, must be carried out to accelerate the evaluation of the nonlinear force term \( V^T f \).

One method that is able to achieve this acceleration is the Energy Conserving Sampling and Weighting method (ECSW) [1]. It uses the fact that the nonlinear force term

\[ V^T f(Vq, V \dot{q}) = \sum_{e \in E} V^T L_e^T f_e(L_e Vq, L_e V \dot{q}) \quad (4) \]

is an assembly of element forces \( f_e \). The matrices \( L_e \) map the local degrees of freedom of the element to the global degrees of freedom. The idea of ECSW is to assemble only a subset \( \tilde{E} \subset E \) of all elements and extrapolate their contribution by introducing weights \( \xi_e \). The hyper-reduced internal storing force

\[ f_{hr,ECSW} := \sum_{e \in \tilde{E}} \xi_e V^T L_e^T f_e(L_e Vq, L_e V \dot{q}) \quad (5) \]

can be computed faster because much less element forces \( f_e \) must be evaluated with the approximation.

The subset \( \tilde{E} \) and the weights \( \xi_e \) are chosen by forcing

\[ |\delta W_{hr}(q_r, 0) - \delta W(q_r, 0)| \leq \varepsilon_{ECSW} \cdot \delta W(q_r, 0) \]
\[ \Leftrightarrow |\delta q^T f_{hr}(q_r, 0) - \delta q^T V^T f(Vq_r, 0)| \leq \varepsilon_{ECSW} \cdot \delta q^T V^T f(Vq_r, 0) \]

such that the virtual work \( \delta W \) for a system that is deflected into the direction of training displacements \( u_r = Vq_r \) is conserved for any virtual displacement \( \delta q \) up to a relative tolerance \( \varepsilon_{ECSW} \).
This requirement can be translated to the minimization problem
\[
\arg \min_{\xi \in \Phi} \|\xi\|_0 \quad \text{where} \quad \Phi = \{\xi \in \mathbb{R}^{N_e} : \|G\xi - b\| \leq \varepsilon_{ECSW} \|b\| \text{ and } \xi_e \geq 0\} \tag{6}
\]
where
\[
G = \begin{bmatrix} g_{11} & \cdots & g_{1N_e} \\ \vdots & \ddots & \vdots \\ g_{N_r 1} & \cdots & g_{N_r N_e} \end{bmatrix} \in \mathbb{R}^{nN_r \times N_e} \quad \text{and} \quad b = \begin{bmatrix} b_1 \\ \vdots \\ b_{N_r} \end{bmatrix} \in \mathbb{R}^{nN_r} \tag{7}
\]
are built up by the entries
\[
g_{le}(q_{\tau_l}) = V^T L_e L_V q_{\tau_l} \in \mathbb{R}^n \quad \text{and} \quad b_l = f_r(q_{\tau_l}) = \sum_{e=1}^{N_e} g_{le}(q_{\tau_l}). \tag{8}
\]
Here, \(N_e\) and \(N_r\) describe the number of elements of the full order model and the number of training sets, respectively. An approximate solution to 6 can be computed by solving a non-negative least square problem as described in [1].

3 GLOBAL REDUCTION BASIS

One challenge to reduce geometric nonlinear equations of motion is to compute a proper reduction basis \(V\). One option is to use vibration modes of the linearized system and static modal derivatives [2, 3] as basis vectors.

Vibration modes \(\phi_i\) are computed by solving the eigenvalue problem
\[
(K - \omega_i^2 M)\phi_i = 0 \quad \text{with} \quad K = \frac{\partial f(u)}{\partial u} \bigg|_{u=0}. \tag{9}
\]
The static modal derivatives
\[
\Theta_{ij} = -K^{-1} \cdot \nabla_{\phi_j}(K) \cdot \phi_i \tag{10}
\]
contain nonlinear information and are important to make the reduction basis able to represent large deflections. A reduction basis is gained by column-wise stacking vibration modes and static modal derivatives into a reduction matrix
\[
R = [\ldots, \phi_m, \ldots, \Theta_{ij}, \ldots], \quad m \in M, (i, j) \in T. \tag{11}
\]
Guidelines for choosing \(M\) and \(T\) can be found e.g. in [4].

The reduction basis \(R\) depends on the mass matrix and the internal restoring force of the system. Thus, it also depends on the design parameters \(p\) of the system. If a reduction basis for the whole parameter space is desired, one can process as proposed e.g. in [5]. The parameter space of interest is sampled at some parameter values
\[
P_{\text{sample}} = \{p_1, p_2, \ldots, p_{N_S}\} \tag{12}
\]
and a reduction basis \(R_i\) is computed at each sample point \(p_i \in P_{\text{sample}}\). Then these bases are concatenated into a matrix
\[
S = [R_1 \ R_2 \ \cdots \ R_{N_S}] \tag{13}
\]
which is then deflated to avoid linear dependency and bad conditioning. The deflation can be carried out by computing the singular value decomposition

\[ S = U \Sigma W^T \]  

and taking the first \( n \) left singular vectors \( V_{\text{global}} = [u_1, u_2, \ldots, u_n] \) whose singular values are greater than a certain tolerance.

### 4 GLOBAL ECSW WITH NONLINEAR STOCHASTIC KRYLOV TRAINING SETS

To compute the reduced element set \( \tilde{E} \) and the corresponding weights \( \xi \) (as explained in Section 2), one must have a training set that is typically generated by simulation without hyper-reduction of a reference problem. This incurs significant offline costs. Strategies to obtain training sets without needing to perform a full simulation have been proposed in the past. One of these strategies is called nonlinear stochastic Krylov training sets (NSKTS) which was proposed by Rutzmoser in [6]. This method will be used here and is briefly summarized in the following paragraphs.

First, a force Krylov subspace

\[ F_{\text{kry,raw}} = \left[ V^T b, (\bar{K}^{-1} \bar{M}) V^T b, (\bar{K}^{-1} \bar{M})^2 V^T b, \ldots, (\bar{K}^{-1} \bar{M})^{(q-1)} V^T b \right] \]  

(15)

is computed where \( b \) is the localization vector of the external load \( F \) and

\[ \bar{K} = V^T K V, \quad \bar{M} = V^T M V \]

are the reduced stiffness and mass matrices, respectively. The Krylov vectors are orthogonalized such that

\[ F_{\text{kry}}^T \bar{K}^{-1} F_{\text{kry}} = I. \]  

(16)

Afterwards, \( \beta \) forces are generated by

\[ f_{\text{rand},i} = F_{\text{kry}} \cdot n_i \]  

(17)

where \( n_i \) is a random vector, such that \( f_{\text{rand},i} \) are linear combinations of the vectors from the Krylov subspace (15). Training sets \( q_{r,i,l} \) are then computed by solving nonlinear static problems

\[ V^T \cdot f(V q_{r,i,l}) = l \frac{l}{k} f_{\text{rand},i} \quad \text{with} \ l \in \{1, 2, \ldots, k\} \ \text{and} \ i \in \{1, 2, \ldots, \beta\}. \]  

(18)

We use this procedure to compute one set of weights \( \xi_{\text{global}} \) and elements \( \tilde{E}_{\text{global}} \) that is used for all parameter values of interest.

First, we compute NSKTS \( q_r(p_s) \) for each sample point \( p_s \in P_{\text{sample}} \) (c.f. eq. (12)). Then, the quantities

\[ G_{\text{global}} = \begin{bmatrix} \tilde{g}_{11} & \cdots & \tilde{g}_{1N_e} \\ \vdots & \ddots & \vdots \\ \tilde{g}_{N_S 1} & \cdots & \tilde{g}_{N_S N_e} \end{bmatrix} \in \mathbb{R}^{k \cdot \beta \cdot N_S \times N_e} \quad \text{and} \quad b_{\text{global}} = \begin{bmatrix} \tilde{b}_1 \\ \vdots \\ \tilde{b}_{N_S} \end{bmatrix} \in \mathbb{R}^{k \cdot \beta \cdot N_S} \]  

(19)
thickness $b$, Young’s modulus $E$, Poisson’s ratio $\nu$

Figure 2: Notched cantilever beam. The design parameter is the position of the notch $p = [x_{\text{notch}}/l]$. Fixed dimensionless parameters: $\frac{F}{El^2} = 3 \cdot 10^{-8} \cdot (\sin(0.0503 \tau), \nu = 0.49, \frac{h}{l} = 0.05, \frac{d}{l} = 0.03, \frac{b}{l} = 0.1, \tau = \sqrt{\frac{E}{\rho t}}$

are built up by the entries

$$\tilde{g}_{se} = \begin{bmatrix} V^T(p_s) \cdot L_e^T f_e(p_s, L_e V(p_s) q_{\tau 1,1}(p_s)) \\ \vdots \\ V^T(p_s) \cdot L_e^T f_e(p_s, L_e V(p_s) q_{\tau 1,k}(p_s)) \\ \vdots \\ V^T(p_s) \cdot L_e^T f_e(p_s, L_e V(p_s) q_{\tau 2,1}(p_s)) \\ \vdots \\ \vdots \\ V^T(p_s) \cdot L_e^T f_e(p_s, L_e V(p_s) q_{\tau 2,k}(p_s)) \end{bmatrix} \in \mathbb{R}^{k \cdot \beta \cdot N_S}$$  \hspace{1cm} (20)

$$\tilde{b}_s = \sum_{e=1}^{N_e} \tilde{g}_{se}$$  \hspace{1cm} (21)

where $N_S = |P_{\text{sample}}|$ is the number of sample points and $V(p_s)$ are local reduction bases that are computed at sampling point $p_s$. The matrix $G_{\text{global}}$ and the vector $b_{\text{global}}$ are used to compute a global set of weights and elements for the ECSW as described by equation (6).

By using the local reduction bases $V(p_s)$ in equation (20), the global hyper-reduction maintains the virtual work, that is produced by a training set $q_{\tau}(p_s)$, in the directions of its local reduction basis that is computed for the same sample point $p_s$. It is not necessarily maintained in all directions spanned by the global reduction basis $V_{\text{global}}$. Nevertheless, this requirement is fulfilled for all sample points simultaneously.

5 CASE STUDY

The proposed method is demonstrated by means of a case study. Figure 2 shows a drawing of the case study which is a cantilever beam. Its dimensions can be taken from the drawing. The beam is weakened by a notch at position $x_{\text{notch}}$. The case study uses the relative position of this notch $p = x_{\text{notch}}/l$ as design parameter.

The mesh is shape parameterized by modifying the node positions. Thus, the mesh topology is maintained when the parameter is changed. This is illustrated in Figure 3. The mesh consists of $N_e = 1, 148$ elements.

The desired parameter range of interest is set to $p \in [0.3, 0.6]$. We have no information about optimal position of sample points a priori. For this reason, we make an attempt by choosing sampling points that are equidistantly distributed in the parameter range of interest. A reduction basis is computed at each of these sample points. The first 5 modes and all their static derivatives are included in this basis. Thus, a reduction basis’ dimension is 20 at each sample point. A
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Figure 3: Shape modification by using the mesh morphing technique: The positions of the nodes are changed while the topology is maintained. Top: reference mesh at $p = 0.5$, left: morphed mesh at $p = 0.4$, right: morphed mesh at $p = 0.6$.

Figure 4: Singular values for deflation of global basis for three different numbers of sampling points. The singular value composition for three different numbers of sampling points is computed according to equation (14) to deflate the global basis. The singular values are shown in figure 4 and give a hint about if the number of sample points has been chosen properly. The singular values show that $|P_{\text{sample}}| = 31$ sample points seem to be a good compromise between the number of sample points and the approximation of the global reduction basis that would be spanned by the full parameter space of interest. For this reason, we present results for $P_{\text{sample}} = \{0.30, 0.31, 0.32, \ldots, 0.60\}$ as sample points in the following.

We have $N_s = |P_{\text{sample}}| = 31$ sample points such that the global basis has a dimension of 620 before deflation. A reduction basis $V_{\text{global}}$ is built with the first 300 left singular vectors. Nonlinear stochastic Krylov training sets (NSKTS) are computed for each sample point. The dimension of the Krylov subspace is $q = 4$. $\beta = 6$ linear combinations of Krylov vectors are built for each sample point and $k = 30$ load increments are computed for each linear combination. Figure 5 shows some examples of the computed NSKTS.

This contribution shows results for two parameter values as an example. These values are $p = 0.41$, which is a sample point, and $p = 0.405$, which is between two sample points.
The graph in Figure 6 displays the tip displacement of the beam, simulated with a full order model. Figure 7 displays the absolute error for each time step for different reduced order models. The gray curves are errors for hyper-reduced models that are locally reduced. This means that reduction basis, NSKTS and ECSW-weights are computed directly (locally) for the parameter value of interest. This is the classic approach where a new reduced order model is computed for each parameter of interest. The blue graphs display errors for the global approach described in Section 4. This approach uses a global reduction basis and a global ECSW.

One can see that the error becomes smaller when smaller tolerances $\varepsilon_{ECSW}$ are chosen. Furthermore, one can see that the local approach gives smaller errors compared to the global approach if the same tolerance $\varepsilon_{ECSW}$ is used.

Table 1 summarizes computation times for different steps of the offline and online phase. One can conclude that much more elements in $\tilde{E}$ are needed for the global approach when the same error is desired. This also leads to higher computation times $t_{\text{online}}$ in the online phase. However, as it is a global approach, which means that only one reduced order model must be computed for the whole parameter space of interest, there exists a break-even point where the global approach is beneficial in time compared to the local approach. This is illustrated in Figure 8.
| v<sup>a</sup> | p | $e_{\text{ECSW}}$ | $|\tilde{E}|$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>g</td>
<td>41.0</td>
<td>1e-05</td>
<td>211</td>
<td>35.9</td>
<td>2.0e+03</td>
<td>293.7</td>
<td>2359.6</td>
<td>300.9</td>
</tr>
<tr>
<td>g</td>
<td>41.0</td>
<td>1e-06</td>
<td>320</td>
<td>35.9</td>
<td>2.0e+03</td>
<td>674.8</td>
<td>2740.6</td>
<td>269.7</td>
</tr>
<tr>
<td>g</td>
<td>41.0</td>
<td>1e-07</td>
<td>471</td>
<td>35.9</td>
<td>2.0e+03</td>
<td>1150.8</td>
<td>3216.6</td>
<td>332.5</td>
</tr>
<tr>
<td>g</td>
<td>40.5</td>
<td>1e-05</td>
<td>211</td>
<td>35.9</td>
<td>2.0e+03</td>
<td>293.7</td>
<td>2359.6</td>
<td>317.0</td>
</tr>
<tr>
<td>g</td>
<td>40.5</td>
<td>1e-06</td>
<td>320</td>
<td>35.9</td>
<td>2.0e+03</td>
<td>674.8</td>
<td>2740.6</td>
<td>356.2</td>
</tr>
<tr>
<td>g</td>
<td>40.5</td>
<td>1e-07</td>
<td>471</td>
<td>35.9</td>
<td>2.0e+03</td>
<td>1150.8</td>
<td>3216.6</td>
<td>378.1</td>
</tr>
<tr>
<td>l</td>
<td>41.0</td>
<td>1e-05</td>
<td>106</td>
<td>0.9</td>
<td>6.0e+01</td>
<td>283.2</td>
<td>343.6</td>
<td>79.9</td>
</tr>
<tr>
<td>l</td>
<td>41.0</td>
<td>1e-06</td>
<td>144</td>
<td>0.9</td>
<td>6.0e+01</td>
<td>274.3</td>
<td>334.7</td>
<td>94.6</td>
</tr>
<tr>
<td>l</td>
<td>41.0</td>
<td>1e-07</td>
<td>187</td>
<td>0.9</td>
<td>6.0e+01</td>
<td>265.5</td>
<td>325.9</td>
<td>92.8</td>
</tr>
<tr>
<td>l</td>
<td>40.5</td>
<td>1e-05</td>
<td>111</td>
<td>0.7</td>
<td>6.0e+01</td>
<td>289.4</td>
<td>349.6</td>
<td>73.8</td>
</tr>
<tr>
<td>l</td>
<td>40.5</td>
<td>1e-06</td>
<td>154</td>
<td>0.7</td>
<td>6.0e+01</td>
<td>288.3</td>
<td>348.6</td>
<td>86.1</td>
</tr>
<tr>
<td>l</td>
<td>40.5</td>
<td>1e-07</td>
<td>197</td>
<td>0.7</td>
<td>6.0e+01</td>
<td>308.2</td>
<td>368.5</td>
<td>95.5</td>
</tr>
</tbody>
</table>

<sup>a</sup>variant: g=global, l=local  
<sup>b</sup>Number of evaluated elements in the ECSW  
<sup>c</sup>Time to compute the reduction basis (local or global, respectively)  
<sup>d</sup>Time to compute nonlinear stochastic Krylov training sets  
<sup>e</sup>Time to compute the element set $\tilde{E}$ and weights $\xi$  
<sup>f</sup>Sum of all offline costs ($t_{V} + t_{\text{NSKTS}} + t_{\text{ECSW}}$)  
<sup>g</sup>Time for one time integration (1,000 timesteps) of the hyper-reduced model  
<sup>h</sup>Time for one time integration (1,000 timesteps) of the full order model  

Table 1: CPU-times for different computation steps in the case study. All times are measured with the python command `time.process_time()`.
Figure 6: Transient response of the beam’s tip displacement. The plots show the results simulated with a full order model.
Figure 7: Dimensionless tip displacement error $\varepsilon = \frac{|u_{\text{tip, red}} - u_{\text{full}}|}{l}$ plotted over dimensionless time. Top: errors for simulations at $p = 0.41$, bottom: errors for simulations at $p = 0.405$.
6 CONCLUSION

Model reduction can help to reduce computation time when design studies are carried out that investigate the dynamics of geometric nonlinear structures. This contribution proposes a workflow for design studies where only one reduced order model is computed that is used to compute results for all design parameters of interest. This workflow uses nonlinear stochastic Krylov training sets that are computed for some parameter samples. They are used to gain a global set of weights and elements for the Energy Conserving Sampling and Weighting hyper-reduction method. The shape parameterized cantilever beam case study shows that a classic local approach is cheaper and needs less elements in the hyper-reduced element set $\tilde{E}$ and leads to shorter simulation times and smaller approximation errors. In contrast, the global approach only is beneficial if the number of parameter values, that need to be simulated, is very high. Then, the high offline costs for the global reduced order model pay off.
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Abstract. Currently, nonlinear analyses are widely used to evaluate the performance of special steel moment frames (Special SMF). Most of the mathematical models used in these analyses used concentrated plasticity approaches with lumped nonlinearities at the end of beams and columns. Even when these models are highly recommended due to their simplicity and computational efficiency, they present some setbacks related to the axial-flexural interaction and the load protocol calibration dependency. In order to overcome these problems, a distributed plasticity model can be used. However, these models are not intended to capture local geometrical effects such as buckling or necking into the material constitutive law. In addition, these models present localization issues when the constitutive law includes softening, leading to variability in the global response.

This paper proposes a distributed plasticity beam-column model that overcome these limitations. The constitutive material law proposed herein captures softening due to local buckling under compression stress using a non-symmetric strain-stress curve. The parameters are calibrated through experimental data and validated for different axial loads and loading protocols. Moreover, to solve the softening-localization issue, a method of regularization is proposed. This regularization is verified through static and dynamic analyses of an 8-story Special SMF building. The results show that the proposed model can represent the behavior of W shape sections under different load protocols and axial load demands. In addition, the model can accurately incorporate critical features as maximum flexural capacity, flexure axial interaction, and post-peak softening. The regularization method yielded negligible variations under different plastic lengths of the column for all the analyses. The proposed model is simple to implement, and the results indicate that it can be used to evaluate the seismic performance of Special SMF.
1 INTRODUCTION

Nowadays, the seismic performance of structures is commonly assessing with nonlinear analyses, due to the drastic improvement in computational storage and speed in the last 30 years. As a consequence, several codes such as the ASCE7-16 [1], ASCE-41 [2], and FEMA P-695 [3] require advanced nonlinear analyses to determine the behavior of a structure. However, in order to perform dynamic analyses, where structures are subjected to large deformations, nonlinear models need to capture two significant effects: element deterioration and nonlinear geometric effects. These effects allow the mathematical model to capture large deformations or trigger structural instability [4].

In special steel moment frames (Special SMF), the leading causes of beam-column element deterioration are related to local geometric instabilities. In beams, the deterioration is controlled by local flange buckling [5], while columns are controlled by local flange-web buckling and lateral-torsional buckling [6]. Therefore, a Special SMF model used in seismic performance assessment needs to include these phenomenological effects, as well as the structural geometrical effects (P-delta).

In literature, three main modeling approaches have been used in nonlinear Special SMF models: 1) finite element, 2) concentrated plasticity, and 3) distributed plasticity. The first one is considered the most detailed approach because these models can explicitly capture local instabilities and force interactions in any location within the structure. However, they are not recommended for complex analyses that include many structural members or several nonlinear incursions [7]. In contrast, concentrated plasticity models limit the nonlinear behavior to predefined locations (i.e., at the end of the elements where the inelasticity is expected) using calibrated constitutive curves that represent the element behavior. Even when these models are commonly used due to their simplicity and computational efficiency, they can not capture axial-flexural interaction or plasticity spreading, and they are highly dependent on the calibration load protocol [8].

Distributed plasticity is an approach that is between the other two, and it is a simplification of the finite element method that uses uniaxial materials. A common element of this approach is the fiber beam-column element, which consists of dividing the element into several nonlinear sections where the response is evaluated. This approach requires to define a material constitutive law for the section fibers and an integration method to combine the section responses [9]. Nevertheless, these models obtain the element response as an emergent property entirely related to the constitutive law. Then in order to capture local geometrical instabilities, the constitutive law should include phenomenological effects [7]. Moreover, these models present a critical setback due to strain localization when the constitutive law includes softening, which leads to a spurious mesh-dependence (i.e., non-objective global response) [10].

Even though some authors have proposed constitutive laws that include phenomenological effects, they only utilized a fixed mesh-discretization [8,11]. Therefore, the mesh-sensitivity of these results was not evaluated, consequently a procedure that ensures objective global response is necessary. In this sense, the Smeared-Crack approach is a method that modifies the constitutive law parameters depending on the mesh-discretization to reduce the effects of the localization [12]. This method has been implemented in reinforced concrete fiber models to achieve objective responses [10].

This study proposes a phenomenological calibrated constitutive law and a regularization process applicable to seismic performance assessment of Special SMF. First, the constitutive law is implemented with a non-symmetric curve that represents the section deterioration using compression softening. This curve is calibrated with experimental laboratory tests and validated under different axial load demands and load protocols. Then, the proposed regulariza-
tion method is presented in detail. The regularization process starts with a characterization of the global element response, followed with a sensitivity analysis of mesh-discretization and constitutive parameters to propose a rational set of regularization rules. Finally, the constitutive law and the regularization rules are used on an 8-story Special SMF building under static and dynamic nonlinear analyses to determine its applicability for seismic performance assessment.

2 CONSTITUTIVE LAW

In order to model the element deterioration adequately, the material constitutive law needs to capture not only the steel mechanical properties but also it requires to capture local geometric instabilities. Thus, the constitutive law proposed herein used a non-symmetric behavior with a compression softening branch that represents steel W-Sections local buckling that consequently takes into account the loss of capacity in the section. The open-source software OpenSees [13] was used to implement this behavior. The uniaxial Steel02 and Hysteretic materials were used together (into a Parallel material) to obtain the desired constitutive law. The Steel02 material presents the residual stress (Fig.1(a)) and the Hysteretic material a non-symmetric behavior (Fig.1(b)). The resulting material shows smooth stiffness transition and the compression softening branch until it reaches the residual stress (Fig.1(c-d)).

![Figure 1: Constitutive law. a) Steel02, b) Hysteretic, c) Proposed material envelope, d) Proposed material cyclic.](image)

The proposed constitutive curve has six characteristic parameters. Two of them are the steel mechanical properties: Young’s modulus (E) and yielding stress ($\sigma_y$). The additional four calibrated parameters represent the local geometrical instabilities: strain hardening (b), plastic strain ($\xi_p$), strain softening (d), and residual stress (R).

2.1 Calibration and Validation

The laboratory experiment C4 presented in Elkady and Lignos (2018) [6] was replicated to calibrate the post yielding parameters and to capture the local geometrical effects in W-sections. The calibration test consisted of a cantilever W24x168 column subjected to a lateral collapse consistent load protocol and an axial load demand ($P_g$) of 0.2 the yielding axial capacity ($P_y$). The experimental setup is presented in Fig.2(a), where the column model uses a single fiber-beam column element with the modified Gauss-Radau integration method (Fig.2(b)). In this integration method, the mesh-discretization depends on the plastic length assigned at the element ends, and the plastic length value for the calibration was considered equal to the column depth. The results of Fig.2(c) presents the experimental (Target) and the simulated global responses (Moment-Chord rotation).
The four parameters related to the local geometrical instabilities were varied until the simulated moment-chord rotation response reached the best visual approximation with the experimental response. The values obtained from the calibration corresponds to 0.005, 0.015, 0.010, and 0.5 for $b$, $\xi_p$, $d$, and $R$, respectively. With these values, the proposed constitutive law captures the maximum capacity of the column, the smooth transition, the monotonic deterioration, and the cyclic strength and stiffness degradation correctly (Fig.2(c)).

After determining the six parameters, the constitutive law was validated using three additional experimental tests with different axial load demands and load protocols. The experiments correspond to the experiments C2, C3, and C6 obtained from Elkady and Lignos (2018) [6]. These models used the previously calibrated material parameters, and a plastic length equal to the column’s depth. The only differences were the load protocol and the axial load demand, as presented in Fig.3(a-c). In addition, Fig.3 shows the comparison between the simulated and the experimental responses.

The results show that for a high axial load demand (Fig.3(a)), the response is more fragile because it reaches lower rotations than their counterpart with less axial load (Fig.3(b,c)). Fig.3(b-c) show that the simulations capture the stabilization of the moment deterioration when the fragile behavior does not control the response. Additionally, the proposed constitutive curve captures the behavior under the bi-directional symmetric load protocol, capturing the strength deterioration and cyclic degradation adequately (Fig.3(c)).
3 REGULARIZATION METHOD

The selection of an arbitrary plastic length value in the calibration section limits the proposed constitutive law to that unique mesh-discretization. As shown later, mesh-sensitive responses were obtained for different plastic lengths. Therefore, to get an objective response, a regularization method that reduces this spurious mesh-dependence is necessary. The regularization proposed uses the smeared-crack approach, which modifies the constitutive law parameters through regularization rules dependent on the mesh, to obtain an objective global response [12].

Before developing the regularization rules, three steps were necessary to understand the behavior of the global response. First, it was required to idealize the global element response to quantify the variations of the response. Second, addressing the global response differences due to mesh-discretization allowed determining trends in the global response. Finally, a sensitivity analysis of the constitutive law parameters allows determining their influence in the element’s response curve. With this information, rational regularization rules can be developed to achieve an objective response.

3.1 Global response behavior.

Contrary to the concentrated plasticity models, the global element response in distributed plasticity models is not previously defined. This response is an emergent behavior that involves the constitutive law, the section geometry, and the element geometry. Therefore, to assess variations in the response curve is necessary to describe its behavior with a certain number of parameters that enable a quantitative comparison. For this purpose, the monotonic global response (moment-chord rotation) was idealized with a multilinear symmetric curve with four regions (Fig. 4(a)). The first one represents the elastic element behavior, and it is limited by the yielding point, which is defined when the current stiffness becomes 20% the initial stiffness ($K_{init}$) (Fig. 4(b)). The second region represents the element hardening capacity, and it is limited by the maximum moment and its respective chord rotation. The third region shows the element deterioration behavior, and a residual moment point defines it. Where the residual moment point is computed when the stiffness becomes 50% of the previous step stiffness ($K_{curr}$) (Fig. 4(c)). The last region keeps constant the residual moment capacity.

This idealization allows determining six global parameters presented in Fig. 4(a): elastic stiffness ($K$), yielding moment ($M_y$), hardening stiffness ($K_b$), plastic rotation ($\theta_p$), deterioration stiffness ($K_d$), and residual moment ($M_r$). These global parameters are coherent with the constitutive law parameters representing similar behavior on a different scale level (constitutive-material, and global-element).
The next step is to determine the mesh-sensitivity of the global response. For this purpose, monotonic static analyses were carried varying only the plastic length ($L_p$) of the modified Gauss-Radau integration method in the range of 0.3 to 1.8 the plastic length of the calibration ($L_{pc}$), while keeping the material parameters constant. These analyses illustrate the spurious mesh-dependence of the global moment-chord rotation response (Fig.5(a)). In addition, the analyses allow identifying tendencies in the global parameter values due to the plastic length variations ($L_p/L_{pc}$). The sub-index $c$ denotes a calibration value or a value obtained using the calibration parameters.

![Figure 5: Sensitivity analysis. a) Moment-chord rotation response, b) Main tendencies, c) Null tendencies.](image)

The results show that a variation in the plastic length leads to an inverse variation on hardening stiffness and deterioration stiffness (Fig.5(b1,b3)). Meanwhile, the plastic length leads to a direct variation on plastic rotation (Fig.5(b2)). The other global parameters were not affected (Fig.5(c1-c3)), this invariability can be noticed in the moment-chord rotation curves too.

The regularization rules should affect the constitutive law parameters. Therefore, it is required to assess the global response variation due to changes in the constitutive parameters. Three sensitivity analyses were carried varying the constitutive parameters ($b$, $\xi_p$, and $d$) related to the plastic length sensitive global parameter ($K_b$, $\theta_p$, and $K_d$). Only one parameter was varied at the time, while the other constitutive law parameters and the plastic length remained equal to the calibrated values. The variation range was kept the same as before from 0.3 to 1.8 the calibrated value. These results lead to determine tendencies in the variations of the global parameters that are critical to defining the regularization rules. Fig.6 shows the moment-chord rotation response of the carried monotonic static analyses varying the constitutive parameters. Also, the normalized tendencies between the constitutive law parameter and the global parameter are presented.
The three parameters $b$, $\xi_p$, and $d$, show linear tendencies with their respective global parameters $K_b$, $\theta_p$, and $K_d$ (Fig. 6(a1, b2, c3)). Therefore, any variation applied to these parameters affects the global response in the same proportion. A secondary tendency was obtained for the plastic strain, which presents an inverse correlation with the hardening stiffness (Fig. 6(b1)).

### 3.2 Regularization proposal

The regularization rules should reduce the variations of the global response due to the mesh-discretization and canceling the tendencies showed in (Fig. 5(b1-b3)). Inverse operations on the global parameter can negate these tendencies. Then, the plastic rotation divided by the plastic length ratio ($L_p/L_{pc}$), and hardening stiffness and deterioration stiffness multiplied by the same ratio reduces the tendencies. Even more, due to the linear dependence between global parameters and constitutive law parameters (Fig. 6(a1, b2, c3)), this operation can be applied to the constitutive law parameters with an equivalent effect on the global response. Consequently, the regularization rules are defined by three equations, one for each sensible constitutive law parameter.

\begin{align*}
  b &= b_c \ast \left( \frac{L_p}{L_{pc}} \right) \quad (1) \\
  \xi_p &= \xi_{pc} \left( \frac{L_p}{L_{pc}} \right) \quad (2) \\
  d &= d_c \ast \left( \frac{L_p}{L_{pc}} \right) \quad (3)
\end{align*}

Where $L_p$, $b$, $\xi_p$, and $d$ are the values used in the analysis and $L_{pc}$, $b_c$, $\xi_{pc}$, and $d_c$ are the calibration values, which are the column’s depth, 0.005, 0.015, and 0.010, respectively.

With the regularized constitutive law parameters, a new sensitivity analysis varying the plastic length was performed. The element moment-chord rotation response increases its objectivity considerably (Fig. 7(a)). In addition, the tendencies presented on the previous sensitivity analysis became negligible for plastic rotation and stiffness deterioration, but hardening...
The alternative moment-chord rotation results (Fig. 7(b)) show a similar behavior than the obtained with the initial regularization rules. However, the stiffness hardening tendency presents negligible variations to the plastic length (Fig. 7(b1)).
Table 1: Geometrical parameters.

<table>
<thead>
<tr>
<th>Story</th>
<th>Elevation [m]</th>
<th>Beam Section</th>
<th>Exterior Column Section</th>
<th>Interior Column Section</th>
<th>Doubler Plate Size Exterior [mm]</th>
<th>Interior [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.23</td>
<td>W30X108</td>
<td>W24X131</td>
<td>W24X162</td>
<td>1.59</td>
<td>14.29</td>
</tr>
<tr>
<td>2</td>
<td>8.19</td>
<td>W30X116</td>
<td>W24X131</td>
<td>W24X162</td>
<td>1.59</td>
<td>9.53</td>
</tr>
<tr>
<td>3</td>
<td>12.16</td>
<td>W30X116</td>
<td>W24X131</td>
<td>W24X162</td>
<td>1.59</td>
<td>17.46</td>
</tr>
<tr>
<td>4</td>
<td>16.12</td>
<td>W27X94</td>
<td>W24X131</td>
<td>W24X162</td>
<td>-</td>
<td>9.53</td>
</tr>
<tr>
<td>5</td>
<td>20.08</td>
<td>W27X94</td>
<td>W24X131</td>
<td>W24X131</td>
<td>-</td>
<td>14.29</td>
</tr>
<tr>
<td>6</td>
<td>24.04</td>
<td>W24X84</td>
<td>W24X131</td>
<td>W24X131</td>
<td>-</td>
<td>11.11</td>
</tr>
<tr>
<td>7</td>
<td>28.00</td>
<td>W24X84</td>
<td>W24X94</td>
<td>W24X94</td>
<td>-</td>
<td>14.29</td>
</tr>
<tr>
<td>8</td>
<td>31.97</td>
<td>W21X68</td>
<td>W24X94</td>
<td>W24X94</td>
<td>-</td>
<td>7.94</td>
</tr>
</tbody>
</table>

Determine the influence of the regularization method is the main purpose of this research. Therefore, only elements with unknown plastic lengths were modeled with a distributed plasticity approach and the corresponding regularization method. In beams, a fixed plastic length (the RBS connection’s length) and the absence of coupled phenomena (i.e., axial-flexural interaction) causes that a concentrated plasticity model can accurately represent the deterioration characteristics of these elements. The constitutive law used in the model was presented by Lignos (2008) [5], and it is known as modified Ibarra-Medina-Krawinkler (mod IMK). This constitutive capture beam’s strength deterioration, in addition to strength and stiffness cyclic degradation (Fig. 9(c)). More detail of the calibration process and its implementation is presented in [5,16]. The Panel Zones were modeled with the parallelogram methodology proposed in [17]. This approach uses a moment-shear deformation constitutive law that captures the joint nonlinear behavior. (Fig. 9(b)), which include an initial stiffness, a secondary stiffness after beam flange yielding, and a hardening slope after columns web yielding.

On the other hand, columns were modeled using a distributed plasticity model with a single force-controlled fiber beam-column element with a modified Gauss-Radau integration method (Fig. 9(d)). Three sets of models were developed, varying the plastic length and the regularization method employed. The first set uses the proposed constitutive law without a regularization process, the second set presents the initial regularization rules, and the third set uses the alternative regularization rules. The plastic length was varied from 0.3 to 1.4 the column’s depth in the three sets.
The damping assignment considers a Rayleigh damping ratio of 2.5% applied in the first period ($T_1$) and on 0.2$T_1$ according to the recommendations given in [14]. In addition, stiffness damping was not assigned on rotational springs to avoid unexpected damping forces due to stiffness changes after yielding [18]. Therefore, a damping modification was considered for the concentrated plasticity beam elements; the detail of this modification is presented in [19]. Moreover, the P-delta effects were considered with the leaning column approach, which consists of connecting the lateral displacement of the structure with a zero-flexural stiffness column that carries the non-tributary gravity load.

Once defined the model, a seismic performance assessment requires to determine a procedure to verify the behavior of the structure. ASCE 41 [2] establish two nonlinear procedures for seismic evaluations: 1) Nonlinear static procedure, 2) Non-linear time-history procedure. Both approaches are considered using a simplified method that enables determining the model capability of capturing structural instability with a mesh-independent global response.

### 4.1 Nonlinear static procedure (NSP)

This procedure uses a monotonic static analysis (Pushover) to assess the nonlinear behavior of the structure under an incremental lateral load. The analysis was performed in accordance with FEMA P-695 [3], where the load pattern was proportional to the first modal displacement and the mass distribution. In the nonlinear static procedure, the global acceptance criterion for seismic assessment is related to the maximum drift reached on a target roof displacement. Therefore, the differences showed in the capacity curve are directly related to the differences in the structure’s seismic performance using this procedure. The results are presented as the capacity curve with the basal shear/weight ratio ($V/W$) versus the roof drift ($\Delta/H_r$) (Fig.10(a, b, c)). In addition, the structure drift profile is presented at three different events: 1) at the yielding point (0.8%), maximum capacity, and the last step previous basal shear becomes negative.
It is noticeable that for lower roof drifts demands (less than 0.8%), there is no need for the regularization because the columns do not present softening incursions (Fig.10(a, b, c)). However, on the maximum capacity and the last drift, there is a significant difference in the non-regularized models with variations of 25% and 20%, respectively. Also, it is noticeable that shorter plastic lengths lead to less ductile behavior (Fig.10(a)). In contrast, the regularized results lead to objective responses regardless of the plastic length used in the analysis (Fig.10(b, c)). There is a variation of 5% on the maximum capacity drift profile using the initial regularization rules (Fig.10(b)). However, despite that difference, the two regularization rules lead to an objective global response of the structure during the entire analysis.

A more detail summary of the pushover curve is presented in Table 2, where the drift at the maximum basal shear ($\delta_{V_{\text{max}}}$), the last drift reached by the model ($\delta_{\text{last}}$), and the number of Newton-Raphson’s iterations until the end of the analysis ($\text{NR}_{\text{iter}}$) are presented. This table shows the variations of the non-regularized models not only in the $\delta_{\text{last}}$, but also in the $\delta_{V_{\text{max}}}$ which lead to verify the importance of a regularization method even before the secondary (negative) stiffness of the pushover. These differences become negligible with both regularization methods. These results show that on NSP, it is possible to achieve an objective response despite the weight of the most demanded IP, without increasing the Newton-Raphson iterations.

<table>
<thead>
<tr>
<th>$L_p/L_{pc}$</th>
<th>Non-regularized</th>
<th>Initial Regularization</th>
<th>Alternative Regularization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta_{V_{\text{max}}}$</td>
<td>$\delta_{\text{last}}$</td>
<td>$\text{NR}_{\text{iter}}$</td>
</tr>
<tr>
<td>0.3</td>
<td>1.00</td>
<td>1.77</td>
<td>267</td>
</tr>
<tr>
<td>0.4</td>
<td>1.01</td>
<td>2.49</td>
<td>545</td>
</tr>
<tr>
<td>0.5</td>
<td>1.02</td>
<td>2.58</td>
<td>615</td>
</tr>
<tr>
<td>0.6</td>
<td>1.03</td>
<td>2.77</td>
<td>605</td>
</tr>
</tbody>
</table>
Table 2: NSP Roof drift and Newton-Raphson’s iterations.

<table>
<thead>
<tr>
<th>δVmax</th>
<th>δlast</th>
<th>NRiter</th>
<th>δVmax</th>
<th>δlast</th>
<th>NRiter</th>
<th>δVmax</th>
<th>δlast</th>
<th>NRiter</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>1.13</td>
<td>2.90</td>
<td>648</td>
<td>1.22</td>
<td>3.16</td>
<td>815</td>
<td>1.22</td>
<td>3.18</td>
</tr>
<tr>
<td>σ</td>
<td>0.10</td>
<td>0.43</td>
<td>168</td>
<td>0.01</td>
<td>0.03</td>
<td>80</td>
<td>0.02</td>
<td>0.05</td>
</tr>
</tbody>
</table>

4.2 Nonlinear time history procedure (NDP)

This procedure requires to subject the structure to a set of ground motions scaled to the desired seismic intensity, and the median of the maximum responses of the structure is evaluated under specific criteria [2]. In this study, the structure was subjected to one ground motion as a simplified method to verify the constitutive law and the regularization process. The Kocaeli, Turkey ground motion of 1999 was selected and scale under three seismic intensity levels that represent a service level, design level, and maximum considered earthquake (MCE) level. The results of the time-history nonlinear analyses are presented as the 1st inter-story drift response at each intensity level (Fig.11).

The results show that regularization is not necessary for lower intensity levels as the services one (Fig.11(a1)), and for the design level, the differences are not considerable (Fig.11(a2)). However, at the MCE level, the non-regularized models show a completely different response, and the localization caused structural instability in two models (Fig.11(a3)). On the other hand, both regularization rules lead to an objective response (Fig.11(b1-c3)). The effect is mainly significative under the highest seismic intensity level, where the differences
are negligible (0.5%, on the maximum drift, and 0.2% on the residual drift). There is no significant difference between the initial and the alternative regularization method.

Similar to the NSP analysis, the maximum inter-story drift ($\delta_{\text{Max}}$), the maximum residual inter-story drift ($\delta_{\text{Res}}$), and the number of Newton-Raphson iterations until the end of the analysis (NRiter) are presented in Table 3. For instance, the models without regularization and with plastic length lower than the calibration one ($L_p/L_{pc}<1.0$) present higher deformations than the base case ($L_p/L_{pc}=1.0$). The opposite behavior is noticeable in models with plastic lengths’ higher than the calibration ($L_p/L_{pc}>1.0$). In contrast, both regularization proposals yield to negligible variations in the $\delta_{\text{max}}$, and $\delta_{\text{Res}}$ with the same computational cost analysis even in a complex nonlinear time-history analysis with high seismic demand.

<table>
<thead>
<tr>
<th>$L_p/L_{pc}$</th>
<th>Non-regularized</th>
<th>Initial Regularization</th>
<th>Alternative Regularization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta_{\text{Max}}$</td>
<td>$\delta_{\text{Res}}$</td>
<td>NRiter</td>
</tr>
<tr>
<td>0.3</td>
<td>10.04</td>
<td>10.04</td>
<td>3225</td>
</tr>
<tr>
<td>0.4</td>
<td>10.11</td>
<td>10.11</td>
<td>4134</td>
</tr>
<tr>
<td>0.5</td>
<td>5.14</td>
<td>2.72</td>
<td>6421</td>
</tr>
<tr>
<td>0.6</td>
<td>4.84</td>
<td>2.02</td>
<td>6084</td>
</tr>
<tr>
<td>0.7</td>
<td>4.70</td>
<td>1.76</td>
<td>6537</td>
</tr>
<tr>
<td>0.8</td>
<td>4.58</td>
<td>1.58</td>
<td>6540</td>
</tr>
<tr>
<td>0.9</td>
<td>4.55</td>
<td>1.48</td>
<td>6049</td>
</tr>
<tr>
<td>1.0</td>
<td>4.51</td>
<td>1.41</td>
<td>5888</td>
</tr>
<tr>
<td>1.1</td>
<td>4.49</td>
<td>1.36</td>
<td>6614</td>
</tr>
<tr>
<td>1.2</td>
<td>4.47</td>
<td>1.41</td>
<td>5525</td>
</tr>
<tr>
<td>1.3</td>
<td>4.46</td>
<td>1.31</td>
<td>6082</td>
</tr>
<tr>
<td>1.4</td>
<td>4.46</td>
<td>2.92</td>
<td>4278</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$L_p/L_{pc}$</th>
<th>$\mu$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta_{\text{Max}}$</td>
<td>$\delta_{\text{Res}}$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>5.53</td>
<td>3.18</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>2.04</td>
<td>3.13</td>
</tr>
</tbody>
</table>

Table 3: NDP maximum inter-story drift and Newton-Raphson’s iterations for the MCE hazard level.

5 CONCLUSIONS AND RECOMMENDATIONS

This study focuses on assessing regularization rules applied on a phenomenological calibrated steel material that includes softening in the constitutive law. The regularization was tested on a monotonic cantilever test and an eight-story Special SMF building. In addition, the regularization and the constitutive law were assessed under different levels of seismic intensities to determine its applicability for seismic assessment of Special SMF. The main conclusions of this study are:

- The phenomenological calibration captured the behavior of steel W-section adequately under different conditions of load protocol and axial load demands. Also, the phenomenological calibration included the softening branch, which simulated the local geometrical instability of the experimental test.
- The process to define the regularization rules led to identifying essential tendencies of the constitutive law parameters and the mesh-discretization in the global response. Furthermore, this process established an intuitive method to develop regularization rules that reduced the spurious mesh-dependence of the model.
The seismic assessment of Special SMF using distributed plasticity models showed that regularization was not required in lower levels of seismic intensity because the structure remained substantially elastic. However, in higher demands such as design or MCE, the regularization of the constitutive law became critical to achieving objective responses.

The regularization rules presented in this study led to objective responses under all the tested analyses. Moreover, there was no significant difference between the two groups of regularization rules, and both of them can be used in seismic performance assessment.

This regularization process leads to a simple method that controls the mesh-dependence of global results. Furthermore, the procedure does not require additional implementation on OpenSees (i.e., elements, materials, or analyses). Also, since the procedure does not require a fine mesh-discretization, it can be used to reduce the number of elements, or integration points per structural element without compromising the global response.

This study presented limitations regardless of the single archetype used in the seismic assessment section. The effect of the constitutive law and the regularization rules should be tested on a broader range of Special SMF. Also, the performance conditions considered in this structural seismic assessment are related to global performance criteria; a more detailed performance-based analysis is required that includes local conditions such as element rotations.

A significant improvement in considering the distributed plasticity model in columns is that it explicitly captured the axial-flexural interaction. Adding this effect enabled an axial-shortening assessment that was not taking into account in this research. Further research needs to be carried in order to determine if this phenomenon is critical in the seismic performance assessment of Special SMF.
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Abstract. A critical step of building a reliable Finite Element (FE) model is closing the gap between the actual and the simulated structural behaviour by utilizing FE model updating methods. Current updating methods typically require hand-crafted features such as natural frequencies and mode shapes. As a result, limitations in identifying these features are becoming also limitations in the updating process. With the ability to utilize raw data, Deep-Learning (DL) algorithms have the potential to avoid such limitations. This paper aims to validate the efficiency of 1D Convolutional Neural Networks (CNNs) in estimating FE model parameters using synthetic acceleration data. The performance of 1D CNNs was tested on a simple FE beam model. The influence of training pair numbers, and acceleration signal duration on the algorithm performance was evaluated. The results indicate that the 1D CNNs have the ability to estimate FE model parameters with high accuracy. Final results indicate that the standard damage detection and the more novel model parameter estimation, through using 1D CNNs, can be practised synchronously with equally good results.
1 INTRODUCTION

Finite element (FE) modelling has been in broad use for analysing structural behaviour [1], even though there are uncertainties and assumptions inherent in it (e.g. material properties, boundary conditions) [2]. These uncertainties may compromise the ability of an FE model to simulate the actual static and dynamic behaviour of a structure. To reduce the uncertainties and build a reliable FE model, a reconstruction of it can be considered by calibrating its parameters based on actual structural behaviour data, a process widely known as FE model updating.

FE model updating methods are broadly classified into non-iterative and iterative ones [2, 3]. The former are computationally efficient yet, they tend to produce physically meaningless results. For this reason, they are not widely used in practice [3–5]. On the other hand, iterative methods can overcome this limitation.

Iterative methods estimate a set of FE model parameters by using error minimization techniques; however, there are several concerns associated with their deployment. Namely, some of the methods may converge prematurely to a local optimal solution; such is the case of the Particle Swarm Optimization (PSO). Others rely on a rather complex implementations; such is the case of genetic algorithms [3]. Neural Networks (NNs), being another class of Machine learning (ML) algorithms, provide an alternative solution to avoid such concerns owing to their inherent learning-process step.

NNs can learn any non-linear/complex relationship between the structural response (as embedded for instance within natural frequencies and mode shapes) and a set of FE model parameters [6]. For this reason, several attempts have been made to update FE models using NNs. One of the first attempts was made by Levin and Lieven [7]. In their study, a numerical model of a ten-element cantilever beam was used. They updated the Young’s moduli and the density of each element working only with the first five frequencies and mode shapes. They concluded that NNs can withstand the presence of noise even when there is limited data. The limitation of using modal parameters is that the ensuing modal analysis techniques used for extracting them carry assumptions and approximations. On the other hand, the Frequency Response Functions (FRFs) are directly measured in structures. For this reason, Sadr et al. [8] used FRFs to improve NNs’ performance in FE model updating. However, training NNs with the large size of FRFs could be time consuming due to the algorithm shallow-learning architecture. To tackle the trade-off between computational cost and algorithm performance, they used Principal Component Analysis (PCA) as a data reduction method. This approach was verified on a numerical (ten-degrees-of-freedom lumped parameter system) and an experimental example (free-free beam). In real-life applications, Sabamehr et al. [9], applied NNs to update FE models of three different bridges. In this study, the change of stiffness of some elements was estimated using NNs and natural frequencies.

A constraint of NNs in FE model updating is that the output data (e.g. FE model parameters) need to be equal or less than the number of input data (e.g. structural responses) [10]. Furthermore, any artefact in the modal parameter identification or the FRFs’ reduction would carry over on the final NNs results.

The recent advancements in ML algorithms have led to developing Deep Learning (DL) algorithms, in which the machine can learn by using only raw data [11]. DL algorithms (e.g. Convolutional Neural Networks -CNNNs-) have the potential to avoid the drawbacks of traditional NNs.

For instance, modal parameter identification techniques, with their limitations and constraints on the FE model updating process, can be bypassed by utilizing raw acceleration data. As a result, the advantages of the learning process of NNs are maintained and the drawback of utilizing hand-crafted features is overcome.
1D CNNs have already been implemented successfully in vibration-based applications in civil, mechanical and aerospace engineering [12–15]. 1D CNNs can learn from vibration data arranged in the form of a vector, which is convenient for one-point response data, or a matrix, which is convenient for multi-point response data. Abdeljaber et al. [15] used the vector form to identify and locate structural damage at the joints of a laboratory steel grandstand-like frame by using 1D CNNs and acceleration data. The results of this study show that the 1D CNNs have the ability to detect damage at several structural conditions with high accuracy even though these structural conditions were not included in the training data. The limitation of this study is that the number of the structural conditions for training the 1D CNNs should equal the number of the considered joints as well as that the structural condition which represents the undamaged structure needs to exist. To overcome this limitation, Abdeljaber et al. [14] used only two structural conditions, namely, undamaged and severely damaged to assess the overall structural condition of a benchmark structure (four-story, braced steel structure). Different structural conditions, which simulate different level of overall damage, were used to evaluate the algorithm. In their study, a good estimation of the overall structural condition was reported. On the other hand, Zhang et al. [16] used a matrix of acceleration time histories as input data to detect structural damage. The method was validated on three different structures, including an in-service steel girder bridge. In their study, the structural damage was simulated by adding a mass to the structures. Several structural conditions were simulated by changing the position of this mass. The multi-points acceleration responses of each structural condition were used as training and validating data. The latter data was used to evaluate the accuracy of the 1D CNNs performance. The results show a high accuracy (97.2% - 99.5%) in detecting and locating the structural damage.

Inspired by the aforementioned achievements of the 1D CNNs in classification of structural conditions, this paper is aiming to validate the efficiency of 1D CNNs in estimating FE model parameters. A simple numerical cantilever beam model was adopted and different levels of artificial damage were considered for it through the introduction of a non-rigid rotational support. The beam was dynamically loaded for producing synthetic acceleration data. The, multi-point acceleration responses, were formed into an input matrix to estimate the parametrically varying rotational stiffness of the cantilever beam. By this approach, the FE model updating process can be performed simultaneously with detecting and evaluating structural damage.

The paper is organised as follows. The background of 1D CNNs is first reviewed. Then, the proposed method of the FE model updating technique is presented, including reference to previous relevant studies. The performance of the algorithm is then analysed as a function of the number of training data cases, and the acceleration signal duration. Finally, the trained 1D CNNs is tested to validate the proposed methodology.

2 OVERVIEW OF 1D CONVOLUTIONAL NEURAL NETWORKS (1D CNNS)

CNNs used in this study consist of two stages; the feature extractor stage and the fully connected layer stage [17] as illustrated in Figure 1.
Extracting features is achieved by stacking and alternating convolutional layers and pooling layers. Figure 1 shows only one convolutional layer and pooling layer for illustration purposes. In the convolutional layer, the input data are convolved by learnable filters and activation functions to generate feature maps. It is worth noting that the activation function is used to introduce nonlinearity to the algorithm, which in turn improves the algorithm learning from complex structural data. There are different types of activation functions such as Rectified Linear Unit (ReLU), sigmoid and linear activation function [18]. As a side effect of generating feature maps, the dimension of data is increasing as shown in Figure 1, where each learnable filter generates a feature map. To reduce the data dimension, pooling layers are used. The pooling layers use a pooling function to operate. The most common pooling function is “max pooling”, which convolves over the feature map to select the maximum value of the covered portion. An added benefit of the max pooling function is that it performs a denoising role [19].

In the second stage of CNNs, fully connected layers perform regression based on the extracted features in the first stage. The fully connected layers are the traditional NNs. After the second stage, the prediction error is estimated by a loss function such as the Mean Square Error (MSE). To reduce the error, an optimization function (e.g. Adam as in [20]) is used to update the learnable parameters of the filters in the first stage. In the following section, the FE model updating approach using 1D CNNs is introduced besides related studies which include FE model updating applications using NNs in order to draw similarities for the proposed technique.
output vector, the input vectors can be numerically simulated to form the training pairs which would later be prepared for training the 1D CNNs.

Various techniques of preparing training pairs are typically used to improve the algorithm performance, such as data normalisation, data augmentation, padding, shuffling, and the mini-batch technique. Normalising training pairs allows to overcome the drawback of larger values dominating over smaller ones on the algorithm performance [22]. In the Avci et al. [23] study, the acceleration signals of the input vector were normalised in the intuitive range of (-1,1). Because their study was considering damage identification, the output vector was containing only two values, 0 and 1 for the damaged and undamaged cases, respectively. This (0,1) range was used also by Lu and Tu [21] for the output vector in their study of FE model updating using NNs.

Another technique is data augmentation which is often used to increase the number of training pairs when there is limited data [24]. For example, window slicing, which is a data augmentation technique, was introduced for time series in [25]. In this technique, the original time series data is sliced to several segments. Avci et al. [23] applied window slicing in civil engineering application. They sliced the available acceleration signals to several vectors. In this way, each training pair was divided into several training pairs. In the same manner, several acceleration signals, which form a matrix, can be divided into submatrices.

On an adverse note, the introduction of the submatrices leads to compromising the feature extraction process around the border of each submatrix. Namely, the data of the first and the last rows of these submatrices would be scanned only once by the learnable filters. To tackle this issue, the submatrices can be upsized by adding zeros around the borders (padding [26]). In this way, the first and the last rows are covered more than once by the learnable filters.

In addition to the aforementioned techniques, the shuffling of the training pairs is crucial to avoid any bias in the learning process of the algorithm. Finally, updating the learnable parameters after each mini-batch (i.e. portions of the training pairs), instead of one batch (i.e. all the training pairs), can improve the 1D CNN performance and reduce the computational cost. The algorithm requires several passes of all the mini-batches to improve, where each pass is called epoch [11, 27].

For the stage of training and validating the algorithm performance, part of the training pairs (hereafter called validating pairs) are not included in the training process. The validating pairs are utilized to validate the algorithm performance throughout the training process. The validating process is achieved by using a loss function (e.g. MSE). The algorithm can be considered as well-trained when it produces an acceptable error on training pairs as well as validating pairs. Once the algorithm is well-trained, it can be fed the measured structural response of the actual structure to estimate the FE model parameters. These values of the FE model parameters are not necessarily included in the training and validating pairs owing to the regression operation of the 1D CNNs.

Some parameters of 1D CNNs can be adjusted by the user to improve the algorithm performance; such can be the number of the convolutional and pooling layers, the size and number of the learnable filters, the type of activation functions, and the optimization function. The adjusting process of these parameters is called hyperparameter tuning [27]. The manual approach of hyperparameter tuning was adopted by many researchers in mechanical and civil engineering [14, 15, 24, 28]. In this approach, some “rules of thumb” or expert judgment is required. For example, using smaller size learnable filters in multiple convolutional layers would be better than larger size learnable filters in a single convolutional layer. Also, the number of the learnable filters in the first convolutional layers should be more than their number in the last convolutional layers. The ReLU activation function is recommended to be used in the convolutional
layers, while the linear activation function is suitable for regression output layer. Also, the MSE is suggested as a loss function for the regression task of the algorithm [27].

4 NUMERICAL EXAMPLE

A simple numerical example is used in this section for illustrating the implementation of 1D CNNs in FE model updating. The numerical example is a 3D FE model of an I-section cantilever beam which was simulated using shell elements in Abaqus [29]. The cantilever beam is made up of steel with density 7850kg/m$^3$, Young’s modulus 210GPa, and Poisson’s ratio 0.3. It has a cross section area cover of 100×100mm, with flange and web thickness of 8mm and 6mm, respectively. The cantilever length is selected as 2.5m so that any shear contributions in the output deflection can be minimised and analytical validation of the FE model can be performed by using standard Euler-Bernoulli beam theory [30], [31].

4.1 Validation of FE model

In this section, the static and dynamic behaviour of the model was validated before pursuing any FE model updating. First, the analytical value of the maximum deflection of the cantilever was calculated. For a static vertical point load of 2kN, applied at the cantilever free end, the corresponding analytical deflection compares with the numerical deflection as shown in Table 1. In a follow-up step, the natural frequencies of the first four modes were calculated analytically and were compared to their numerical counterpart, as shown in Table 2. Results show that both the static and dynamic behaviour of the FE model is in good agreement with the theoretical expectations. It should be noted that although the error in the 2nd bending mode is higher than the error in the other modes, it is not considered significant.

| Table 1: Comparison of the numerical and analytical solution of the cantilever tip deflection. |
|-----------------------------------------------|---------------|---------------|
| Numerical solution | Analytical solution | Error % |
| Vertical displacement | 13.55mm | 13.44mm | 0.8 |

<table>
<thead>
<tr>
<th>Natural frequency (Hz)</th>
<th>Mode type</th>
<th>Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerical solution</td>
<td>Analytical solution</td>
<td></td>
</tr>
<tr>
<td>11.642</td>
<td>11.663</td>
<td>1st lateral</td>
</tr>
<tr>
<td>19.265</td>
<td>19.393</td>
<td>1st bending</td>
</tr>
<tr>
<td>36.441</td>
<td>-</td>
<td>1st torsional</td>
</tr>
<tr>
<td>72.433</td>
<td>73.096</td>
<td>2nd lateral</td>
</tr>
<tr>
<td>115.63</td>
<td>121.540</td>
<td>2nd bending</td>
</tr>
</tbody>
</table>

After validating the cantilever FE model, different states of the in-plane rotational boundary condition, considered equivalent to damage, were simulated and studied by using different values for the in-plane rotational spring stiffness. It is to be noted that the cantilever mechanism of carrying the main load is having a primarily bending behaviour [32]. The value of the rotational spring (10$^{13}$ N.mm/rad) was selected as the case where the frequency of the 1st bending mode of the rotational spring-supported beam is matching the corresponding frequency of the fixed cantilever beam. For this task, the 1st bending mode is selected since the in-plane rotational spring stiffness is not expected to couple considerably with the lateral modes.
4.2 Generating training pairs and training the 1D CNNs

Specifying the training pairs means specifying both the output and input vectors. The output vectors consist of different values of rotational spring stiffness to simulate different states of the support. To illustrate, a 10% reduction on the initial stiffness value is considered accounting for a nominal 10% damage at the support. The input vectors consist of vertical acceleration responses at four equidistant locations as shown in Figure 2. For the dynamic excitation of the cantilever beam, a vertical monoharmonic force of 100N amplitude and 10Hz frequency was applied at the free end of the cantilever from zero initial conditions; acceleration response signals were sampled at 200Hz. The four acceleration signals are forming a matrix with four columns, for each rotational spring case.

![Figure 2: (a) Locations of acceleration response measurements on the spring-supported cantilever beam (not to scale), (b) beam’s cross section, and (c) location of monoharmonic force.](image)

Subsequently, the training pairs were prepared to improve the algorithm performance by data normalisation, data augmentation, and padding techniques. First, each input matrix of the training pairs was normalised in a range of (-1,1), while the output vector was normalised in a range of (0,1). Secondly, a data augmentation technique was adopted by dividing the matrices, after each 20 time steps, forming 1000 submatrices. Finally, the padding technique was applied to each submatrix. 10% of the prepared training pairs were used as validating pairs.

Thereafter, the 1D CNN was implemented using the Python library Keras [18]. The 1D CNN was developed in the cloud-based computing service provided by Google called Google Colaboratory (Colab) [33]. This cloud service provides a Graphics Processing Unit (GPU) which accelerates the training phase.

<table>
<thead>
<tr>
<th>No.</th>
<th>Layer type</th>
<th>Filter size</th>
<th>No. filter</th>
<th>Activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Input layer</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>Convolution</td>
<td>3</td>
<td>32</td>
<td>ReLU</td>
</tr>
<tr>
<td>3</td>
<td>Max pooling</td>
<td>2</td>
<td>32</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Convolution</td>
<td>3</td>
<td>64</td>
<td>ReLU</td>
</tr>
<tr>
<td>5</td>
<td>Average pooling</td>
<td>2</td>
<td>64</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>Fully connected</td>
<td>-</td>
<td>32</td>
<td>ReLU</td>
</tr>
<tr>
<td>7</td>
<td>Fully connected</td>
<td>-</td>
<td>1</td>
<td>Linear</td>
</tr>
</tbody>
</table>

Table 3: Proposed 1D CNNs architecture
The error of the 1D CNNs was estimated by the MSE loss function, after feeding 64 submatrices (i.e. mini-batch size) a time. The MSE was reduced by the Adam optimisation method and the process was repeated for all mini-batches for 80 times (i.e. number of epochs). The algorithm architecture and parameters selected by trial and error are reported in Table 3.

Training the 1D CNN with more data would improve its performance. However, generating more data would increase the computational cost. To find a sufficient data size which yields a good performance of the algorithm, the influence of several data sizes on the algorithm’s performance were evaluated. The several data sizes were realised by increasing (1) the number of training pairs, and (2) the acceleration signal duration. It is worth noting that the learnable parameters of the filters have random initial values for improving the algorithm performance. As a consequence, the MSE of a 1D CNN simulation is not a unique value [34]. Inspired by the work of Lee et al. [34], the average MSE of ten simulations was considered for evaluation purposes as shown in Table 4.

Table 4: Example of averaging MSE of ten simulations of a 1D CNN.

<table>
<thead>
<tr>
<th>No.</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0015</td>
</tr>
<tr>
<td>2</td>
<td>0.00303</td>
</tr>
<tr>
<td>3</td>
<td>0.00206</td>
</tr>
<tr>
<td>4</td>
<td>0.00358</td>
</tr>
<tr>
<td>5</td>
<td>0.00133</td>
</tr>
<tr>
<td>6</td>
<td>0.00221</td>
</tr>
<tr>
<td>7</td>
<td>0.00372</td>
</tr>
<tr>
<td>8</td>
<td>0.00099</td>
</tr>
<tr>
<td>9</td>
<td>0.00396</td>
</tr>
<tr>
<td>10</td>
<td>0.00123</td>
</tr>
<tr>
<td>Average</td>
<td>0.00236</td>
</tr>
</tbody>
</table>

![Figure 3: The influence of number of training pairs on the MSE.](image1)

![Figure 4: The influence of acceleration signal duration on the MSE.](image2)
To evaluate the influence of the number of training pairs, the 1D CNN was trained by (1) five, (2) ten, and (3) fifteen training pairs which were selected randomly within a range of rotational stiffness between $10^{13}$ and $10^{11}$ N.mm/rad (i.e. simulating undamaged and 99% damaged support respectively). In the three cases of training pairs, the maximum and minimum spring stiffness values were included. Also, the length of the acceleration response signals were 100s. Figure 3 shows that the averaged MSE in the first case is almost triple its value in the second and third cases. Also, the averaged MSE of the third case differs only marginally from the second case. Therefore, the third case is adopted, as having reached convergence, and used hereafter in this study.

The influence of the acceleration signal duration on the algorithm performance was evaluated by focusing on four different signal durations: 25s, 50s, 75s, and 100s. Figure 4 shows that longer signal duration improves the algorithm performance, as intuitively expected. It can be noticed that the difference of averaged MSE between the 25s and the 50s cases is larger than the difference between the 75s and the 100s cases. Therefore, the adopted acceleration signal duration in this study was selected as 100s.

### 4.3 Testing the CNN performance

After comparing the averaged MSEs for evaluation purposes, the trained 1D CNNs with the lowest MSE (0.00099) was selected for this section. Throughout the training and validating process, the MSE was calculated after each epoch as shown in Figure 5. The same figure shows good convergence between the MSE of both training and validating pairs, which means that the algorithm is categorized as a “well-trained” one.

![Figure 5: Training performance in term of MSE.](image)

Then, four new cases of rotational spring stiffness (Table 5), which are within the range of stiffnesses that were used in the training pairs, were considered to test the efficiency of the 1D CNNs within an FE model updating approach. These four cases were used to generate four testing pairs. The selection of these testing pairs was done to study the effects of the availability of training pairs around each test pair. To illustrate, the number of training pairs around the first and the fourth testing pairs are more than the second and the third testing pairs.
Table 5: Rotational spring stiffness and corresponding damage for generating testing pairs.

<table>
<thead>
<tr>
<th>No.</th>
<th>Spring stiffness (N.mm/rad)</th>
<th>Damage %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9×10^{12}</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>7×10^{12}</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>6×10^{12}</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>4×10^{12}</td>
<td>60</td>
</tr>
</tbody>
</table>

As mentioned earlier, the input matrix of each pair was divided into 1000 submatrices. In this way, the algorithm is producing 1000 estimations for each testing pair. Table 6 shows an example of some estimations of the algorithm in the case of the first testing pair (i.e. 9×10^{12} N.mm/rad). Subsequently, the estimations were averaged to represent the final selected spring stiffness. The remaining testing pairs were fed to the algorithm one at a time to have 1000 estimations at each time. Table 7 shows the averaged estimations of the four testing pairs compared with the actual spring stiffnesses. It is shown that the errors of the 1D CNN estimations are between -0.4% and 5.1%. From the results, it is clear that the more training pairs around and the testing pair (e.g. the second and the third cases), the higher accuracy can be achieved. The results show that the 1D CNN, in the presence of sufficient data, can not only evaluate the level of damage, but also estimate the value of associated FE model parameters.

Table 6: Example of the 1D CNNs estimations for 9×10^{12} N.mm/rad spring stiffness.

<table>
<thead>
<tr>
<th>Spring stiffness (N.mm/rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.052×10^{12}</td>
</tr>
<tr>
<td>8.25×10^{12}</td>
</tr>
<tr>
<td>9.038×10^{12}</td>
</tr>
<tr>
<td>..</td>
</tr>
<tr>
<td>8.036×10^{12}</td>
</tr>
<tr>
<td>9.057×10^{12}</td>
</tr>
</tbody>
</table>

Table 7: The accuracy of the 1D CNNs estimations for four cases of spring stiffness.

<table>
<thead>
<tr>
<th>Spring stiffness (N.mm/rad)</th>
<th>Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>Estimated</td>
</tr>
<tr>
<td>9×10^{12}</td>
<td>8.92×10^{12}</td>
</tr>
<tr>
<td>7×10^{12}</td>
<td>7.36×10^{12}</td>
</tr>
<tr>
<td>6×10^{12}</td>
<td>6.15×10^{12}</td>
</tr>
<tr>
<td>4×10^{12}</td>
<td>3.98×10^{12}</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

In this paper, a 1D CNN was implemented for estimating FE model parameters. A numerical example of a 3D cantilever beam was used to validate the efficiency of the algorithm. The 1D CNN was trained to estimate a parametrically varying rotational base spring stiffness, which represented damaged states of the originally rigid support; for input acceleration data from a small number of points was used. The performance of the 1D CNN was evaluated as a function of the number of training pairs, and their actual length/size.

Results show that the benefit of increasing the training data size is significant for the algorithm performance. However, this benefit, generally, is decreasing with progressively increasing data sizes. For the application in hand, the sufficient training data size consists of fifteen training pairs and 100s duration of the acceleration signals.

The well-trained 1D CNNs, having a 0.00099 MSE, was used to estimate different rotational spring stiffness values, = not included within the training pairs. The results prove that the algorithm is capable of estimating the FE model parameter within an error band of -0.4% to 5.1%. The results also indicate that the 1D CNNs can be used in FE model updating with little modification of their more widespread equivalent damage detection version.
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Abstract. This paper presents a dynamic analysis of a single-storey frame composed by one beam and two columns in order to compare the modal analysis results of a full-continuous analytical formulation, based on the Euler-Bernoulli model, to different simplified discrete models. The four models analyzed, through Maplesoft 2015.1, are: shear frame model, concentrated mass model, and consistent mass model, which are discrete models, and a full-continuous analytical formulation based on the Euler-Bernoulli model. Historically, simple discrete models, such as the shear building model, have been used rather than continuous analytical formulations due to their simplicity and good accuracy in many practical situations. Nevertheless, geometric characteristics of current structures have changed and, consequently, their dynamic behaviour tends to depart from those ideal for many simplified discrete models. The results obtained illustrated the effect of the element’s slenderness and the model type on the first natural frequency obtained with the four different models. The slenderness of 50 represented a benchmark for result analysis, with the concentrated and consistent mass models presenting frequencies similar to the Euler-Bernoulli model when the column slenderness was higher than 50 and the beam slenderness was lesser than 50. Also, the analysis of the first mode shape suggested that this property is not highly influenced by the model type.
1 INTRODUCTION

Response analysis of structures subjected to dynamic loading, such as earthquakes, winds, waves, rotating machines, and vehicle traffic depends, first of all, on carrying out the modal analysis of the structure [1]. The modal analysis is performed considering only physical and geometric characteristics of the structure, from which it is possible to calculate natural frequencies and mode shapes. Natural frequencies of structure represent physically the number of cycles that each simple harmonic motion of its respective mode shape performs per second [2].

Before carrying out the modal analysis, it is necessary to discretize the structure in a reasonable amount of degrees of freedom for a preliminary assessment. From the results obtained, additional degrees of freedom may be necessary for more detailed investigations on the dynamic behaviour of the structure [3].

The precision and convergence of the results directly depend on how discretized the structure is, that is, they depend on the amount of degrees of freedom that the structural model has. However, there are many structures that can be represented only by its first natural frequencies and mode shape without impairing the accuracy of the results. In this way, the amount of degrees of freedom can be considerably reduced [2].

A full continuous model, including an infinite amount of degrees of freedom, should be used for the best possible accuracy [4]. But sometimes it is not common to use such analysis due to the high complexity equations that arise in this mathematical model [5].

Even when modelling a simple three-bar frame structure, the dynamic analysis turns into a time consuming and error prone algebraic exercise. But due to advances in computational software based on symbolic calculations, such problems can now be easily handled by computers. This turns to be very appropriate, since, in the last instance, the algebraic problem of the dynamic analysis of structures, as continuous systems, is translated in a single transcendental equation, which has only closed form solutions for very simple cases [6]. Usually, a numerical procedure, with the aid of graphical analysis, is then employed to solve this transcendental equation and, finally, the whole dynamic problem, providing the natural frequencies and mode shapes.

A couple of literatures and researches contributed to the development of natural frequencies of some types of structures. Blevins [7] presents tables and formulas for the determination of the natural frequencies and mode shapes, taking into account the effects of bending, shear, torsion and axial forces in beams modelled as continuous systems.

Clough and Penzien [8], Humar [9], and Craig and Kurdila [10] show examples of continuous system analysis of a cantilever beam coupled to a concentrated mass at its free end. Similarly, Clough and Penzien [8] present boundaries conditions, compatibility equations and equilibrium equations of a plane frame continuous model composed by one column and one beam. However, in these literatures, only the algebraic equations obtained from the boundary and equilibrium conditions are presented, without performing any further mathematical development.

Bomtempo [11] and Bomtempo and Pedroso [12] carried out studies regarding the dynamic behaviour of continuous and discrete models of an offshore structure. These models consisted of a cantilever beam coupled to the concentrated mass and mass moment of inertia in order to evaluate the effects of a deck in relation to a monoleg offshore platform.

Vu et al. [13] and Seibel and Copetti [14] developed dynamic analysis under free and forced vibrations of double-beam system. The two beams are connected through spring and damper taking into account different types of loadings and boundary conditions. From Euler-Bernoulli dynamic equation, the natural frequencies were calculated.
Morelato [15], Maiz et al. [16], Migoto [17] and Roncevic et al. [18] performed analytical solutions for natural frequencies and mode shapes of Euler-Bernoulli beams with non classical boundary conditions, for example, translational and rotational spring, inertial and attached mass, and damper.

Koplow et al. [19], Jaworski and Dowell [20], Lu et al. [21], Giunta and Cicirello [22] and Yu et al. [23] presented closed form solutions for dynamic response for one and multiple stepped beams when there is change of material or cross section shape. The analytical solutions were compared with experimental and finite element numerical results for different boundary conditions.

Tsai [24] used the dynamic stiffness method with the intention to perform a dynamic analysis of a plane frame taking into account the effects of mass distribution in the beam elements. The Wittrick–Williams algorithm was used to identify the natural frequencies.

Failla [25] performed an exact vibration analysis of one and two storey plane frame considering generalised parameters of discrete multi-mass-multi-spring subsystems and elastic rotational joints.

To the best of knowledge of the authors, no work has presented a study about direct comparison between simplified discrete techniques and full continuous formulation based on Euler-Bernoulli theory.

In this sense, this work has the objective to compare the modal analysis results, natural frequencies and mode shapes, obtained from a set of simplified discrete models, such as shear frame, concentrated mass, and consistent mass, to those obtained from a full-continuous analytical model based on Euler Bernoulli theory.

In this sense, this work has the objective to compare the modal analysis results, natural frequencies and mode shapes, obtained from a set of simplified discrete models, such as shear frame, concentrated mass, and consistent mass, to those obtained from a full-continuous analytical model based on Euler Bernoulli theory. A one-storey plane frame is used in the study for the sake of brevity, but the formulations presented here can be easily extended to more complex frame structures. The influence of relevant design parameters, such as beam and columns slenderness, over the fundamental frequency of each analysis model is evaluated and discussed.

In all the results only the fundamental vibration mode was considered, since the shear frame model has only one degree of freedom.

2 MATHEMATICAL FORMULATIONS

In this chapter, mathematical formulations for the case of one-storey building for the four models studied in this work are presented, based on some literatures [6, 8]. The usual simplification of considering only flexure stiffness in the analysis of frame elements is employed. In the formulations, the sub-indexes $h$ and $v$ identify horizontal and vertical elements, respectively. The $K$, $I$, $M$, $L$, $\rho$, and $\omega$ symbols represent, respectively, the stiffness coefficient, moment of inertia, mass, length of each frame element, mass distributed per unit length and frequency.

2.1 Shear frame model

Figure 1 shows the shear frame model for one-storey building which represents the structure in a single degree of freedom with some unique characteristics.
The horizontal elements are considered perfectly rigid, contributing only in terms of added mass. Due to its high stiffness, the horizontal element restrains any rotational degrees of freedom in the nodes to which it is connected, allowing only translational movements. The flexibility of the structure is produced just by the vertical elements, whose stiffness coefficients are the well-known flexural stiffness coefficients of bar elements obtained by using the Principle of Virtual Work [26].

The mass of vertical elements is disregarded as insignificant compared to the total mass of structure. This model tends to yield to better results when the horizontal elements have a high flexural stiffness when compared to the vertical elements, such as a slab-beam floor system supported by long columns.

The stiffness and mass matrix degenerate to scalar values, allowing the direct computation of the natural frequency as:

$$
K = 2 \left( \frac{12EI}{L_n^3} \right) \\
M = \rho_n L_n \\
\omega = \sqrt{\frac{K}{M}} = \sqrt{\frac{24EI}{\rho_n L_n L_n^3}}
$$

2.2 Concentrated mass model

The concentrated, or lumped, mass model extends the shear frame model in two aspects: (i) it considers the flexibility of horizontal element; and (ii) considers the mass of vertical elements. In the case of one-storey frame, two extra degrees of freedom are added to the discrete model which corresponds to the rotation of the nodes.

The masses are still considered concentrated at the nodes of frame, being the mass of vertical and horizontal elements lumped all together in the nodes. The distribution of masses of an element into its nodes is proportional to the relative distance between two consecutive nodes. This model, however, does not include the rotational inertia originated by the lumped masses in the nodes, disregarding its magnitude when compared to the translational inertia.

The concentrated mass model for one-storey frame is illustrated in Figure 2, with all the relevant parameters indicated. Structures with horizontal and vertical elements of similar stiffness tend to be well represented by this model.
As shown above, the one-storey frame model is represented by three degrees of freedom: one related to the translational movement in the horizontal direction, and two rotations related to each of the free nodes of the structure. The stiffness and mass matrixes are, therefore, of 3x3 dimension, and are written as:

\[
M = \begin{bmatrix}
\rho_v \cdot L_v + \rho_h \cdot L_h & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]  \hspace{1cm} (2)

\[
K = \begin{bmatrix}
\frac{24 \cdot E \cdot I_v}{L_v^3} & \frac{6 \cdot E \cdot I_v}{L_v^2} & \frac{6 \cdot E \cdot I_v}{L_v} \\
\frac{6 \cdot E \cdot I_v}{L_v} & \frac{4 \cdot E \cdot I_v}{L_v^2} + \frac{4 \cdot E \cdot I_h}{L_h} & \frac{2 \cdot E \cdot I_h}{L_h} \\
\frac{6 \cdot E \cdot I_v}{L_v^2} & \frac{2 \cdot E \cdot I_h}{L_h} & \frac{4 \cdot E \cdot I_v}{L_v} + \frac{4 \cdot E \cdot I_h}{L_h}
\end{bmatrix}
\]  \hspace{1cm} (3)

The determination of natural frequencies requires the solution of the dynamic equilibrium equation, which ultimately leads, for the case of undamped free vibration, to the following equation:

\[\text{det}\left[-\omega^2 \cdot M + K\right] = 0\]  \hspace{1cm} (4)

By solving the previous equation, three roots for the natural frequencies $\omega$, given in rad/s, can be found. They are related to the three vibration modes allowed by the three degrees of freedom present in the discrete model.

### 2.3 Consistent mass model

The consistent mass model further develops the concentrated mass model by considering the mass as a distributed parameter in the structure, not only as mere lumped masses in the nodes. This can be achieved by using the Principle of Virtual Work. This model is fitted for structures in which the mass is an important factor in the dynamic behaviour and may not be correctly represented by the concentrated mass model. Figure 3 illustrates the consistent mass model, for the case in which each element has a homogeneously distributed mass represented by its mass distributed per unit length $\rho$. 

![Figure 2: Concentrated mass model.](image-url)
Since the only change in relation to the concentrated mass model is the consideration of distributed mass along the elements, no changes in the stiffness matrix presented on Equation 3 is introduced. By considering mass as distributed along the elements, effects of rotational inertia are added in the model and the mass matrix becomes dense, which becomes:

\[
\begin{bmatrix}
\frac{26}{35} \rho_v \cdot L_v + \rho_h \cdot L_h & \frac{11}{210} \rho_v \cdot L_v^2 & \frac{11}{210} \rho_v \cdot L_h^2 \\
\frac{11}{210} \rho_v \cdot L_v^2 & \frac{\rho_v \cdot L_v^3}{105} + \frac{\rho_h \cdot L_h^3}{105} & -\frac{\rho_h \cdot L_h^3}{140} \\
\frac{11}{210} \rho_v \cdot L_v^2 & -\frac{\rho_h \cdot L_h^3}{140} & \frac{\rho_v \cdot L_v^3}{105} + \frac{\rho_h \cdot L_h^3}{105}
\end{bmatrix}
\]

(5)

The solution of natural frequencies by this model is of the same type given in Equation 4, and the three roots found correspond to the natural frequencies associated to each mode shape allowed by the degrees of freedom.

The consistent mass model can usually be employed in finite element schemes, and has the following advantages: greater precision and faster convergence with increasing number discretized elements; potential energy and kinetic energy are evaluated in a consistent manner and, because of this, it is possible to determine how the computed values of natural frequencies relate to the exact values [2].

The accuracy of the results obtained through the consistent mass matrix is only slightly better than the results of the concentrated mass matrix, since the inertial forces associated with the rotation of the nodes are not generally significant in many problems of structural engineering. Because of this, the concentrated mass matrix is still widely used [2]. On the other hand, Rao [26] questions that it is not obvious which of the two methods presents more accurate results for the response of the structure, since one method can present more satisfactory results than the other depending on the dynamic problem and the discretization of elements.

2.4 Full-continuous Euler-Bernoulli model

A full-continuous model for the dynamic equilibrium of a one-storey frame under free vibration can be constructed by applying the following partial differential equation (PDE) to each element \( i \), properly considering the continuity of the frame in the boundary conditions:

\[
EI \cdot \frac{\partial^4 u_i(x_i,t)}{\partial x_i^4} + \rho_i \cdot \frac{\partial^2 u_i(x_i,t)}{\partial t^2} = 0
\]

(6)
Considering this is a PDE involving two variables, \( x \) and \( t \), a way to solve the problem is using the Separation of Variables for each element \( i \), which is given by:

\[
    u_i(x, t) = X_i(x)T(t) \tag{7}
\]

Substituting Equation 7 into Equation 8, and isolating each variable in a equation side, one arrives at the equation below, which holds only if each side is equal to the same constant denoted by \( \beta_i^4 \):

\[
    \frac{X_i''(x_i)}{X_i(x_i)} = -\frac{\rho_i}{EI_i} \frac{T}{t} = \beta_i^4 \tag{8}
\]

This allows to separate the PDE into two ordinary differential equations (ODE) as shown:

\[
\begin{align*}
    X_i''(x_i) - \beta_i^4 X_i(x_i) &= 0 \\
    \bar{T}(t) + \frac{EI_i}{\rho_i} \beta_i^4 T(t) &= 0
\end{align*} \tag{9}
\]

The solution of these two ODE is given by:

\[
    T(t) = A \cos(\omega t) + B \sin(\omega t) \\
    X_i(x_i) = A \cos(\beta_i x_i) + B \sin(\beta_i x_i) + C \cosh(\beta_i x_i) + D \sinh(\beta_i x_i) \tag{10}
\]

By inspection of the first equations from both Equation 9 and 10, it can be obtained the relation between the frequency \( \omega \) and the parameter \( \beta_i \) defined for each element, as given by:

\[
    \omega = \beta_i^2 \sqrt{\frac{EI_i}{\rho_i}} \tag{11}
\]

The boundary equations and compatibility equation for each element are indicated in Figure 4, which also presents the local coordinate system for each element and their identification, as considered in the computations performed in this work.

In the Figure 4, the boundary conditions are presented by the first, second, third, sixth, ninth and tenth equation. The fourth and seventh equation are the compatibility equations for bending moments at nodes and the fifth and eighth equation are the compatibility equations for rotation at nodes.
By applying these boundary conditions to the second equation of Equation 10, considering the appropriate elements, one obtains a set of 10 equations given by:

\[
\begin{align*}
A_1 + C_1 &= 0 \\
B_1 + D_1 &= 0 \\
A_1 + C_1 &= 0 \\
I_x \beta_2 (-A_1 \cos \beta L_x - B_1 \sin \beta L_x + C_1 \cosh \beta L_x + D_1 \sinh \beta L_x) + I_y \beta_2 (-A_1 - C_1) &= 0 \\
\beta_1 (-A_1 \sin \beta L_x + B_1 \cos \beta L_x + C_1 \sinh \beta L_x + D_1 \cosh \beta L_x) - \beta_2 (B_1 + D_1) &= 0 \\
A_2 \cos \beta L_x + B_2 \sin \beta L_x + C_2 \cosh \beta L_x + D_2 \sinh \beta L_x &= 0 \\
I_x \beta_2 (-A_2 \cos \beta L_x - B_2 \sin \beta L_x + C_2 \cosh \beta L_x + D_2 \sinh \beta L_x) + I_y \beta_2 (-A_2 - C_2) &= 0 \\
\beta_1 (-A_2 \sin \beta L_x + B_2 \cos \beta L_x + C_2 \sinh \beta L_x + D_2 \cosh \beta L_x) - \beta_2 (B_2 + D_2) &= 0 \\
A_3 + C_3 &= 0 \\
B_3 + D_3 &= 0
\end{align*}
\]

(12)

Also, it can be defined two dynamic equilibrium equations, which model the continuity of the frame and the interaction between each connected element, being given by:

\[
\begin{align*}
EI_x X^{(iii)}_1 (L_x) &= \frac{P_L}{2} \cdot L_x \cdot \omega^2 \cdot X_1 (L_x) \\
EI_x X^{(iii)}_3 (L_x) &= \frac{P_L}{2} \cdot L_x \cdot \omega^2 \cdot X_3 (L_x)
\end{align*}
\]

(13)

By substituting the second equation of Equation 10, these last two expressions become:

\[
\begin{align*}
EI_x \beta_1 (A_1 \sin \beta L_x - B_1 \cos \beta L_x + C_1 \sinh \beta L_x + D_1 \cosh \beta L_x) + \frac{P_L}{2} \cdot \omega^2 (A_1 \cos \beta L_x - B_1 \sin \beta L_x + C_1 \cosh \beta L_x + D_1 \sinh \beta L_x) &= 0 \\
EI_x \beta_1 (A_2 \sin \beta L_x - B_2 \cos \beta L_x + C_2 \sinh \beta L_x + D_2 \cosh \beta L_x) + \frac{P_L}{2} \cdot \omega^2 (A_2 \cos \beta L_x - B_2 \sin \beta L_x + C_2 \cosh \beta L_x + D_2 \sinh \beta L_x) &= 0
\end{align*}
\]

(14)

Substituting the Equation 11 in the set of equation given by Equations 12 and 14, one ends up with 12 equations involving 13 variables to be determinate: four variables \(A_i, B_i, C_i\) and \(D_i\), for each of the three elements, and the \(\omega\) variable. Since this system of equations is homogeneous, the determinant of the coefficient matrix must be equal to zero in order to the system to have a non-trivial solution.

From this condition, one draws the characteristic polynomial and the transcendental equation, which is solved numerically. The roots found are the values related to the natural frequencies \(\omega\) of the system. From these values, the parameter \(\beta_i\) can be calculated through Equation 11, for each element and natural frequency. Setting \(A_1 = 1\), the other 11 constants are calculated and then the mode shape functions for beam and columns are obtained.

3 RESULTS AND DISCUSSIONS

A routine in the software Maplesoft 2015.1 was developed to obtain the fundamental frequencies and mode shapes of a one-storey frame under undamped free vibration modelled by shear frame, concentrated mass, consistent mass, and continuous Euler-Bernoulli models. The influence of the element slenderness on the results of each model was analysed, by varying separately the columns and beam slenderness by changing its length. The slenderness of an element is defined as:

\[
\lambda = \frac{L}{\sqrt{\frac{I}{A}}} = \frac{L}{\frac{b \cdot h^3}{12 \cdot (b \cdot h)}} = \frac{L}{h} \cdot \sqrt{12}
\]

(15)

In which \(L\) is the element length, \(I\) is the element’s cross-section moment of inertia in the axis under flexure, and \(A\) is the element’s cross-section area. For rectangular cross-sections,
such as those considered in this work, the above properties may be further simplified in terms of the cross-section height, $h$, and base, $b$, defined accordingly to the axis of flexure being considered.

In the analysis presented in this work, the other parameters of the structure are: elastic modulus = 30 [GPa]; mass distributed per unit length of beam = 250 [kg/m]; mass distributed per unit length of columns = 100 [kg/m]; columns with square cross-section of width 0.2 [m]; beam with rectangular cross-section of 0.5 [m] height per 0.2 [m] width. When not subjected to variation to produce different slenderness, the length of the beam and columns are, respectively, 5.0 [m] and 3.0 [m].

Furthermore, since the shear frame model provides a single vibration mode, because it has one degree of freedom, only the first mode will be considered in the modal analysis.

### 3.1 Fundamental frequency

In Figure 5, it is evaluated the first natural frequency results due to the variation of column slenderness. It can be noticed that the shear frame model best approximated the Euler-Bernoulli model as the column slenderness increased. The concentrated and the consistent mass models present remarkably similar results, with negligible small differences in relation to the Euler-Bernoulli model for slendernesses higher than 50. Overall, the simplified models present a stiffer behaviour, since in all slenderness tested they produced higher natural frequencies.

![Natural frequency estimation for various models: Influence of column slenderness by varying column length](image)

Figure 5: Influence of column slenderness on the first natural frequency, by varying column length

The Euler-Bernoulli model results diverge significantly from the other models for slendernesses lower than 50, indicating that this model still retains most of its flexible behaviour, in comparison to the other models, even when the one-storey frame has very bulk columns. It is
relevant to observe that for bulk elements the Euler-Bernoulli itself may be an inappropriate model since it disregards any flexibility related to the shear stiffness, which results in a much more stiffer model when compared to more realistic models, such as those drawn from Timoshenko Beam theory. For instance, the rule-of-thumb of $L/h = 10$ is usually employed to define a minimum aspect ratio that defines elements slender enough to be modeled with Euler-Bernoulli theory. In the context of the prismatic cross-sections used in this work, this rule-of-thumb corresponds to a slenderness of 34.64. In this way, the observation that for small column slenderness the Euler-Bernoulli model still provided the lowest natural frequencies, i.e. resulted in the most flexible model, while it is clearly already outside the scope of its proper use, is an indicative that the simplified models shall not be used if the columns are considerably bulk.

In Figure 6, it is evaluated the first natural frequency response due to the variation of beam slenderness. Generally speaking, the variation on beam slenderness affects the models’ results in a opposite trend when compared to variation of columns’ slenderness. In contrast to the previous result, now the shear frame model has better approximation to the Euler-Bernoulli model with the decrease of the element. The concentrated and the consistent mass model continue presenting remarkably similar results, but now better approximated Euler-Bernoulli model when the slenderness was small, with negligible differences for slendernesses lower than 50. Furthermore, from a slenderness equal or higher than 50, the Euler-Bernoulli model diverged significantly from the other models, presenting lower frequency values and thus a more flexible behaviour. Overall, as in the previous analysis, the simplified models still present a stiffer behaviour, since, for all slenderness tested, they continued to produce higher natural frequencies.

![Natural frequency estimation for various models: Influence of beam slenderness by varying beam length](image)

Figure 6: Influence of beam slenderness on the first natural frequency, by varying beam length.
The difference between the effects of beam slenderness and column slenderness on the natural frequencies may reside in the fact that, due to the differences in the adopted cross-section dimensions, to produce the same slenderness the beam length needed to be considerably larger than the column length. This may have led to a problem of poor discretization of elements, which showed in the beam slenderness analysis among the high slendernesses results. The simplified discrete models used in this work modeled each element as a single discrete element, which was probably insufficient to model the long beams produced on the beam slenderness analysis. The Euler model, however, properly retained its flexibility due to its continuous formulation.

For instance, considering the column and beam cross-section dimensions adopted, while a column length equal to 5.77 m leads to a column slenderness equal to 100, a beam length equal to 14.43 m is required to produce this same beam slenderness. Furthermore, while the column slenderness, which was the highest value analysed, was associated to a column length of 6.35 m, a beam slenderness equal to 45 was already associated to a longer beam length, of 6.50 m.

These examples illustrate that the divergence observed in the beam slenderness analysis for higher slenderness are related to the artificial stiffness of simplified discrete models with insufficient discretization. This problem with discrete models is, therefore, related to the discretization capability of the method used, and may be avoided if extended discrete methods, such as finite element or differences methods are employed.

Lastly, from Figures 5 and 6 it can be noticed that there is a slenderness range in both beam and column elements in with the discrete models can produce results close to the continuous model. In contrast, in some extreme cases, the models have no correlation and yield relevant discrepancy in natural frequency results.

### 3.2 Fundamental mode shape

In order to compare the mode shapes obtained with the different models, it was analysed a standard model with the properties described in the beginning of this section. Again, it is highlighted that only the first mode is considered, since the shear frame model only contains a single degree-of-freedom, which leads to a single mode.

Before discussing the following results, it is important to delve into the process undertook in this work of obtaining the mode shape with the continuous Euler-Bernoulli model by using a symbolic mathematics software such as Maplesoft 2015.1. As previously explained, when assembled the Euler-Bernoulli model leads to a system of trigonometric equations containing 12 equations and 13 variables, whose solution is obtained by invoking the requirement of a non-trivial solution which leads to the determinant of the coefficient’s matrix, i.e. the transcendental equation of the system, being equal to zero. The process of computing the determinant of such matrix, even if performed with a symbolic mathematics software, is computed with a numerical method and, therefore, is susceptible to numerical errors and instabilities.

Considering this, Figure 7 presents the results obtained when computing and plotting the coefficient’s matrix transcendental equation in terms of the natural frequency $\omega$, which is the 13th variable of the system. From this figure, it is possible to observe that the obtained transcendental equation presents two remarkably close roots, at around 45 rad/s and 48 rad/s. Such closely spaced modes are not expected in frame structures such as the one being considered, and the relatively small local minima between these two roots suggested that one of these modes might be a spurious mode originated by numerical errors.
In order to assess this possibility, the mode shapes associated to both roots were computed and compared. The results are presented in Figure 8, and the mode shapes were normalized in relation to the displacement at the top of the vertical columns.

As expected, one of the modes, i.e. the one associated to the first root, presented a non-real mode shape, with the columns displacing in opposite global directions. Such shape is not real, since the horizontal element is not supposed to undergo normal deformations, e.g. extension or reduction, with the structural model being considered. In this way, only modes with the columns displacing in the same global direction are related to real modes.

In this way, the Figure 8 presents the mode shapes obtained with the different models. For the concentrated and consistent models, a third-degree polynomial was assumed to interpolate the displacements between the nodes.
Apart from the shear frame model, which does not possess flexibility on the horizontal element, all the models present remarkably good coherence between each other. This suggests that the mode shape, at least for the first mode, is not greatly affected by using more complex models, such as the full-continuous Euler-Bernoulli model.

4 CONCLUSIONS

This work presented a comparison of fundamental frequency and mode shape of three simplified models (shear frame, concentrated mass, and consistent mass) in relation to continuous Euler-Bernoulli model for a one-storey framed structure under free vibration. The main conclusions are:

- Both the concentrated and consistent mass models presented remarkably similar results, with accurate results when compared with the continuous model, while shear building model presented the worst results;

- The slenderness of 50 represented a benchmark for evaluating the results from the different models. Concentrated and consistent mass models presented frequencies similar to those obtained from the Euler-Bernoulli model when the column slenderness was higher than 50 and the beam slenderness was lesser than 50;

- The comparison of mode shapes suggested that this property is not highly influenced by the model type.
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Abstract. In this contribution, we present the space-time formulations of a nonlinear quasistatic and a linear dissipative dynamic system using the proper generalized decomposition approach. Regarding the quasistatic problem, the equation of equilibrium is transformed into the space-time formulation. Regarding the linear dynamic problem, the set of equations of motion are transformed into one space-time equation, using a space-time formulation of the Newmark integration ansatz. In both cases, the space-time formulation is projected in two coupled space and time equations, which are solved by the fixed point algorithm. The results are compared to the conventional step-by-step algorithm regarding accuracy and efficiency. Solving the problem iteratively in terms of response enrichments, temporal and spatial proper generalized decomposition modes are identified and analyzed during convergence. It is shown that the set of spatial proper generalized decomposition modes of both the quasistatic and the dynamic problem are highly correlated as they can both be replaced by an uncorrelated significantly smaller orthonormal basis representation. In the quasistatic case, it is shown that the response after the first enrichment is purely elastic, while after the second enrichment plastic behavior can be detected. However, plasticity cannot be detected locally by investigation of the proper generalized decomposition modes, but by the uncorrelated orthonormal basis functions using the proper orthogonal decomposition. In the dynamic case, more than only one enrichment is required to evaluate the linear response history as the solution can be decomposed into a set of motion patterns. Nevertheless, the evaluated correlated spatial proper generalized decomposition modes differ significantly from the linear modes of vibration.
1 Introduction

High-dimensional and finely meshed models are ubiquitous in finite element applications and structural dynamics. They generally demand significant computational efforts, especially, if nonlinearities are involved. However, the latter are inevitable in order to obtain realistic structural response predictions. This, in turn, is essential for reliable decisions about the design of structures and infrastructures and, therefore, has a significant impact on industry and society.

Various computational strategies have been developed in structural dynamics in order to deal with the issue of high-dimensionality.

As a statistical pattern technique the proper orthogonal decomposition can be used to find the dominant motion patterns for the low-order description of nonlinear systems [1]. Here, the transformation into low-order subspaces depends on the set of proper orthogonal modes obtained from structural response pattern [2]. In particular, the applicability of the proper orthogonal decomposition to transient excitations depends mainly on the choice of the observation time period used for the calculations of the proper orthogonal modes [3]. If nonlinearities are not captured in those deformation patterns, they cannot be displayed in the low-order model. However, if the nonlinear response behavior is captured, a surprisingly small number of proper orthogonal modes is sufficient to accurately describe the dynamic response behavior [4, 5].

Another approach is to divide the structure into various substructures. The main goal is to provide low-order representations of the inside areas of the substructures while keeping the number of degrees of freedom of the boundaries unaltered. The Craig-Bampton method [6] and the dual Craig-Bampton method [7] provide powerful techniques in this regard. Although these two strategies are mainly applicable to linear systems, a hierarchical formulation of the Craig-Bampton method has been presented on vibro-impact problems with linear contact formulations [8, 9] and highly nonlinear contact laws [10]. Recently, also a combination of the proper orthogonal decomposition and substructure techniques has been proposed [11].

The proper generalized decomposition (PGD), however, provides a strategy that is neither restricted by the level or type of nonlinearity nor a-priori system identifications are required. This method has firstly been introduced by Ladevèze [12] and has then been applied in many fields such as chemistry [13], thermo-mechanics [14], fluid dynamics [15, 16], geophysics [17] and solid mechanics [18, 19]. Especially, in structural mechanics, first approaches have been proposed to use the proper generalized decomposition ansatz to solve elastoplastic and viscoplastic structures subjected to quasistatic loading [20, 21]. Shirafkan et al. physically interpreted the evolution of spacial and temporal functions, which they refer to as proper generalized decomposition modes, and analyzed these modes during convergence [22]. Furthermore, the Multi-field PGD has been applied to resolve the undamped elastodynamic model and the solution was interpreted by Time Discontinuous Galerkin and Multi-field time-continuous methods [23].

In this contribution, we will develop a new family of efficient and stable algorithms to evaluate the response of linear and nonlinear structures. In particular, we will propose space-time formulations, where we will avoid the step-by-step strategies of conventional time integration schemes and will show that the response is built iteratively in the whole time domain until convergence is achieved. In Section 2, we will develop the strategy in an elastoplastic quasistatic framework. Hereby, the conventional equations of equilibrium will be extended. In Section 3, we will extend this new obtained formulation to dissipative systems in structural dynamics introducing a space-time formulation of the Newmark method. The numerical results of both the quasistatic and dynamic approach will be presented in Section 4. Finally, in Section 5, the conclusion will be given.
2 Formulation of the space-time solution for a quasistatic nonlinear problem

In static equilibrium the terms of inertia are neglected and the external force $F(t)$ on the system is equal to the resulting internal force $F_{\text{int}}$:

$$F(t) - F_{\text{int}}(u) = 0 .$$

Here, $u$ denotes the unknown structural displacement. The equation is rewritten in the incremental form [24] as

$$K(u)\Delta u = F - F_{\text{int}}(u) ,$$

where $R(u)$ denotes the residual, $K(u)$ is the tangential stiffness matrix dependent on displacement and $\Delta u$ is the displacement increment. After discretization of the time domain into $n_t$ nodes $t_i (i = 0, \ldots, n_t)$, Equation (2) can be solved incrementally, where static equilibrium is found in a step-by-step manner, as shown in Figure 1a. In each time step an iterative solver, as e.g. the Newton-Raphson algorithm [24], presented in Figure 1b, must be applied.

![Figure 1: Conventional solution procedure; (a) step-by-step procedure in time; (b) Newton-Raphson iteration within each time step.](image)

In this contribution, we compute the unknowns simultaneously at each temporal node, which will be realized iteratively, as illustrated in Figure 2. Hereby, the quasistatic space-time approach draws on our recently published paper [22].

The solution is then defined by a summation of $M$ functionals, also called enrichments. The solution of a problem $f$ dependent on space and time, can then be written as

$$f(x, t) \approx \sum_{m=1}^{M} \chi^m(x)\theta^m(t) ,$$

where $\chi^m(x)$ is the spatial and $\theta^m(t)$ is the temporal function in the $m^{th}$ enrichment. Having defined the space-time solution ansatz, the incremental equation of equilibrium (2) must be
reformulated in a space–time framework. According to the spatial discretization of the structure, we define the displacement matrix in each enrichment step in matrix form:

$$u(x, t) = [u(t_0), \ldots, u(t_{nt})].$$

(4)

Equivalently, the time-dependent internal and external force are expressed as:

$$F_{\text{int}}(u) = [F_{\text{int}}(t_0), \ldots, F_{\text{int}}(t_{nt})],$$

$$F(t) = [F(t_0), \ldots, F(t_{nt})].$$

The residual matrix is then evaluated by

$$R(u, t) = F - F_{\text{int}}.$$ The space–time residual is decomposed into a sum of dyadic products of uncorrelated space and time vectors. Therefore, the singular value decomposition (cf. [4]) is applied:

$$R(x, t) = R_x S R_t^T \approx \sum_{j=1}^{n_{tr}} s^j R_x^j \otimes R_t^j$$

(6)

In this Equation, $R_x^j$ are the left singular vectors extracted from the $n_x \times n_x$ matrix $R_x$, and $R_t^j$ are the right singular vectors extracted from the $n_t \times n_t$ matrix $R_t$. The matrix $S$ is a $n_x \times n_t$ rectangular diagonal matrix with the singular values $s^j$ in descending order. Each value $s^j$ defines the level of contribution of the $j$th singular vector pair to the total energy of the space–time residual. Although all singular values must be considered to achieve an exact decomposition, in general, only a small number is necessary for an approximation with sufficiently high accuracy. The truncation number $n_{tr}$ is defined so that the truncated sum contains at least 99.9% of the total sum of the singular values [4].

Furthermore, the space–time formulation of the stiffness matrix is defined by the dyadic product of the spatial and temporal stiffness matrices $K_x$ and $K_t$:

$$K = K_x \otimes K_t, \quad K_x \in \mathbb{R}^{n_x \times n_x}, \quad K_t \in \mathbb{R}^{n_t \times n_t}.$$ $$K = K_x \otimes K_t.$$ (7)

Finally, using the proper generalized decomposition ansatz, the unknown displacement is written as a sum of enrichment functionals:

$$u(x, t) = \sum_{m=1}^{M} \Delta u^m(x, t).$$

(8)
Here, the $m^{th}$ enrichment is decomposed by
\[ \Delta u^m(x, t) = \Delta u^m_x \otimes \Delta u^m_t. \] (9)
The vectors $\Delta u^m_x$ and $\Delta u^m_t$ define the modes of the $m^{th}$ enrichment in the space and time domain.

Having defined the decomposition of the residual (6), the stiffness matrix (7) and the displacements (8), the equation of equilibrium can be reformulated into the space-time equation. For the $m^{th}$ enrichment this yields to:
\[ \left( K_x \otimes K_t \right) \left( \Delta u^m_x \otimes \Delta u^m_t \right) = \sum_{j=1}^{Tr} s^j R^j_x \otimes R^j_t. \] (10)
Equation (10) is simplified to:
\[ K_x \Delta u^m_x \otimes K_t \Delta u^m_t = \sum_{j=1}^{Tr} s^j R^j_x \otimes R^j_t. \] (11)
In this equation, there are two unknowns: $\Delta u^m_x$ and $\Delta u^m_t$. However, multiplication by $(\Delta u^m_t)^T$ leads to the projection into the space equation
\[ \hat{K}_t \Delta u^m_x = \hat{R}_x, \] (12)
whereby $\hat{K}_t$ and $\hat{R}_x$ are defined as
\[ \hat{K}_t = (\Delta u^m_t)^T K_t \Delta u^m_x K_x, \]
\[ \hat{R}_x = \sum_{j=1}^{Tr} s^j (\Delta u^m_t)^T R^j_x (R^j_x)^T. \] (13)
Furthermore, scalar multiplication of Equation (11) by $(\Delta u^m_x)^T$ leads to the time equation
\[ \hat{K}_x \Delta u^m_t = \hat{R}_t, \] (14)
whereby $\hat{K}_x$ and $\hat{R}_t$ are written as:
\[ \hat{K}_x = (\Delta u^m_x)^T K_x \Delta u^m_x K_t, \]
\[ \hat{R}_t = \sum_{j=1}^{Tr} s^j (\Delta u^m_x)^T R^j_x (R^j_t)^T. \] (15)
These two coupled Equations (12) and (14) describe the space-time problem and must be solved simultaneously. Hereby, the fixed point algorithm is applied to iteratively evaluate $\Delta u^m_x$ and $\Delta u^m_t$. The spatial unknown $\Delta u^m_x$ in equation (12) is evaluated while keeping $\Delta u^m_t$ fixed. Subsequently, the temporal unknown $\Delta u^m_t$ in equation (14) is evaluated while keeping $\Delta u^m_x$ fixed. This procedure is repeated until convergence is achieved. The evaluated vectors $\Delta u^m_x$ and $\Delta u^m_t$ are inserted into equation (16) in order to obtain the update of the total displacement function after the $m^{th}$ enrichment:
\[ u^m(x, t) = u^{m-1}(x, t) + \Delta u^m_x \otimes \Delta u^m_t. \] (16)
In this equation, $\Delta u^m_m \otimes \Delta u^m_t$ is the incremental enrichment functional after the current enrichment step and $u^{m-1}(x, t)$ denotes the total solution of the sum of the preceding $(m - 1)$ enrichment functionals. The convergence of the algorithm is examined after each enrichment by means of the Frobenius norm
\[
\|Q\| < \varepsilon_{(\text{conv})}
\] (17)
considering
\[
Q = K_x \Delta u^m_x \otimes K_t \Delta u^m_t - \sum_{j=1}^{T_r} S^j R^j_x \otimes R^j_t,
\] (18)
with $\varepsilon_{(\text{conv})}$ as the chosen convergence interval. Figure 3 shows the proposed space-time solution algorithm.

**Figures 3:** Space-time solution algorithm using the proper generalized decomposition ansatz and the fixed point method.

### 3 Space-time solution of the linear damped dynamic problem

The linear damped set of equations of motion is written as:
\[
M\ddot{u} + C\dot{u} + Ku = F(t),
\] (19)
where $M$, $C$ and $K$ denote the $n \times n$ mass-, damping- and stiffness matrix. $F(t)$ denotes the vector of external force. The vectors $\ddot{u}$, $\dot{u}$ and $u$ denote the acceleration, velocity and displacement, respectively. We introduce the Newmark procedure as a representative of implicit
The incremental space-time displacement matrix is then defined as:

\[ u_i = u_{i-1} + [\Delta t] \dot{u}_{i-1} + \left[ \frac{1}{2} - \beta \right] \Delta t^2 \ddot{u}_{i-1} + [\beta \Delta t^2] \dddot{u}_{i-1} \] (20)

and

\[ \ddot{u}_i = \ddot{u}_{i-1} + [(1 - \gamma) \Delta t] \dot{u}_{i-1} + [\gamma \Delta t] \dot{u}_{i-1} . \] (21)

The set of equations of motion (19) can be rewritten in the incremental form as:

\[ M \Delta \ddot{u}_i + C \Delta \dot{u}_i + K \Delta u_i = \Delta F_i(t), \] (22)

where \( \Delta \ddot{u}_i \), \( \Delta \dot{u}_i \) and \( \Delta u_i \) are the displacement, velocity and acceleration increments, obtained by:

\[ \Delta \ddot{u}_i = \ddot{u}_i - \ddot{u}_{i-1}, \]
\[ \Delta \dot{u}_i = \dot{u}_i - \dot{u}_{i-1}, \] (23)
\[ \Delta u_i = u_i - u_{i-1} . \]

The incremental force vector \( \Delta F_i(t) \) is equivalently defined as:

\[ \Delta F_i(t) = F_i(t) - F_{i-1}(t) . \] (24)

Considering the set of equations of motion (22) and the Newmark formulations (20) and (21), the displacement, velocity and acceleration increments can be obtained step-by-step [24].

Instead of using the conventional approach, we will transform the linear damped dynamic problem into the space-time formulation. To this aim, we, firstly, have to discover a way to convert the incremental displacement vector \( \Delta u = u_i - u_{i-1} \) into a space-time matrix. Discretizing the time domain into the temporal nodes \( t_i \) \((i = 1, 2, 3, \ldots, n_t)\), we define one displacement matrix as a sequence of displacement vectors in each temporal node:

\[ u(x, t) = [u(t_0), u(t_1), \ldots, u(t_{n_t})] . \] (25)

The incremental space-time displacement matrix is then defined as:

\[ \Delta u(x, t) = [u(t_1) - u(t_0), u(t_2) - u(t_1), \ldots, u(t_{n_t}) - u(t_{n_t-1})] . \] (26)

Using this approach, the space-time formulation of initial displacement \( u_0 \) must be added by an additional term. The displacement increment is then reformulated as:

\[ u_i - u_{i-1} \rightarrow I_s u_s \otimes A_t u_t - u_0 \otimes A_0 \] (27)

The vectors \( u_s \) and \( u_t \) denote the space and time decomposition of the displacement. The matrix \( I_s \) denotes the identity matrix with dimension \( n_s \times n_s \), and the matrix \( A_t \) with the dimension \( n_t \times n_t \) consists of entries 0, 1 and -1. The vector \( A_0 \) consists of one entry equal to one, while the remaining entries are zero. Using this approach, the conventional Newmark equations (20) and (21) are reformulated to the Newmark equations in the space-time framework:

\[ I_s u_s \otimes A_1 u_t + I_s u_s \otimes A_2 \ddot{u}_t + I_s u_s \otimes A_3 \dddot{u}_t = u_0 \otimes A_5 + \ddot{u}_0 \otimes A_6 + \dddot{u}_0 \otimes A_7 \] (28)
The system in the space-time is described by one algebraic space-time equation:

\[ I_s u_s \otimes A_1 \dot{u}_t + I_s u_s \otimes A_2 \ddot{u}_t = u_0 \otimes A_5 + \ddot{u}_0 \otimes A_8 \]  

(29)

The matrices \( A_1, A_2, A_3 \) and \( A_4 \) have the dimension \( n_t \times n_t \). The corresponding components are defined according to the respective coefficients of the Newmark equations (20) and (21). Furthermore, \( A_5, A_6, A_7 \) and \( A_8 \) are vectors. They are necessary to realize the space-time equivalents of the initial displacement \( u_0 \), velocity \( \dot{u}_0 \) and acceleration \( \ddot{u}_0 \) in an equivalent manner to Equation (27). In the next step, the set of equations of motion (19) is transformed into space-time. Thus, we define the stiffness-, damping and mass matrix in the space-time formulation as a dyadic product of the spatial and temporal matrices, c.f. (7):

\[
M = M_s \otimes M_t, \quad M_s \in \mathbb{R}^{n \times n}, \quad M_t \in \mathbb{R}^{n_t \times n_t}.
\]

(30)

\[
C = C_s \otimes C_t, \quad C_s \in \mathbb{R}^{n \times n}, \quad C_t \in \mathbb{R}^{n_t \times n_t}.
\]

Thus, the set of equations of motion can be rewritten in the space-time formulation:

\[
(M_s \otimes M_t)(u_s \otimes \dot{u}_t) + (C_s \otimes C_t)(u_s \otimes \dot{u}_t) + (K_s \otimes K_t)(u_s \otimes u_t) = F
\]

(31)

Since the mass, damping and stiffness matrices are considered to be constant during the whole computation process, we apply the simplifications \( M_t = I_t, \quad C_t = I_t \) and \( K_t = I_t \). Consequently, Equation (31) can be simplified to:

\[
M_s u_s \otimes I_t \dot{u}_t + C_s u_s \otimes I_t \dot{u}_t + K_s u_s \otimes I_t u_t = F.
\]

(32)

Simplification of the decomposed set of equations of motion (32) and the space-time reformulated Newmark equations (28) and (29) leads to:

\[
\begin{align*}
\quad uA_1^T + uA_2^T + \ddot{u}A_3^T &= u_0 A_5^T + \dot{u}_0 A_6^T + \ddot{u}_0 A_7^T, \\
\ddot{u}A_1^T + \ddot{u}A_4^T &= \ddot{u}_0 A_5^T + \ddot{u}_0 A_6^T, \\
\quad M_s \ddot{u} + C_s \ddot{u} + K_s u &= F.
\end{align*}
\]

(33)

Although the dynamic equation in the space-time has, theoretically, three unknowns, the space-time displacement matrix \( u \), the space-time velocity matrix \( \dot{u} \) and the space-time acceleration matrix \( \ddot{u} \), we take advantage of the fact, that in the linear case, the velocity as well as the acceleration can be written as a function of the displacement. The dynamic linear damped system in the space-time is described by one algebraic space-time equation:

\[
K_s u - C_s uW + M_s uY = L.
\]

(34)

The matrices \( W, Y \) include the \( A_i \) coefficient matrices written as:

\[
W = A_1^T (A_2^T - A_1^T (A_1^T)^{-1} A_2^T)^{-1},
\]

(35)

\[
Y = A_4^T (A_2^T - A_1^T (A_1^T)^{-1} A_2^T)^{-1} A_4^T (A_1^T)^{-1}.
\]

The vector \( L \) contains the external force and the initial conditions, expressed in matrix form:

\[
L(t) = [L(t_1), L(t_2), \ldots, L(t_{n_t})].
\]

(36)

In order to decompose the space-time formulation of the vector \( L(t) \) into a sum of dyadic products of uncorrelated space and time vectors, we employ the singular value decomposition [1]:

\[
L = L_s S L_t \approx \sum_{j=1}^{T_R} s^j L_s^j \otimes L_t^j.
\]

(37)
In this equation, \( L_s^j \) are the left singular vectors with dimension \( n_s \) and is extracted from the matrix \( L_s \). Analogously, the right singular vector \( L_t^j \) is extracted form the \( n_t \times n_t \) matrix \( L_t \). The matrix \( S \) is a \( n_s \times n_t \) rectangular diagonal matrix with the singular values \( s^j \) in descending order, cf. Equation (6).

Equivalent to the quasistatic approach, the solution is defined as the summation of displacement enrichments:

\[
\mathbf{u}(x, t) = \sum_{i=1}^{m-1} \mathbf{u}_s^{(i)} \otimes \mathbf{u}_t^{(i)} + \mathbf{u}_s^{(m)} \otimes \mathbf{u}_t^{(m)}. \tag{38}
\]

Having finally defined the decomposition of mass-, damping- and stiffness matrix (32), force matrix (37) and the displacement (38), the main equation of motion (34) is defined in the space-time framework:

\[
K_s \left[ \sum_{i=1}^{m-1} \mathbf{u}_s^{(i)} \otimes \mathbf{u}_t^{(i)} + \mathbf{u}_s^{(m)} \otimes \mathbf{u}_t^{(m)} \right] - C_s \left[ \sum_{i=1}^{m-1} \mathbf{u}_s^{(i)} \otimes \mathbf{u}_t^{(i)} + \mathbf{u}_s^{(m)} \otimes \mathbf{u}_t^{(m)} \right] \mathbf{W} +
\]

\[
M_s \left[ \sum_{i=1}^{m-1} \mathbf{u}_s^{(i)} \otimes \mathbf{u}_t^{(i)} + \mathbf{u}_s^{(m)} \otimes \mathbf{u}_t^{(m)} \right] \mathbf{Y} = \sum_{j=1}^{T_r} s^j L_s^j \otimes L_t^j \tag{39}
\]

This equation has the two unknowns \( \mathbf{u}_s^{(m)} \) and \( \mathbf{u}_t^{(m)} \). Multiplication by \( (\Delta \mathbf{u}_t^{(m)})^T \) leads to the time equation

\[
\mathbf{u}_t^{(m)} = (a \mathbf{I}_t - b \mathbf{W}^T + c \mathbf{Y}^T)^{-1} \left[ \hat{\mathbf{L}}_t - \mathbf{V}_{s1} + \mathbf{V}_{s2} - \mathbf{V}_{s3} \right]. \tag{40}
\]

Analogously, multiplication by \( (\Delta \mathbf{u}_s^{(m)})^T \) leads to the space equation

\[
\mathbf{u}_s^{(m)} = (e \mathbf{K}_s - f \mathbf{C}_s + g \mathbf{M}_s)^{-1} \left[ \hat{\mathbf{L}}_s - \mathbf{V}_{t1} + \mathbf{V}_{t2} - \mathbf{V}_{t3} \right]. \tag{41}
\]

Equations (40) and (41) are coupled and solved simultaneously using the fixed point algorithm and describe our space-time problem. The scalars \( a, b, c, e, f \) and \( g \) are defined as:

\[
a = (\mathbf{u}_s^{(m)})^T \mathbf{K}_s \mathbf{u}_s^{(m)}, \quad b = (\mathbf{u}_s^{(m)})^T \mathbf{C}_s \mathbf{u}_s^{(m)}, \quad c = (\mathbf{u}_s^{(m)})^T \mathbf{M}_s \mathbf{u}_s^{(m)},
\]

\[
e = (\mathbf{u}_t^{(m)})^T \mathbf{I}_t \mathbf{u}_t^{(m)}, \quad f = (\mathbf{u}_t^{(m)})^T \mathbf{W} \mathbf{u}_t^{(m)}, \quad g = (\mathbf{u}_t^{(m)})^T \mathbf{Y} \mathbf{u}_t^{(m)}. \tag{42}
\]

The external force matrices in the current enrichment \( m \) are expressed as:

\[
\hat{\mathbf{L}}_s = \sum_{j=1}^{T_r} s^j (L_s^j)^T \mathbf{u}_t^{(m)} L_s^j, \quad \hat{\mathbf{L}}_t = \sum_{j=1}^{T_r} s^j L_s^j \mathbf{u}_s^{(m)} L_t^j \tag{43}
\]

Furthermore the vectors \( \mathbf{V}_{s1}, \mathbf{V}_{s2}, \mathbf{V}_{s3}, \mathbf{V}_{t1}, \mathbf{V}_{t2} \) and \( \mathbf{V}_{t3} \) are written as:

\[
\mathbf{V}_{s1} = \sum_{i=1}^{m-1} (\mathbf{u}_s^{(i)})^T \mathbf{K}_s \mathbf{u}_s^{(m)} \mathbf{I}_t \mathbf{u}_t^{(i)}, \quad \mathbf{V}_{s2} = \sum_{i=1}^{m-1} (\mathbf{u}_s^{(i)})^T \mathbf{C}_s \mathbf{u}_s^{(m)} \mathbf{W} \mathbf{u}_t^{(i)}, \quad \mathbf{V}_{s3} = \sum_{i=1}^{m-1} (\mathbf{u}_s^{(i)})^T \mathbf{M}_s \mathbf{u}_s^{(m)} \mathbf{Y} \mathbf{u}_t^{(i)} \tag{44}
\]

\[
\mathbf{V}_{t1} = \sum_{i=1}^{m-1} (\mathbf{u}_t^{(i)})^T \mathbf{I}_t \mathbf{u}_t^{(m)} \mathbf{K}_s \mathbf{u}_s^{(i)}, \quad \mathbf{V}_{t2} = \sum_{i=1}^{m-1} (\mathbf{u}_t^{(i)})^T \mathbf{W} \mathbf{u}_t^{(m)} \mathbf{C}_s \mathbf{u}_s^{(i)}, \quad \mathbf{V}_{t3} = \sum_{i=1}^{m-1} (\mathbf{u}_t^{(i)})^T \mathbf{Y} \mathbf{u}_t^{(m)} \mathbf{M}_s \mathbf{u}_s^{(i)}.
\]
After each enrichment, the evaluated vectors $\mathbf{u}_t^{(m)}$ and $\mathbf{u}_s^{(m)}$ are inserted into Equation (38) to obtain the update of the total displacement function. Equivalent to the quasistatic approach, the convergence of the algorithm is examined after each enrichment by means of the Frobenius norm

$$\| \mathbf{Q} \| < \varepsilon_{\text{conv}}$$

with

$$\mathbf{Q} = \mathbf{K}_s \mathbf{u}_s^{(m)} \otimes \mathbf{u}_s^{(m)} - \mathbf{C}_s \mathbf{u}_s^{(m)} \otimes \mathbf{W}^T \mathbf{u}_t^{(m)} + \mathbf{M}_s \mathbf{u}_s^{(m)} \otimes \mathbf{Y}^T \mathbf{u}_t^{(m)} - \sum_{j=1}^{\mathcal{T}_r} s^j \mathbf{L}_t^j \otimes \mathbf{L}_t^j$$

and $\varepsilon_{\text{conv}}$ as the chosen convergence interval.

4 Numerical results

4.1 Numerical results of the elastoplastic problem subjected to quasistatic excitation

As example, we introduce the geometry of a frame structure with two stories and one bay, depicted in Figure 4a (height and width are 8m). The columns and the beam of the structure are discretized by five elements, leading to a total number of 122 degrees of freedom. In Figure 4b, the force history used in this study, is depicted. The force time history is discretized choosing a constant time increment $\Delta t$ of 0.05 second. An elastoplastic material model with kinematic hardening is implemented, as depicted in Figure 4c. The parameters are chosen as: initial stiffness $E_1 = 240$ GPa, yield stress $\sigma_Y = 220$ MPa, post yielding stiffness $E_2 = 0.1E_1$, Poisson’s ratio 0.3. All cross sections of the columns and beam are modeled by quadratic hollow rectangular shapes. The dimensions are 0.3 m $\times$ 0.1 m. The thickness is $t = 10$ mm.

Regarding the conventional step-by-step method, the solution at time $t_{i+1}$ is obtained iteratively based on the foregoing solution at time $t_i$. However, the proposed space-time procedure solves the problem in the entire time domain. Regarding the classic step-by-step reference method, in total 6237 iterations are performed within 160 time steps, whereas the convergence interval of the residual is set to $1.0 \times 10^{-3}$. Regarding the space-time method, only 80 iterations are performed in order to reach the same level of accuracy. The enrichments are composed of a dyadic product of spatial and temporal modes, $\Delta \mathbf{u}_t$ and $\Delta \mathbf{u}_s$, as proposed in Equation (9), which are obtained during each enrichment from Equations (12) and (14). The displacements of the structure are then evaluated by the summation of all already iteratively evaluated enrichments. The results are presented in Figure 5. In particular, Figure 5a shows the evolution of the temporal modes. Figure 5b shows the evolution of the corresponding spatial modes. Additionally, Figure 5c shows the horizontal displacement of the node in the top left corner after each enrichment, and Figure 5d illustrates the corresponding hysteresis of this node.
After the first enrichment step, the linear response is observed. This is seen by the first temporal mode in Figure 5a and the displacement after the first enrichment in Figure 5c. Both of these functions are linearly dependent on the excitation function. This is also verified in Figure 5d, where a linear function of the force-displacement response is observed after the first enrichment. Thus, the displacement in every time step, $u(i)$, is equal to the solution of the corresponding linear equation $Km_i u(i) = F(i)$. From the second enrichment on, the response of the structure evolves into the plastic range. Within the first time period, $0 \leq t \leq 1.15$ s, no plastic deformation is observed and the values of $\Delta u_t$ are zero for all enrichments except the first one. This can be seen in Figure 5a. Two crucial time periods are defined for this example, within which the plastic strain rate is not equal to zero. This is time period $\text{I}$ in $1.15 \leq t \leq 2$ s, and time period $\text{II}$ in $4.5 \leq t \leq 6$ s, as depicted in Figure 5a. Within these time periods, the slopes of the temporal modes $\Delta u_t(i)$ ($i = 2, \ldots, M$) are not equal to zero, whereas outside those time periods a constant function is observed for all of the temporal modes. With increasing number of enrichments, the amplitude of the temporal modes decreases until convergence. On the one
hand, we observe that $\Delta u_i^t$ alters if plastic deformation occurs, as shown in Figure 5a within time period $\mathbb{I}$ during loading in positive $x$-direction and within time period $\mathbb{II}$. On the other hand, we observe that $\Delta u_i^t$ remains constant if no additional plastic deformation is induced, as shown in Figure 5a in the time period $2 \leq t \leq 4.5$ s and $6 \leq t \leq 8$ s. These effects can also be observed in Figure 5c, where the solution drifts off the elastic response and converges to the reference solution. Within time periods $\mathbb{I}$ and $\mathbb{II}$, the slope of the converged displacement function varies from the slope of the linear solution ($m = 1$), whereas, within the remaining time periods, these functions are always parallel to the linear solution. In Figure 5d, it is also shown that the amount of plasticity increases with increasing number of enrichments and the hysteresis becomes broader until convergence to the reference solution.

Having revealed that the first enrichment response is purely linear, we emphasize that the spatial modes of the remaining enrichments, as depicted in Figure 5b, cannot directly be related to a spatial distribution of purely localized plastic deformation. They are rather identified as a set of modes, containing a superposition of global elastic and plastic structural deformation patterns. However, an indication that directly indicates plasticity cannot be seen by this evolution of spatial modes. Considering the horizontal force, as depicted in Figure 4, plastic zones will evolve around both corners of the frame structure. In order to investigate this local effect of the spatial evolution of the inelastic response, an observation matrix after each enrichment is defined that contains a set of correlated spatial modes $Q^m = [\Delta u_1^x, \Delta u_2^x, \ldots, \Delta u_m^x]$. Using the singular value decomposition (6), this observation matrix represents a set of orthonormal left singular basis vectors $[\Phi_1^m, \Phi_2^m, \ldots, \Phi_n^m]$. The singular values provide the amount of energy belonging to each corresponding mode. The number of required basis vectors $n_{tr}$ is then evaluated by ensuring that 99.9% of the total energy of the observation matrix is stored within the set of basis vectors. In Figure 6, this truncated orthonormal basis, evaluated with regard to a varying number of enrichments, is presented. In particular, the first row in this figure shows the orthonormal uncorrelated basis after 5 enrichments, whereas the second row in this figure shows the orthonormal uncorrelated basis after 25 enrichments. The number of required basis vectors that contains almost the whole information of the set of spatial modes increases with increasing number of enrichments. Finally, a maximum number of three basis vectors contains 99.9% of the energy of the observation set obtained using 25 spatial modes. Thus, being able to reduce the number of 25 proper generalized decomposition modes to a number of three uncor-
related basis vectors reveals that the spatial modes can be identified as highly correlated. The first uncorrelated basis mode describes the global response behavior of the structure and does not change significantly with increasing number of enrichments. After five enrichments, both basis vectors can only describe rather global response patterns, while local plastic deformations cannot be described. After 25 enrichments, the second and third basis modes clearly show local plastic response behavior around the corners of the frame structures. Consequently, the evolution of localized plastic effects with increasing number of enrichments cannot be interpreted by the set of the spatial modes of the enrichments, as they are highly correlated, but it can be well interpreted by their orthonormal basis representation.

4.2 Numerical results of the dynamic problem including damping subjected to transient excitation

In this section, a linear viscously damped system is solved using the introduced space-time formulation. The results are compared with the conventional Newmark solution. Furthermore, the proper generalized decomposition modes are investigated during convergence. As illustrative example, we investigate the response of two-dimensional frame structure, depicted in Figure 7a subjected to an earthquake record, depicted in Figure 7b. As depicted in this figure, the frame consists of three stories and one bay. Columns as well as beams of the frame structure are discretized by five elements, which leads to 128 degrees of freedom. The chosen time step $\Delta t$ for the calculation is $10^{-2}$ s, which is equal to the time resolution of the excitation record. As for the quasistatic example, the whole structure is discretized by a 2 node truss-beam element, applying the Euler-Bernoulli beam theory [25]. The Young’s modulus of the material is chosen as $E = 210$ GPa. All cross sections of the columns and beam are modeled by quadratic hollow rectangular shapes. The dimensions are $0.3 \text{ m} \times 0.1 \text{ m}$. The thickness of the cross sections is chosen as $t = 10$ mm. Rayleigh damping is introduced with a damping parameter of 0.04 for the fourth and 15th mode. Figure 8 presents the horizontal displacement response of the node in the top left corner of the frame after each enrichment. In this figure, we observe convergence to the step-by-step reference solution within the first 18 enrichments. Figure 9 presents the spatial and temporal modes within the first three enrichment steps. In comparison, the first three linear
modes of vibration are presented in red color in this figure. Looking at the patterns of the spatial PGD modes, significant differences can be observed compared to the linear modes of vibration. With increasing number of enrichments, spatial PGD modes are observed to reveal a high correlation with the depicted modes (not shown in this figure). This has also been observed for the quasistatic problem.
Figure 9: Left column: Expression of the temporal multiplied by the length of spatial mode $\|u_s\|u_t$; middle column: the spatial modes $\frac{u_s}{\|u_s\|}$ after the first three enrichment steps; right column: the first three modes of vibration.
5 Conclusion

In this paper, a space-time formulation of linear and nonlinear structures has been employed. Firstly, the space-time formulations in the quasistatic elastoplastic framework has been presented. Secondly, a space-time formulation of the Newmark solution for the linear damped equations of motion has been employed. Both formulations have been verified by numerical demonstrations.

Regarding the quasistatic case, the first enrichment represents the solution to the linear equation \( K^{\text{in}} u^{(i)} = F^{(i)} \) at all time steps \( i = 1 \ldots n_t \). However, with the second enrichment the solution starts to evolve into the nonlinear range until convergence is achieved. Regarding the dynamic case, however, a higher number of enrichments is necessary to approximate the linear response function as dynamic motion can be described by a superposition of motion patterns. The spatial proper generalized decomposition modes, however, are significantly different to the linear modes of vibration. Furthermore, the spatial proper generalized decomposition modes reveal a high correlation, so that only a small number of modes differs from each other significantly. This is observed for both, the nonlinear quasistatic and the dynamic problem.

In future studies, we will extend the proposed Newmark space-time method to elastoplastic dynamic problems. Furthermore, it is of great interest whether these types of space-time methods can be applied to vibro-impact problems, such as [27, 28], that can reveal unpredictable dynamical behavior.
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Abstract. In this paper we review some of the most recent computational techniques based on the isogeometric analysis for the solution of the dynamic problem of geometrically exact beams. The kinematics of a spatial Timoshenko beam undergoing finite displacements and rotations involves the Lie group SO(3). Most of the computational complexities originate from the presence of such a non-additive and non-commutative rotation group. By employing the incremental rotation vector to describe the evolution of finite rotations, we discuss how the isogeometric collocation (IGA-C) method can be efficiently used in both explicit and implicit Newmark-based schemes.
1 INTRODUCTION

For a wide range of engineering problems, accurate and efficient beam formulations able to reproduce large and fast three-dimensional motions are of paramount importance. The isogeometric collocation (IGA-C) method was proposed in [1, 2] with the primary objective of exploiting the higher smoothness of non-uniform rational B-Splines (NURBS) basis functions used in isogeometric analysis (IGA) [3] and the low computational cost of collocation. NURBS basis functions, used both for the geometry representation and the space discretization of the differential problem, significantly simplify the operations of mesh generation and refinement. Moreover, once the initial mesh is generated, refinements do not affect the geometric approximation. IGA has proven to achieve increased accuracy and robustness on a per degree-of-freedom basis compared with standard Finite Element Analysis (FEA) [4, 5, 6].

IGA-C seeks to achieve higher efficiency since, in contrast to Galerkin-based IGA, the need for numerical quadrature is completely removed due to the discretization of the strong form of the governing equations. IGA-C requires only one evaluation point per degree of freedom, regardless of the approximation degree, resulting in a much faster method compared to standard Galerkin-based IGA [7]. IGA-C proved excellent performances in a wide range of applications. Timoshenko beams formulations were successfully proposed in [8, 9, 10, 11, 12, 13]. Bernoulli-Euler beams and Kirchhoff plates were addressed in [14], and Reissner-Mindlin plate and shell problems in [15] and [16], respectively. Kirchhoff-Love plate and shell problems were studied in [17]. In [18, 19, 20] IGA-C was extended to geometrically nonlinear three-dimensional shear-deformable beams. Nonlinear planar Kirchhoff rods were formulated in [21]. In linear dynamics, an explicit IGA-C formulation was introduced in [2] and more recently an explicit higher-order space- and time-accurate method for elastodynamics was proposed in [22]. IGA-C methods for the nonlinear dynamics of geometrically exact beams have been investigated so far only in [23] through an implicit quaternion-based formulation, [24] through an explicit formulation based on the spatial incremental rotation vector, and in [25] through an implicit formulation based on the material incremental rotation vector.

In this work we review and compare the main features of the explicit and implicit formulations we recently proposed in [24] and [25], respectively. In the explicit formulation we adopt one of the best-performing Newmark time integration method for SO(3) proposed by Krysl & Endres in [26] for the rotational dynamics of rigid bodies. In the implicit formulation we adopt the SO(3)-extended version of the classical Newmark scheme originally proposed in [27].

Both formulations are geometrically consistent, namely the main operations of linearization, variables initialization and kinematic update are made consistently with the geometric structure of the configuration manifold. High efficiency and accuracy are guaranteed by the IGA-C attributes combined with the rotation-vector parameterization for the incremental rotation.

2 THEORETICAL BACKGROUND

2.1 The configuration manifold and its tangent spaces

The motion of any material particle \( p \in B \) of a shear-deformable beam is expressed as follows

\[
\varphi(t, p) = c(t, q) + R(t, q)(p - q),
\]

where \( t \in T \) is the time (\( T = [0, T] \subset \mathbb{R} \) being the time domain), \( q \in B \) is the material position of the centroid of the beam cross section containing point \( p \). \( \mathcal{S} \subset B \) is the centroid line. (Figure 1).
The configuration manifold is the set
\[ \mathcal{C} = \{(c, R) | c : T \times S \rightarrow \mathbb{R}^3, R : T \times S \rightarrow SO(3)\} , \]
where \( c(t, q) \) is the spatial location of the center of mass of the beam cross section at time \( t \) and point \( q \in S \), and \( R(t, q) \) is the rigid rotation of the same cross section at the same time. Namely, the (finite) rotation of each beam cross section is described by a time-depending orthogonal operator \( R \) belonging to the non-commutative Lie group \( SO(3) \). On \( SO(3) \) rotation updates, transformations of \( SO(3) \) onto itself, must be consistently performed by a suitable composition of an incremental rotation with the current rotation. Such an operation is non-additive and non-commutative. The latter attribute leads to a substantial difference between spatial and material descriptions of the motion on \( SO(3) \). Indeed, we have that spatial and material tangent spaces to \( SO(3) \) at \( R \) are respectively defined as follows
\[ T^s_{R} SO(3) = \{ \tilde{\theta} R | \tilde{\theta} \in so(3), R \in SO(3) \} , \]
\[ T^m_{R} SO(3) = \{ R \tilde{\Theta} | \tilde{\Theta} \in so(3), R \in SO(3) \} , \]
where \( so(3) \) is the set of \( 3 \times 3 \) skew-symmetric matrices \([27, 28]\). Configuration update is made as follows
\[ R_\varepsilon = \exp(\varepsilon \tilde{\theta}) R = R \exp(\varepsilon \tilde{\Theta}); \quad c_\varepsilon = c + \varepsilon \eta \]
where \( \tilde{\theta} \) and \( \tilde{\Theta} \) are the spatial and material incremental rotation vectors, respectively; \( \eta \) is the incremental displacement, and \( \varepsilon \in \mathbb{R} \). (Figure 2).

3 Balance equations in strong form

The displacement-based version of the balance equations is
\[ \mu R^T a = \tilde{K} \mathcal{C}_N \Gamma_N + \mathcal{C}_N \Gamma_{N,s} + R^T \tilde{n} \quad (1) \]
\[ J A + \tilde{W} J W = \tilde{K} \mathcal{C}_M K_M + \mathcal{C}_M K_{M,s} + (R^T \tilde{c}_{s}) \mathcal{C}_N \Gamma_N + R^T \tilde{m} \quad (2) \]
where \( \mu \) is the mass per unit length of the beam; \( a \) is the spatial acceleration vector of the cross section centroid; \( \tilde{K} = R^T R_{s,s} \) is the beam curvature in the material form; \( \Gamma_N, K_M \) are the strain

---

\(^1\)With the symbol \( \sim \) we denote elements of \( so(3) \). Furthermore, for any skew-symmetric matrix \( \tilde{a} \in so(3) \), \( a = axial(\tilde{a}) \) indicates the axial vector of \( \tilde{a} \) such that \( \tilde{a} h = a \times h \), for any \( h \in \mathbb{R}^3 \).
measure vectors in the material form; \( \vec{n}, \vec{m} \) are the external forces and moments per unit length in spatial form; \( J \) is the material inertia tensor; \( \vec{W} = R^T \dot{R} \) is the material angular velocity tensor and \( \vec{W} = \text{axial}(\vec{W}) \) its axial vector; \( \vec{A} = \vec{W} \) is the material angular acceleration vector; 
\( \mathbb{C}_N = \text{diag}(GA_1, EA, GA_3) \) and \( \mathbb{C}_M = \text{diag}(EJ_1, GJ, EJ_3) \).

The corresponding spatial rotational inertia is given by 
\[
\mu \alpha_n + \dot{\omega}^n \dot{\omega} = R(JA + \vec{W} JW),
\]
where \( \alpha \) and \( \omega \) are the angular acceleration and velocity in the spatial form.

\section{Time and Space Discretizations}

\subsection{Explicit (spatial) Newmark scheme}

With \( \mathcal{I}_u = [0, 1] \subset \mathbb{R} \) as the normalized one-dimensional domain of the basis functions, the spatial approximation of the incremental rotation and displacement is introduced as follows
\[
\vartheta(u) \approx \sum_{j=0}^{n} R_{j,p}(u) \dot{\vartheta}_j \quad \text{with} \quad u \in \mathcal{I}_u , \tag{3}
\]
\[
\eta(u) \approx \sum_{j=0}^{n} R_{j,p}(u) \dot{\eta}_j \quad \text{with} \quad u \in \mathcal{I}_u , \tag{4}
\]
where \( \dot{} \) indicates the \( j \)th control value of the quantity; \( R_{j,p} \) indicates the \( j \)th NURBS basis function of degree \( p \) [29]. Velocities and accelerations are discretized in a similar way through \( \dot{\omega}_j, \dot{\vartheta}_j, \) and \( \alpha_j, \dot{\alpha}_j \). Note that in the explicit formulation, the latter represent the primary variables of the problem.

At time \( t = t_{n-1} = h(n - 1) \), \( h \) being the time step size and \( n \) the time step counter, the control values of the incremental displacement and rotation vectors are expressed as follows
\[
\dot{\eta}_j^{n-1} = h \dot{\vartheta}_j^{n-1} + \frac{h^2}{2} \ddot{\alpha}_j^{n-1} ; \quad \dot{\vartheta}_j^{n-1} = h \dot{\omega}_j^{n-1} + \frac{h^2}{2} \ddot{\alpha}_j^{n-1} , \tag{5}
\]
\[
\dot{\omega}_j^n = \ddot{\omega}_j^n + \frac{h}{2} \dot{\alpha}_j^n ; \quad \dot{\vartheta}_j^n = \ddot{\vartheta}_j^n + \frac{h}{2} \dot{\alpha}_j^n . \tag{6}
\]

By exploiting the above equations, consistent kinematic updates of RHSs of Eqs. (1) and (2) can be done [24] leading to the following time-discretized balance equations
\[
\mu \alpha^n = \psi^n ; \quad j^n \alpha^n + \bar{\omega}^n j^n \omega^n = \chi^n .
\]

It is noted that, due to Eq. (6), a nonlinear term in \( \alpha^n \) appears in the rotational balance equation. Therefore a linearization is needed leading to the following system of equations
\[
\mu \sum_{j=0}^{n} R_j \dot{\alpha}_j^n = \psi_i^n ; \quad \frac{\partial \tau_i^n}{\partial \alpha_i^n} \sum_{j=0}^{n} R_j \delta \dot{\alpha}_j^n = -\ddot{r}_i^n .
\]
The complete formulation including the discretization of the boundary conditions (not reported here) is available in [24].

4.2 Implicit (material) Newmark scheme

The material form of the Newmark algorithm for SO(3) [27] is given as follows

\[ \mathbf{R}^{n+1} = \mathbf{R}^n \exp(\tilde{\Theta}^n), \]
\[ \Theta^n = h W^n + h^2 \left[ \left( \frac{1}{2} - \beta \right) A^n + \beta A^{n+1} \right], \]
\[ \mathbf{W}^{n+1} = \mathbf{W}^n + h \left[ (1 - \gamma) A^n + \gamma A^{n+1} \right]. \]

The algorithm used to integrate the motion of the beam centroid line is the standard Newmark for nonlinear dynamics, which, for the sake of completeness, is reported in the following

\[ c^{n+1} = c^n + \eta^n, \]
\[ \eta^n = h v^n + h^2 \left[ \left( \frac{1}{2} - \beta \right) a^n + \beta a^{n+1} \right], \]
\[ v^{n+1} = v^n + h \left[ (1 - \gamma) v^n + \gamma a^{n+1} \right]. \]

In the implicit formulations the balance equations are written at \( t^{n+1} \) as follows

\[ -\mu \mathbf{R}^{n+1} \mathbf{a}^{n+1} + \tilde{\mathbf{K}}^{n+1} \mathbf{C}_N \mathbf{\Gamma}_N^{n+1} + \mathbf{C}_N \mathbf{\Gamma}_N^{n+1} + \mathbf{R}^{T n+1} \mathbf{n}^{n+1} = \mathbf{0}, \]
\[ -(\mathbf{J} a^{n+1} + \tilde{\mathbf{W}}^{n+1} \mathbf{J} \mathbf{W}^{n+1}) + \tilde{\mathbf{K}}^{n+1} \mathbf{C}_M \mathbf{K}_M^{n+1} + \mathbf{C}_M \mathbf{K}_M^{n+1} + \mathbf{R}^{T n+1} c_s^{n+1} \times \mathbf{C}_N \mathbf{\Gamma}_N^{n+1} + \mathbf{R}^{T n+1} \mathbf{m}^{n+1} = \mathbf{0}, \]

The geometrically consistent linearization of the above equations and the boundary conditions (not reported here) is discussed in detail in [25]. Once linearized equations are obtained, space discretization is introduced as follows

\[ \delta \Theta^{n+1}(u) = \sum_{j=0}^{n} R_{j,p}(u) \delta \tilde{\Theta}^{n+1}_j \quad \text{with} \quad u \in \mathcal{I}_u, \]
\[ \delta \eta^{n+1}(u) = \sum_{j=0}^{n} R_{j,p}(u) \delta \tilde{\eta}^{n+1}_j \quad \text{with} \quad u \in \mathcal{I}_u, \]

where incremental rotations and displacements \( \delta \tilde{\Theta}^{n+1}_j \) and \( \delta \tilde{\eta}^{n+1}_j \) represent the primary variable of the implicit formulation. Let \( \delta \tilde{\Theta}^{n+1,k}_j, \delta \tilde{\eta}^{n+1,k}_j \) be the solution of the linearized system at the iteration \( k \)th. Iteration updates are based on the following consistent scheme (we refer to [25] for a comprehensive discussion of the update formulas)

\[ \mathbf{c}_{i}^{n+1,k+1} = \sum_{j=0}^{n} R_{j}(p_{j}^{n+1,k} + \delta \eta_{j}^{n+1,k}); \quad \mathbf{R}_{i}^{n+1,k+1} = \mathbf{R}_{i}^{n+1,k} \exp(\delta \tilde{\Theta}_{i}^{n+1,k}). \]
5 NUMERICAL RESULTS

5.1 Cantilever beam

The test, originally proposed in [30], consists of a beam of length 1 m and with a square cross section with side 0.01 m. The Young’s modulus is \( E = 210 \times 10^9 \) N/m\(^2\), the Poisson’s ratio is \( \nu = 0.2 \) and the material density is \( \rho = 7800 \) kg/m\(^3\). With respect to a Cartesian reference system \((x_1, x_2, x_3)\), initially the beam axis is placed along \( x_2 \) and the deformation occurs in the \((x_2, x_3)\) plane due to a constant concentrated transversal tip force \( \bar{n}_{c3} \). In Figure 3 the time histories of the beam tip displacements are shown. Two load intensities: \( \bar{n}_{c3} = -10 \) N and \( \bar{n}_{c3} = -100 \) N are considered. The loads are applied with constant intensity for a duration of 0.5 s through a step-function without any ramp. For both cases \( p = 4 \) and \( n = 20 \). An excellent agreement is found with [30] (for the small amplitude vibrations case) and between the explicit (see above and [24]) and implicit (see above and [25]) formulations for both small and large amplitude vibrations cases. The implicit formulation appears particularly efficient since it is able to reproduce very fast nonlinear dynamics with impulsive loads (no load ramp functions are applied to any of the two load intensities) with a time step 500 times larger than the explicit formulation. Note that four iterations per time step are required in the Newton-Raphson algorithm with a tolerance on the \( L_2 \) norm of the incremental vector of \( 10^{-10} \).

In both cases \( p = 4 \) and \( n = 20 \). Comparisons are made with results obtained in Marino et al 2019 [24] and Gravouil & Combescure 2001 [30].

![Figure 3: Tip displacement of a cantilever beam subjected to a tip transversal load \( F_3 \) with two different intensities. In both cases \( p = 4 \) and \( n = 20 \). Comparisons are made with results obtained in Marino et al 2019 [24] and Gravouil & Combescure 2001 [30].](image)

In Figure 4 four snapshots of the deformed beam are shown. To assess the higher-order space-accuracy of the method when fast and large motions occur, in Figure 5 we show the convergence curves of the \( L_2 \) norm of the error for the load case \( \bar{n}_{c3} = -100 \) N. The error is calculated as \( err_{L_2} = \| u^r - u^h \|_{L_2} / \| u^r \|_{L_2} \), where \( u^h \) and \( u^r \) are the approximate and reference vertical displacements, respectively, evaluated at \( t = 1 \) ms. The reference solution \( u^r \) is obtained with \( p = 6 \), \( n = 80 \) and a time step \( h = 1 \times 10^{-7} \) s.
Enzo Marino, Josef Kiendl, and Laura De Lorenzis

Figure 4: Explicit formulation. Snapshots of a cantilever beam subjected to a tip force $F_3 = -100\, \text{N}$. $p = 4$, $n = 20$, $h = 1 \times 10^{-6}\, \text{s}$. Identical results were obtained with the implicit formulation with $h = 5 \times 10^{-4}\, \text{s}$.

Figure 5: Explicit formulation. $L_2$ norm of error vs. number of collocation points for a cantilever beam under an in-plane transversal tip force with NURBS basis functions of degrees $p = 2, \ldots, 6$. Dashed lines indicate reference orders of convergence.

5.2 Swinging flexible pendulum

The test consists of an initially straight beam of length 1 m with a circular cross section of diameter 0.01 m. The Young’s modulus is $E = 5 \times 10^6\, \text{N/m}^2$, the Poisson’s ratio is $\nu = 0.5$ and the material density is $\rho = 1100\, \text{kg/m}^3$. The beam, initially placed along $x_2$, is hinged at the end located at $(0, 0, 0)$ and is free at the other end. The motion occurs under the effect of the gravity only.

Figure 6 shows eleven snapshots taken from time 0 to 1 s with increments of 0.1 s. Results associated with different combinations of basis function degrees, number of collocation points and time step sizes obtained with the implicit formulation are compared. Up to approximately 0.5 s, the results of all cases are almost indistinguishable. After that time, the results with $p = 4$ exhibit some loss of accuracy, while the results with $p = 6$ are always very accurate, also when using a coarser mesh (red line) or when doubling the time step size (green line), indicating that the error due to the space discretization dominates and can be easily (and efficiently) reduced.
by order elevation.

Figure 6: Implicit formulation. Snapshots of a swinging flexible pendulum subjected to gravity only from time 0 to 1 s with increments of 0.1 s for different basis function degrees, number of collocation points and time step spans [25].

Figure 7 shows the vertical tip displacement. Comparisons are made with results obtained in [24] (explicit), [25] (implicit), Lang et al 2011 [31] and Weeger et al 2017 [23].

Figure 7: Vertical tip displacement of a swinging flexible pendulum. Comparisons are made with results obtained in Marino et al 2019 [24], Lang et al 2011 [31] and Weeger et al 2017 [23]. Results of the present formulation are obtained with $p = 6$, $n = 30$, $h = 5 \times 10^{-3}$ s [25].

5.3 Three-dimensional flying beam

The test, proposed originally by Simo & Vu-Quoc in [27], consists of an initially straight free flexible beam with length $L = 10$ placed in the plane $(x_2, x_3)$ subjected at the lower end
to three different time-varying concentrated loads applied simultaneously (Figure 10). Under these loads the beam undergoes a forward translation due to $\bar{n}_{c2}$, a forward tumbling due to $\bar{m}_{c1}$ and an out-of-plane deformation due to $\bar{m}_{c3}$.

The convergence curves of the $L_2$ norm of the error evaluated at $t = 2\, s$ vs. the number of collocation points are shown in Figure 8. The error is calculated as above using a reference solution $u^r$ obtained with $p = 8$, $n = 200$ (approximately 2.3 on the abscissa of Figure 8) and $h = 0.1$. Very good convergence rates are observed up to $p = 5$. They are $p$ for even degrees and $p - 1$ for odd degrees, which is the typical behavior in isogeometric collocation using Greville points [1, 2, 20]. For higher degrees, especially for $p = 8$, as the number of collocation points increases, the temporal error becomes dominant and slightly affects the quality of the convergence rate.

![Figure 8: Implicit formulation. $L_2$ norm of the error evaluated at $t = 2\, s$ vs. the number of collocation points for the free flying beam for NURBS basis functions of degrees $p = 2, \ldots, 8$. Dashed lines indicate reference orders of convergence. Reference solution computed with $p = 8$, $n = 200$, $h = 0.1$.](image)

For the implicit formulation, with our choice of $\beta$ and $\gamma$, the standard Newmark time integration scheme is second-order accurate in time [27]. To verify that this attribute is preserved in the implicit IGA-C formulation on $SO(3)$, we show in Figure 9 the error in $L_2$ norm associated with time step sizes of 0.05, 0.1, and 0.2. The error is evaluated by comparing the beam configuration at $t = 5$ with a reference solution obtained with $h = 0.01$. In all cases $p = 6$ and $n = 60$. A perfectly quadratic rate is observed. Figure 10 (right panel) shows some snapshots of the beam centroid line. Results associated with five combinations of $p$, $h$, and $n$ are shown. When the largest time step is considered ($h = 0.2$), as expected, the temporal error dominates the spatial one. Reducing the time step size to 0.1, which is more appropriate for this application [27], the accuracy increases significantly. Although unconditional stability is not formally proved in the present nonlinear context, it is noted the high stability of the method even with very large time step sizes. Figure 11 shows snapshots from time 0 to 11.5 with increments of 0.1 in a three-dimensional view.

Very similar results (not reported here) are obtained with the explicit formulations with $h = 1 \times 10^{-5} \, s$ (see [24]).
Figure 9: Implicit formulation. $L_2$ norm of the error vs. time step sizes of 0.05, 0.1, 0.2 for the free flying beam. The error is evaluated by comparing the beam configuration at $t = 5$ with a reference solution obtained with $h = 0.01$. In all cases $p = 6$ and $n = 60$.

Figure 10: Implicit formulation. Flying flexible beam: initial configuration and loads (left panels). Snapshots in the early tumbling stage for different combinations of polynomial degrees and time step sizes (right panel) [25].
6 CONCLUSIONS

Both explicit and implicit formulations are geometrically consistent, high-order accurate in space and very efficient. In the explicit formulation, RHSs of the balance equations are obtained by means of consistent update of the kinematic quantities at previous time step. The nonlinear term associated with the angular acceleration has a negligible effect on the overall efficiency of the method since the Newton-Raphson algorithm converges always in one iteration regardless of magnitude and rate of the rotations. The formulation we developed is meant as the basis on which a fully explicit formulation can be developed. With fully explicit we mean not only the time integration scheme, but also no equation solving. This can be achieved by developing a suitable mass lumping technique [22] suitable for nonlinear beams.

The implicit method is very stable, even with very large time step sizes, and is able to capture very fast nonlinear dynamics with a remarkable advantage in terms of time step size compared to the explicit version. Order elevation improves the overall accuracy significantly and, in a context where efficiency is one of the major goals, this is a remarkable attribute. Main future developments should be oriented towards energy and momentum preserving IGA-C methods.
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Abstract. The monitoring of flexible structures such as towers, antennas and pylons comprising critical infrastructure for power transmission and telecommunications is necessary in order to ensure their continuous operation. This particular field of engineering comes under the umbrella of structural health monitoring, which in recent years has been given high priority in developed countries. There, the built infrastructure is both extensive, encompassing diverse groups of systems such as energy, telecommunication, utility and transportation networks, while at the same time is ageing rapidly. The goal is to set up monitoring schemes with a stand-alone configuration and a wireless transmission of data to central locations for further processing. Thus, it becomes necessary for the sensors employed to have some structural analysis capabilities that can be used in tandem with their data processing functions, all within an artificial intelligence environment. To this end, we develop analytical models for vibrations in elastic waveguides that model flexible structures of variable cross-section and demonstrate their efficiency and accuracy through comparisons with finite element models.
1 INTRODUCTION

Broadly speaking, infrastructure can be classified as the built environment plus the necessary networks for the supply of energy, water, communications and transportation. Since network operation must remain continuous, Structural Health Monitoring (SHM) is required as a necessary step in setting up maintenance protocols [1]. The data streams generated by monitoring must be evaluated with the aid of Artificial Intelligence (AI) algorithms that will allow authorities to reach rational conclusions regarding the current state of network operation and to assess the need for maintenance, repair, retrofit and rehabilitation [2]. Within this cycle, it is necessary to use numerical models to analyze the current state of the structure as needed [3]. The usual path followed nowadays for modelling either the structure or the structural network under consideration is the Finite Element Method (FEM). This usually requires the setup of meshes for discretizing the continuum that are quite detailed and possibly cannot be accommodated within wireless sensor nodes with limited computational resources and power supply. It then becomes necessary to introduce analytical models with closed-form solutions [4] which can be programmed using computer platforms such as Java [5]. This representation is both accurate and efficient and requires small amounts of computing power. This way, the data streams generated by ambient vibrations and other external loads can be processed and compared with computed response markers [6, 7]. Then, these data streams will be either discarded or transmitted to a central processing unit for further evaluation. The final goal is to produce reliable information through SHM to decide if the structure in question is in need of repairs.

Flexible structures such as antennas and pylons used in power transmission and in telecommunications can be efficiently modelled as elastic waveguides, i.e. base-supported beams of variable cross-section with a continuous mass distribution. In general, these waveguides undergo axial, flexural and torsional vibrations, see Fig. 1. Their motion is governed by partial differential equations in a space variable \( x \) (m) and in time \( t \) (s). Invariably, a transformation to the frequency domain follows, whereby ordinary differential equations result that are parametric in the frequency \( \omega \) (rad/s). The change in cross-section along the length results in dispersion phenomena that would otherwise be absent. Furthermore, it might be that the aforementioned three types of vibration patterns are coupled, but this would result in a problem that is probably intractable in terms of a closed-form-solution. Practically speaking, for a circular cylindrical cross-section only flexural vibrations might be influenced by the presence of an axial force, and this would depend on the external loading configuration and frequency content [8]. In here, we will focus on the axial vibration problem as a first step in exploring the suitability of these models to SHM.

2 MECHANICAL MODEL FOR STRUCTURES OF VARIABLE CROSS-SECTION

Figure 1 depicts a free-standing waveguide placed along the \( X \)-axis. For transverse \( f(x,t) \) and longitudinal \( p(x,t) \) loads distributed along the length of the waveguide, plus initial conditions, a bending moment \( M(x,t) \), a shear force \( Q(x,t) \) and an axial force \( N(x,t) \) develop across the cross-section. Also, \( u(x,t) \) and \( w(x,t) \) are the axial and transverse displacements, respectively, with \( \theta = \partial w / \partial x \) being the slope of the neutral axis. The following definitions for the forces and boundary conditions corresponding to a cantilevered waveguide are given below, with initial conditions assumed to be zero:

\[
N = EA(x)(\partial u / \partial x), \quad M = -EI(x)(\partial w^2 / \partial x^2), \quad Q = -EI(x)(\partial w^3 / \partial x^3), \quad M(a,t) = Q(a,t) = w(b,t) = w'(b,t) = 0, \quad N(a,t) = u(b,t) = 0 \tag{1}
\]
In the above, $EA(x)$ and $EI(x)$ are the aggregate axial and flexural stiffness that varies along the antenna length, $a \leq L \leq b$. Finally, the alternative notation used here involves primes (′) and dots (\(\cdot\)) to respectively denote differentiation with respect to the spatial coordinate $x$ and time $t$. We will consider the following type of smooth variation for the flexural stiffness, the axial stiffness and the distributed mass of the waveguide as

$$EI(x) = (EI)_{\text{base}}(x/b)^3, \quad EA(x) = (EA)_{\text{base}}(x/b), \quad m(x) = (m)_{\text{base}}(x/b)$$

(2)

Where $EI$, $EA$, $m$ are the reference values at the base $x = b$, with the antenna length being $L = b - a$. The type of variation assumed dictates the type of the partial differential equation that will result. When the equations of motion are transformed in the frequency domain, they become Bessel and Euler equations for the axial and flexural vibrations, respectively.

Figure 1: (a) Pylon modelled as base-supported elastic waveguides; (b) longitudinal cross-section of infinitesimal length $dx$ showing the force resultants; (c) deformed pattern; (d) transverse cross-section

3 EQUATIONS OF DYNAMIC EQUILIBRIUM

By considering force and moment equilibrium of the differential segment $dx$ in Fig. 1, we obtain coupled governing equations of dynamic equilibrium for axial and flexural motion as

$$\frac{\partial}{\partial x} \left[ EA(x) \frac{\partial u(x,t)}{\partial x} \right] - \frac{\partial}{\partial x} \left[ Q(x,t) \frac{\partial w(x,t)}{\partial x} \right] - m(x) \frac{\partial^2 u(x,t)}{\partial t^2} = p(x,t)$$

(3)

$$\frac{\partial^2}{\partial x^2} \left[ EI(x) \frac{\partial^2 w(x,t)}{\partial x^2} \right] - \frac{\partial}{\partial x} \left[ N(x,t) \frac{\partial w(x,t)}{\partial x} \right] + m(x) \frac{\partial^2 w(x,t)}{\partial t^2} = f(x,t)$$

(4)

3.1 The time domain

If the coupling terms $\partial/\partial x(Q \cdot \partial w/\partial x)$ in the former and $\partial/\partial x(N \cdot \partial w/\partial x)$ in the latter equation are ignored, then by differentiating the variable stiffness terms we recover the following equations:
Next, by introducing the variable stiffness representations of Eq. (2) and recover the final form for the equations of dynamic equilibrium as follows:

\[
\begin{align*}
EA(x) \cdot u'' + (\partial EA(x)/\partial x) \cdot u' - m(x) \cdot \ddot{u} &= p(x,t) \\
EI(x) \cdot w''' + 2(\partial EI(x)/\partial x) \cdot w'' + (\partial^2 EI(x)/\partial x^2) \cdot w' + m(x) \cdot \ddot{w} &= f(x,t)
\end{align*}
\]

Remark 1: By examining the uncoupling assertions more carefully, we see that omission of the shear force \(Q\) in Eq. (3) implies that \(\partial w^3/\partial x^3 = 0\), i.e., we recover a polynomial solution in the spatial coordinate for the transverse displacement in the form of \(w(x,t) = g_1(t)x^2 + g_2(t)x + g_3(t)\). A similar state of affairs exists if we neglect the axial force \(N\) in Eq. (4), i.e., we get \(\partial u/\partial x = 0\) so that \(u(x,t) = (a_1 t + a_2)x + (b_1 t + b_2)\). Strictly speaking therefore, Eq. (5) and (6) are no longer mathematically consistent with the original system of Eq. (3) and (4). In essence, what we assume is that axial and flexural vibrations in the waveguide are respectively induced by upwards/downwards travelling pressure (P) and horizontally polarized shear (SH) waves, without conversion from one wave type to another.

### 3.2 The frequency domain

For harmonic vibrations, we have the displacements as \(w(x,t) = W(x)e^{i\omega t}\) and \(u(x,t) = U(x)e^{i\omega t}\), where \(e^{i\omega t} = \cos(\omega t) + i\sin(\omega t)\), and likewise for the external distributed forces, i.e., \(f(x,t) = F(x)e^{i\omega t}\), \(p(x,t) = P(x)e^{i\omega t}\). Then,

\[
\begin{align*}
 xU'' + U' + a^2xU(x) &= \tilde{P}(x), \ a^2 = (m\omega^2)/EA \\
x^4W(x)'' + 8x^3W''' + 12x^2W'' - \beta^2xW(x) &= \tilde{F}(x), \ \beta^4 = (m\omega^2)/EI
\end{align*}
\]

Note that both \(a(\omega) = \omega/c_p, \ c_p = (E/\rho)^{1/2}\) (the \(P\)-wave speed) and \(\beta(\omega)\) are the usual real-valued wavenumbers associated with vibrations of prismatic beams. Also, \(\tilde{P}, \tilde{F}\) are the scaled spatial variations of the external forces. If the above equations are normalized with respect to the leading derivative terms, we respectively recover a Bessel equation of zero order and an incomplete Euler equation of the fourth order, i.e.,

\[
\begin{align*}
 U'' + (1/x) \cdot U' + a^2 \cdot U &= \tilde{P} \\
 W(x)'' + (8/x) \cdot W''' + (12/x^2)W'' - (\beta^4/x^3)W(x) &= \tilde{F}
\end{align*}
\]

Remark 2: We note here that a quadratic variation of the mean radius \(D/2\) of a circular cylindrical pylon of constant thickness \(t\) yields a complete Euler equation of the fourth order. This will be communicated in future work, since the quadratic variation is a more general representation that can replace the model of Eq. (2). For the above flexural vibration case, although the eigenfrequencies can still be recovered from Eq. (12), the key substitution that will give solutions of the type \(W(x) = \sum B_i |x|^m, \ i = 1\ldots4\) will not work.

### 3.3 Solution for axial vibrations

The homogeneous solutions to the Eq. (11) is
Where \( J_0, Y_0 \) respectively are the Bessel functions of zero order, first and second kind. Next, \( A_i \) are constants of integration to be determined from the boundary conditions. For the tapered waveguide with fixity at the base, we have that \( U(x = b) = 0 \), while for a traction-free condition at the top, we have that \( N(x = a) = 0 \rightarrow U'(x = a) = 0 \). The second boundary condition requires the first derivative of the displacement solution of Eq. (13). This is accomplished by noting that the spatial derivatives of the Bessel functions are given by the following expressions: \( J'_0(ax) = -aJ_1(ax), \, Y'_0(ax) = -aY_1(ax) \). Now, for the aforementioned homogeneous conditions, constants \( A_i \) can only be determined relative to each other. This is done using the displacement derivative evaluated at \( x = b \) and setting it equal to zero. Back-substitution into Eq. (13) evaluated at \( x = a \) and subsequently also setting it equal to zero yields the following transcendental equation

\[
J_0(ab) - \{J_1(aa)/Y_1(aa)\} \cdot Y_0(ab) = 0
\]  

An analytical solution for wave number \( a_n = \omega_n/c_p \) values which are the roots of the above equation is not possible, and therefore the Newton-Raphson method is used with starting values being the eigenfrequencies \( \omega_n \) of a reference pylon with constant cross-section. More specifically, if we consider a pylon whose cross-section matches that of the tapered pylon at its base, then \( A = 2\pi db, \, m = \rho A \). Closed-form solutions for the displacement vector, the wave numbers, the eigenfrequencies and the eigenfunctions are as follows (Graff, 1975):

\[
U(x) = A_1 \sin(ax) + A_2 \cos(ax), \quad a_n = (2n - 1)\pi/(2L) \\
\omega_n = (2n - 1)\pi c_p/(2L), \quad \varphi_n(x) = \sin(a_n x), \quad n = 1, 2, \ldots, \infty
\]

Once the eigenfrequencies \( \omega_n \) of the tapered pylon have been determined, then the corresponding eigenfunctions \( \varphi_n(x) \) are the displacements given in Eq. (13), after substitution of the corresponding wave number \( a_n \) and with \( A_1 = 1, \, A_2 = -J_1(aa)/Y_1(aa) \).

### 3.4 Modal analysis for axial vibrations

Modal analysis commences with the transformation from the physical displacement coordinates \( u \) to the generalized (or modal) coordinates \( q_i, \, i = 1, 2, 3, \ldots \) by use of the eigenfunctions \( \varphi_i \) as follows:

\[
u(x,t) = \sum_{i=1}^{\infty} \varphi_i(x) \cdot q_i(t)
\]

Substitution of this expansion into the uncoupled form of the equation of motion, Eq. (4a), pre-multiplication by eigenfunction \( \varphi_j \) and integration over the length of the waveguide gives
We note that because of the orthogonality property of the eigenfunctions with respect to the stiffness \( EA(x) \) as the weight function, the only non-zero terms remaining are when the two counters coalesce, i.e. \( i = j \). This is now followed with integration by parts to shift the spatial derivatives ('') outside the brackets to the eigenfunctions \( \varphi_i(x) \). Intermediate terms arising in the integration are zero because of the homogeneous spatial boundary conditions. The final result is a system of single degree-of-freedom (SDOF) equations of the form

\[
[M]_i \cdot \{\ddot{q}(t)\}_i + [K]_i \cdot \{q(t)\}_i = \{P(t)\}_i
\]

where the system matrices involve integration over the waveguide length as

\[
[M]_i = \int_0^L m(x) \cdot \varphi_i^2(x) dx, \quad [K]_i = \int_0^L EA(x) \cdot \{\varphi_i''(x)\}^2 dx
\]

\[
\{P(t)\}_i = \int_0^L \varphi_i(x) \cdot p(x,t) dx
\]

As with standard modal analysis, the accuracy achieved in solving for the displacement \( u(x,t) \) depends on the number of generalized coordinates \( q_i(t) \) retained in the series expansion, which from the previous eigenvalue analysis requires no more than four terms. Finally, the integrals over the length of the waveguide are evaluated by low order Gauss quadrature.

4 NUMERICAL EXAMPLE

We consider a thin-walled steel pylon used, e.g., in supporting electric cable lines for high-speed trains, see Fig. 1. The pylon cross-section has the shape of a ring with mean radius \( R = D/2 \) and constant thickness \( t \). The length \( L = (b - a) \) of the pylon under consideration comprises continuously welded segments for a total length of 12 m, while the base is fixed. Table 1 lists values for the modulus of elasticity \( E \), Poisson’s ratio \( \nu \) and the mass density \( \rho \). At any given station \( a \leq x \leq b \), the cross-sectional area is \( A = 2\pi R t \), the principal moment of inertia is \( I = \pi R^3 t \) and the mass per unit length is \( m = A \rho \). From this information, it is possible to compute both axial \( EA(x) \) and flexural \( EI(x) \) stiffness, as well as the mass \( m(x) \) per length of the pylon. These quantities vary linearly with height for the mass and axial stiffness and cubically for the flexural stiffness, see Eq. (2), with the base of the pylon (btm) considered as the reference point.

<table>
<thead>
<tr>
<th>( E ) (kPa)</th>
<th>( \nu )</th>
<th>( \rho ) (tn/m³)</th>
<th>( a ) (m)</th>
<th>( b ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>210 10^3</td>
<td>0.30</td>
<td>7.85</td>
<td>2.0</td>
<td>14.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( R ) (m)-outer</th>
<th>( t ) (cm)</th>
<th>( A ) (m²)-ref</th>
<th>( I ) (m⁴)-ref</th>
<th>( m ) (tn/m)-ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>2.0</td>
<td>0.025</td>
<td>0.0005</td>
<td>0.197</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( EA ) (kN)-top</th>
<th>( EI ) (kN·m²)-top</th>
<th>( m ) (tn/m)-top</th>
<th>( EA ) (kN)-btm</th>
<th>( EI ) (kN·m²)-btm</th>
<th>( m ) (tn/m)-btm</th>
</tr>
</thead>
<tbody>
<tr>
<td>754,000</td>
<td>15,140</td>
<td>0.028</td>
<td>5,279,000</td>
<td>106,000</td>
<td>0.197</td>
</tr>
</tbody>
</table>

Table 1: Numerical values for the mechanical properties of the steel pylon example.
4.1 Eigenvalue analysis for axial vibrations

As mentioned in sub-section 3.3, we introduce a cantilevered pylon with a constant cross-section whose configuration matches that of the non-homogenous pylon at the base to serve as benchmark for comparison purposes. We now compute its first five eigenfrequencies $\omega_i$ and their respective modal masses $M_i$ and stiffnesses $K_i$, see the left column in Table 2 and also Fig. 3. Similarly, for the tapered pylon, we use the Newton-Raphson method to numerically solve the characteristic polynomial resulting from imposition of the homogeneous boundary conditions to the solution given in Eq. (13). Standard procedure of back-substitution of the recovered eigenfrequencies into the normalized displacement function gives the corresponding eigenfunctions. All these values appear as the right column of Table 2 and in Fig. 3. The computations regarding the tapered pylon were carried out in a Python programming environment [9] requiring negligible running times.

We note that axial vibrations occur at high frequencies, given that the first eigenfrequency of the uniform pylon is 108 Hz and that of the non-uniform one is 146 Hz. Also, the non-uniform pylon consistently has higher values for the eigenfrequencies, because of less mass as compared to the uniform pylon, all other things being equal. Regarding the presence of structural damping in the pylons, it is possible to introduce [10] a complex elasticity modulus in the form $E(1.0+i\eta \omega)$, where the structural damping coefficient $\eta$ is in the range of 0.1%. This damping is in addition to the dispersion effects for the tapered pylon and results in complex number formalism for the ensuing numerical solution.

<table>
<thead>
<tr>
<th>Eigenvalue: 1</th>
<th>Eigenvalue: 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_i$: 1.178 tn</td>
<td>$M_i$: 0.336655 tn</td>
</tr>
<tr>
<td>$K_i$: 539743.99 kN/m</td>
<td>$K_i$: 285338.0 kN/m</td>
</tr>
<tr>
<td>$\omega_i$: 677.04 rad/s</td>
<td>$\omega_i$: 920.635 rad/s</td>
</tr>
<tr>
<td>$f_i$: 107.75 Hz</td>
<td>$f_i$: 146.524 Hz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eigenvalue: 2</th>
<th>Eigenvalue: 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_i$: 1.178 tn</td>
<td>$M_i$: 0.155565 tn</td>
</tr>
<tr>
<td>$K_i$: 4857695.92 kN/m</td>
<td>$K_i$: 742137.0 kN/m</td>
</tr>
<tr>
<td>$\omega_i$: 2031.12 rad/s</td>
<td>$\omega_i$: 2184.17 rad/s</td>
</tr>
<tr>
<td>$f_i$: 323.26 Hz</td>
<td>$f_i$: 347.621 Hz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eigenvalue: 3</th>
<th>Eigenvalue: 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_i$: 1.177 tn</td>
<td>$M_i$: 0.168852 tn</td>
</tr>
<tr>
<td>$K_i$: 13493599.77 kN/m</td>
<td>$K_i$: 2.06111e+6 kN/m</td>
</tr>
<tr>
<td>$\omega_i$: 3385.19 rad/s</td>
<td>$\omega_i$: 3493.79 rad/s</td>
</tr>
<tr>
<td>$f_i$: 536.77 Hz</td>
<td>$f_i$: 556.054 Hz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eigenvalue: 4</th>
<th>Eigenvalue: 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_i$: 1.177 tn</td>
<td>$M_i$: 0.634078 tn</td>
</tr>
<tr>
<td>$K_i$: 26447455.54 kN/m</td>
<td>$K_i$: 1.4761e+7 kN/m</td>
</tr>
<tr>
<td>$\omega_i$: 4739.27 rad/s</td>
<td>$\omega_i$: 4822.41 rad/s</td>
</tr>
<tr>
<td>$f_i$: 754.28 Hz</td>
<td>$f_i$: 767.516 Hz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eigenvalue: 5</th>
<th>Eigenvalue: 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_i$: 1.178 tn</td>
<td>$M_i$: 1.81583 tn</td>
</tr>
<tr>
<td>$K_i$: 43719263.25 kN/m</td>
<td>$K_i$: 5.75261e+7 kN/m</td>
</tr>
<tr>
<td>$\omega_i$: 6083.35 rad/s</td>
<td>$\omega_i$: 6160.37 rad/s</td>
</tr>
<tr>
<td>$f_i$: 969.79 Hz</td>
<td>$f_i$: 980.453 Hz</td>
</tr>
</tbody>
</table>

Table 2: Steel pylon with constant cross-section (left) and variable cross-section (right): The first five modal masses, modal stiffnesses and eigenvalues.
4.2 Comparisons with FEM models

The same cantilevered pylon is now modeled using two types of FEM representations, namely a ‘stick’ model comprising 2-noded beam elements with 6 degrees-of freedoms (DOF) per node and a ‘shell’ model comprising 4-noded shell elements with also 6 DOF per node [11]. The convergence study focuses on the axial vibration eigenvalues and examines the necessary number of finite elements along the length and breadth of the pylon to achieve convergence of the results.

Figure 3: Steel pylon with (top) constant and (bottom) variable cross-section: The first five normalized eigenfunctions $\phi_i(x)$. Legend: 1 = blue / 2 = red / 3 = green / 4 = yellow / 5 = purple

Starting with the ‘stick’ model, we begin with 10 uniformly spaced elements for the pylon yielding 60 DOF and reach a maximum of 100 elements resulting in 600 DOF. For the ‘shell’ model, the smallest acceptable mesh covers the circumference of the cross-section with 3 shell elements spanning 120° sectors each. Therefore, the comparable numbers for the ‘shell’ model start at 30 elements with 180 DOF and range up to 300 elements with 1800
DOF. Of course, the FEM ‘shell’ model yields vibration patterns that cannot be captured by the waveguide model, such as ‘breathing’ modes where the circumference’s shape diverges from the original circular one. We see in Fig. 4 that roughly 20 finite elements per length are required in most cases before the eigenfrequencies start to converge, yielding a minimum finite element length of 50 cm. This holds true for both ‘stick’ and ‘shell’ models, and we observe that although both FEM models give identical results, they overshoot the analytical waveguide solution by about 2%.

Figure 4: FEM convergence study on the first four axial eigenfrequencies for both (a) constant and (b) variable pylon cross-sections. Note: 3 shell finite elements are used to model the pylon circumference.
4.3 Transient axial vibrations

We distinguish two types of quasi-harmonic external loads on pylons supporting electric lines that are generated by the passage of high speed trains: (i) High frequency base accelerations in the vertical direction (axial vibrations) in the range around 50 Hz resulting from the train’s wheels running across rails that have minor imperfections; and (ii) low frequency base accelerations in the horizontal direction (flexural vibrations) in the range around 5 Hz as the train moves rapidly forward. Both cases lead to a forcing function in the form 
\[ p(x,t) = f(x,t) = -mg\sin(\Omega t), \]
where \( g = 9.81 \text{ m/s}^2 \) is the acceleration of gravity and \( \Omega \) (rad/s) is the external frequency of vibration.

Focusing on axial vibrations, Fig. 5 is a parametric study summarizing the number of eigenfunctions necessary in the modal analysis to achieve convergence of the transient displacement at the top of the pylon, with the time axis ranging as \( 0 < t < 0.4 \text{ s} \). We observe that as the external frequency of vibration increases, so does the number of eigenfunctions necessary for convergence. However, even three eigenfunctions are sufficient, provided the excitation frequency in the axial case does not exceed a value of \( f = \Omega/2\pi = 300 \text{ Hz} \).
5 CONCLUSIONS

An analytical model based on elastic waveguides was presented here for determining the dynamic vibrations of flexible structures such as antennas and pylons to environmentally induced loads. The stiffness of these structures may vary with height and both axial and flexural vibrations were considered, with torsional vibrations to be communicated in future work. These solutions are meant to replace large-scale FEM models for reasons of computational economy within the context of real-time data processing in wireless sensor nodes. This is a crucial step in SHM operations, whereby data streams are transmitted by the sensor nodes to a central processing unit only when calculations show that certain tolerance limits are exceeded. These limits can be pre-set, but it is necessary to first quantify and then update them over the course of time. To this end, numerical models for monitored structures, which are both accurate and efficient in terms of computing power, must be introduced.
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Abstract. Systems exhibiting a negative stiffness region are often used as vibration isolators, due to their enhanced damping properties. The device tested in this paper is part of a damping system and it acts like an asymmetric double-well Duffing oscillator, with two stable and one unstable equilibrium positions. The range of motion can either be bounded around one stable position (in-well oscillations) or include all the three positions (cross-well oscillations). Depending on the input amplitude, the oscillator can exhibit linear and nonlinear dynamics, and chaotic motion as well. Due to its asymmetrical design, the two linearized systems associated to small-amplitude oscillations around one stable equilibrium position are different. In this work, the dynamical behavior of the system is first investigated in the case of linear and nonlinear in-well oscillations and then in the case of cross-well oscillations with chaotic motion. To accomplish this task, the device is mounted on a shaking table and it is driven through several excitation levels with both harmonic and random inputs. An experimental bifurcation tracking analysis is also carried out to understand the possible response scenarios. Afterwards, the nonlinear identification is performed using nonlinear subspace algorithms to extract the restoring force of the system. Eventually, the physically-based model of the device is updated to match the identified characteristics via genetic algorithms.
1 INTRODUCTION

Devices and materials based on a negative stiffness behavior are very often used as vibration isolators due to their amplified damping properties [1,2]. In particular, in the case of engineering structures, examples can be found in automotive suspensions [3,4] or seismic isolation [5,6].

When the negative stiffness effect is coupled to a nonlinear polynomial stiffness contribution, the so-called double-well Duffing oscillator is obtained, whose dynamical properties have been extensively studied in the literature due to the wide kind of motions it can exhibit, ranging from linear to highly nonlinear and chaotic [7]. This oscillator exhibits two stable and one unstable equilibrium positions, and the oscillations can either be bounded around one stable point (in-well or intra-well small oscillations) or include all the three positions (cross-well or infra-well large oscillations). In both cases, periodic oscillations can evolve to steady in-well or cross-well chaotic motions under external excitation [8]. The occurrence of irregular motion, consisting of random-like crossings from oscillations around the two stable equilibrium positions, was first observed experimentally in 1971 [9] and the motion was called “snap-through”. A comprehensive literature review about the Duffing equation can be found in [10].

In this work, a negative stiffness oscillator is studied and tested to derive a reliable nonlinear dynamical model. The dynamical properties of the oscillator are first investigated to uncover the possible kind of motions it can exhibit (in-well, cross-well, chaotic). To accomplish this tasks, the device is mounted on a shaking table and it is driven through several excitation levels with harmonic and random inputs. The experimental bifurcation diagram is estimated, together with the attractor surface in the case of chaotic motion.

Afterward, nonlinear system identification is performed to extract the model parameters directly from the measurements. The nonlinear subspace identification (NSI) method [11–14] is adopted to identify the nonlinear restoring force of the system using just one cross-well measurement obtained with random excitation. Eventually, a model updating procedure is implemented with genetic algorithms to refine the physically-based model based on the identified restoring force.

2 NEGATIVE STIFFNESS OSCILLATOR

The device under investigation consists in a U-shaped steel frame connected through rods to a central moving mass. The frame has the purpose to keep the rods under compression during their movement, exerting a compression force \( p(\theta) \) depending on the rotation angle \( \theta \). A schematic representation of the device is depicted in Figure 1.

It is assumed that the inertia of the moving parts can be concentrated into one central point with mass \( m \), comprising the mass of the central bushing and the equivalent inertia of the rods. The vertical movement of this point is described by the coordinate \( y(t) \). The lower surface of the frame is attached to a shaking table, so that displacement \( b(t) \) can be imposed to the structure. The free-body-diagram of mass \( m \) is depicted in Figure 1.
With $z(t) = y(t) - b(t)$, the equation of motion of the system in the variable $z(t)$ can be written as

$$m\ddot{z} + k_3 z^3 + k_2 z^2 - k_1 z + k_0 = -m\ddot{b},$$

where $k_0 = mg$ and the coefficients $k_3, k_2, k_1$ have to be experimentally estimated. Eq. (1) has the form of a negative-stiffness Duffing equation, and its restoring force $K$ and elastic potential $U$ can be defined as

$$K(z) = k_3 z^3 + k_2 z^2 - k_1 z + k_0,$$

$$U(z) = \frac{1}{4} k_3 z^4 + \frac{1}{3} k_2 z^3 - \frac{1}{2} k_1 z^2 + k_0 z.$$

A qualitative representation of the potential is shown in Figure 2, where its asymmetric double-well characteristic can be observed, together with the three equilibrium positions $z^*$ obtained by setting $K(z^*) = 0$. Two out of three positions represent a stable equilibrium, namely $z^*_+ \text{ and } z^*_-$, while the central position $z^*_0$ is an unstable point.
The oscillations of the moving point are said to be \textit{in-well} when the motion is bounded around one of the two stable equilibrium positions $z_\pm^*$. The associated linear natural frequency $\omega_\pm$ can be computed by

$$\omega_\pm = \sqrt{\frac{K'(z_\pm^*)}{m}},$$


$K'(z_\pm^*)$ being the derivative of $K(z)$ computed in $z^-$ or $z^+$.  

3 \hspace{1em} \textbf{EXPERIMENTAL CHARACTERIZATION}

Two photos of the experimental setup corresponding to the two stable equilibrium positions are reported in Figure 3. The moving mass is instrumented with a laser vibrometer to measure its absolute displacement $y(t)$, whose zero position corresponds to the horizontal configuration of the rods ($\theta = 0$). The acceleration of the base $\ddot{b}(t)$ is also recorded through an accelerometer and the displacement $z(t)$ is computed as the difference between the laser measure $y(t)$ and the displacement of the base $b(t)$, obtained by integrating twice its measured acceleration.

The system is driven by harmonic inputs with fixed excitation frequency $\omega = 9 \cdot 2\pi \text{ rad/s}$ and different amplitudes. The measured signals are sampled at $512 \text{ Hz}$. By applying this set of harmonic excitations, the so-called \textit{bifurcation map} of the system can be built for a specific excitation frequency. The bifurcation map is a snapshot of the kind of steady-state solutions that can be obtained for a given excitation frequency when ranging over the excitation amplitude. Each point in the map represents the amplitude(s) of the steady-state solution for a specific value of the excitation amplitude. Indeed, the system can in principle exhibit superharmonics of the exciting frequency (meaning frequency contents at $2\omega, 3\omega, 4\omega, ...$), subharmonics ($1/2 \omega, 1/3 \omega, 1/4 \omega, ...$) or chaotic motion.

![Figure 3: Photos of the experimental setup. a) Negative equilibrium position $z^-_*$; b) Positive equilibrium position $z^*_+$.](image)
When building the bifurcation map on experimental time series, one should be able to detect the presence of super/sub-harmonics in order to correctly estimate the amplitude(s) of the response. This is done in this work automatically by performing a periodicity analysis of the measured displacement $z(t)$ over a certain number of periods of the input force. The algorithm seeks the number of periods that gives the best periodicity of the output signal:

- A period-1 solution is gathered if the output is periodic with the input. The system in this case might respond with higher harmonics of the excitation frequency $\omega$.
- A period-2 solution is gathered if the output is periodic with twice the period of the input. The system in this case responds also with the sub-harmonic $1/2 \omega$.
- A period-4 solution is gathered if the output is periodic with four times the period of the input. The system in this case responds also with the sub-harmonics $1/2 \omega, 1/4 \omega$.
- ...

The experimental bifurcation map is depicted in Figure 4, where the cross-well region is highlighted in grey. Since the map is inferred from experimental measurements, it is not intended to be an exhaustive representation of all the possible bifurcations of the system, as it would be rather difficult to experimentally collect the huge number of points that would be required. Nevertheless, it gives useful information about the range of motions the system exhibits for different input amplitudes. In particular, a cascade of period doublings can be appreciated when the input amplitude is around $12 - 15 \text{ m/s}^2$, especially when starting from the positive equilibrium position ($z^*_+ = 0.023 \text{ m}$).

![Figure 4: Experimental bifurcation map of the system. The chaotic region is highlighted in grey.](image)

The time series and phase diagrams of some of the points of the bifurcation map are depicted in Figure 5. The selected phase diagrams correspond respectively to a period-1 solution, a period-2 solution, a period-4 solution and to a cross-well motion of the system. The latter in particular can be called chaotic in this context, as no periodic solution to a periodic input is retrieved, and this behavior lasts for the entire acquisition time (10 minutes).
It should be recalled that no definition of *chaos* is universally accepted, and this is particularly true when experimental data is considered. The reason is that uncertainties and noise in the data acquisition may interfere with the extreme sensitivity to the initial conditions that characterizes chaotic systems.

The well-known LLE (largest Lyapunov exponent) [15] can be used to check whether the system is behaving chaotically or not: a positive sign means chaotic motion, while a negative sign is representative of a periodic orbit. Several methods exist to compute the LLE from experimental time series, and the one proposed in [16] is adopted here. Results are shown in Figure 6, where a positive sign is retrieved.

![Figure 5: Time series and corresponding phase diagrams of selected measurements. a) Period-1 solution. b) Period-2 solution. c) Period-4 solution. d) Cross-well motion.](image)

![Figure 6: Estimation of the largest Lyapunov exponent. Red line: convergence mean value.](image)
Eventually, the experimental Poincaré sections are computed for different phase synchronizations $\phi$ of the data with the forcing term [17]. The typical shape of a strange attractor is retrieved [8] and depicted in Figure 7a in a polar plot, while three of its sections are represented in Figure 7b,c,d.

![Experimental Poincaré sections](image)

Figure 7: Experimental Poincaré sections. a) Polar representation of the attractor surface; b) Poincaré section, $\phi = 0^\circ$; c) Poincaré section, $\phi = 170^\circ$; d) Poincaré section, $\phi = 320^\circ$.

4 IDENTIFICATION OF THE NONLINEAR RESTORING FORCE AND MODEL UPDATING

The nonlinear subspace identification (NSI) method is adopted in the following to identify the nonlinear state-space model of the system, with the final purpose of estimating its restoring force. NSI relies on the possibility of splitting the nonlinear equation of motion into an underlying-linear (and stable) system (ULS) and a nonlinear feedback. By looking at Eq. (1), this seems not to be possible for the considered system, as the negative linear stiffness creates an unstable ULS. Nevertheless, a workaround can be found by shifting the reference axis and considering the oscillations of the moving point around one reference position. This reference position is chosen as one of the two stable equilibrium points $z_{\pm}$, and it is generally referred to as $z^{*}$. A new variable $x(t)$ can therefore be defined as

$$x(t) = z(t) - z^{*}, \quad (5)$$

so as to write the equation of motion in the variable $x$

$$m\ddot{x} + K(x + z^{*}) = -m\ddot{b}, \quad (6)$$

with
\[ K(x + z^*) = k_3 x^3 + (k_2 + 3k_3 z^*) x^2 + (3k_3 z^* + 2k_2 z^* - k_1) x \]
\[ = k_3 x^3 + \tilde{k}_2 x^2 + \tilde{k}_1 x. \]  

(7)

The new coefficients of the restoring force to be identified are therefore \( k_3, \tilde{k}_2 \) and \( \tilde{k}_1 \). Also, a nonlinear damping model of the kind \( c^{nl} \dot{x}(t) |\dot{x}(t)| \) is sought by the method in addition to a linear viscous damping \( c \dot{x} \), to account for the dissipation that comes with the relative motion between the moving point and the vertical steel guide.

Indeed, the ULS depends on the choice of the reference position \( z^* \), therefore:

- When \( z^* = z^- \) the modal parameters of the underlying-linear small oscillations around the negative equilibrium position can be estimated;
- When \( z^* = z^+ \) the modal parameters of the underlying-linear small oscillations around the positive equilibrium position can be estimated;

Consequently, two mutually exclusive ULSs can be obtained with NSI. For this reason, a single cross-well measurement under random excitation is fed to the NSI algorithm with two consecutive choices of the reference position: namely \( z^* = z^- \) and \( z^* = z^+ \). The measurement is sampled at 512 Hz and lasts 300 s, with the last 60 s used for validation purposes.

A model order equal to 2 is chosen for the nonlinear state-space identification, the system being a single-degree-of-freedom system, and the corresponding modal parameters are listed in Table 1.

<table>
<thead>
<tr>
<th>Reference position</th>
<th>Natural frequency (Hz)</th>
<th>Damping ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z^- )</td>
<td>11.41</td>
<td>11.2</td>
</tr>
<tr>
<td>( z^+ )</td>
<td>9.19</td>
<td>20.3</td>
</tr>
</tbody>
</table>

Table 1: Modal parameters of the two underlying linear systems identified with NSI.

The validation of the identified model is carried out by simulating the output of the system \( x^{SIM}(t) \) with the identified nonlinear state-space model, given the measured input. The simulated and the measured outputs are then compared to estimate the modeling error. Results are reported in Figure 8 in terms of simulated and measured time histories, in time and frequency domains. The statistical parameters of the residual between the measured output \( x(t) \) and the simulated one \( x^{SIM}(t) \) are listed in Table 2. Generally, the identified state-space model is capable of catching the cross-well motion with a very good accuracy, providing a percentage RMS deviation from the measurement of approximately 8%.

Once the identified model is validated, the coefficients of the nonlinear restoring force can be extracted [11–14], obtaining:

\[ K(x + z^*) = k_3 x^3 + \tilde{k}_2 x^2 + \tilde{k}_1 x \]
\[ = 7.35 \cdot 10^5 x^3 - 6.45 \cdot 10^3 x^2 + 1.34 \cdot 10^3 x. \]  

(8)

The identified restoring force \( K \) and the corresponding potential \( U \) are depicted in Figure 9a,b. As for the nonlinear damping coefficient \( c^{nl} \), a value of \(-5 \text{Ns}^2/\text{m}^2\) is obtained. The total damping force \( D(\dot{z}) = c \dot{z} + c^{nl} |\dot{z}| \dot{z} \) is depicted in Figure 9c.
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<table>
<thead>
<tr>
<th>Residual mean (mm)</th>
<th>Residual standard deviation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.18</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Statistical parameters of the residual between measured and simulated outputs.

Figure 8: Validation of the nonlinear identification in the time domain (a) and frequency domain (power spectral density, b). Black line: measured output; red line: residual between simulated and measured output.

Figure 9: Estimation of the restoring force $K$ (a), the corresponding potential $U$ (b) and the damping force $D$ (c).
4.1 Model updating

Once the parameters of the restoring force have been estimated from the experimental measurements, a comparison with the originally designed values is carried out to validate the model. A model updating procedure is implemented to adjust the physical parameters of the model and minimize the difference between simulated and identified behaviors. A genetic algorithm (GA) [18] is adopted to find the global optimum set of parameters. Genetic algorithms offer the chance to effectively update the model parameters, by exploring the range of feasible values in a smart and fast way. Also, crossover and mutation operators reduce the risk of falling into local minima [18]. The selected fitness function $\epsilon$ to be minimized is defined as the sum of two relative error functions $\epsilon_{\omega}$ and $\epsilon_{z^*}$. The function $\epsilon_{\omega}$ is associated to the residuals on the positive and negative natural frequencies $\omega_{\pm}$, while $\epsilon_{z^*}$ is related to the residuals on the positive and negative equilibrium positions:

$$
\epsilon_{\omega} = \text{RMS} \left\{ 100 \left( \frac{\omega_{\pm}^{\text{MOD}} - \omega_{\pm}^{\text{EST}}}{\omega_{\pm}^{\text{EST}}} \right), 100 \left( \frac{\omega_{\pm}^{\text{MOD}} - \omega_{\pm}^{\text{EST}}}{\omega_{\pm}^{\text{EST}}} \right) \right\} 
$$

$$
\epsilon_{z^*} = \text{RMS} \left\{ 100 \left( \frac{z_{\pm}^{*\text{MOD}} - z_{\pm}^{*\text{EST}}}{z_{\pm}^{*\text{EST}}} \right), 100 \left( \frac{z_{\pm}^{*\text{MOD}} - z_{\pm}^{*\text{EST}}}{z_{\pm}^{*\text{EST}}} \right) \right\} 
$$

$$
\epsilon = \epsilon_{\omega} + \epsilon_{z^*} \tag{9}
$$

The superscripts MOD and EST stand respectively for “model” and “estimation”. In particular, the estimated natural frequencies $\omega_{\pm}^{\text{EST}}$ are the ones listed in Table 1. The parameters to be optimized are the Young’s modulus $E$ of the frame, the frame angle $\alpha$ and the moving mass $m$. The values of the fitness function across the generations of GA are shown in Figure 10, while the final result is depicted in Figure 11.

![Figure 10: Values of the fitness function across the generations of GA. Black line: best fitness; blue dots: mean fitness values.](image-url)
The optimization reduces the residual between the experimental characteristics and the model prediction, providing a good match between the final restoring force and potential curves, with a residual $\epsilon$ equal to 1.38%.

![Figure 11](image-url): Results of the optimization in terms of restoring force in (a) and potential in (b). Black line: identified curves; orange line: starting values; green line: final values.

5 CONCLUSIONS

A negative stiffness oscillator has been characterized experimentally to exploit its dynamical behavior. A variety of different kind of motions can be obtained because of the bi-stable nature of the device, from in-well to cross-well oscillations, including chaotic motion. These dynamical behaviors have been confirmed by the experimental observations, obtained with harmonic inputs. The bifurcation map of the system has been estimated, together with the attractor surface in the case of chaotic motion. Eventually, the nonlinear restoring force of the system has been identified from the measured time series by applying the nonlinear subspace identification method, and the physically-based model of the device updated via genetic algorithm to match the experimental results.
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\textbf{Abstract.} Stepped beams like structures are extensively used in several mechanical and civil engineering fields, such as for high-rise buildings, robot arms, etc. The objective of the current study is to analyse the geometrically non-linear behaviour of free and forced multi-stepped Euler-Bernoulli beams. The first part consists on determining the multi-stepped beam natural frequencies and associated mode shapes, which constitute the basic functions used afterwards in the non-linear theory. The effect of geometrical non-linearity is based on the Von Karman’s assumptions. By deriving the discretized expressions of linear and nonlinear strain and kinetic energies, Hamilton’s principle is used to reduce the problem to a non-linear algebraic system solved by means of approximate methods. This leads to the determination of the non-linear modes and their corresponding curvatures, illustrated by application examples showing the effect of geometrical non-linearity on the dynamic behaviour of multi-stepped beams. The effect of the variation of the cross section area and second moment of inertia is also examined. Considering forced vibrations, the single mode approach is used to obtain the non-linear frequency response function in the vicinity of the predominant mode. The effects of the variation in the type of the stepped beam cross section and corresponding parameter ratios are investigated and illustrated by specific application cases.
1 INTRODUCTION

In many structures encountered in aeronautical, civil or mechanical engineering, stepped beams are used to support loads, transmit motion or to reinforce the entire system. Often in their operation, these types of beams are subjected to vibrations, either free or forced, which require a study in order to be able and predict their dynamic behaviour. Many works have examined the behaviour of this type of beams under various end conditions and under different types of loads.

A review of the literature goes back to N. J. TALEB and E. W. SUPPIGER who applied the Cauchy function method to obtain an approximation of the fundamental frequency and modal configuration of the free transverse vibration of the beams [1]. Balasubramanian and Subramanian studied the performance of a four-degree-of-freedom-per-node element for the vibration analysis of uniform and multi-step beams [2]. S. Naguleswaran gave a brief overview of the work on stepped and multi-stepped beams in [3]. He also examined different cases of vibration of stepped beams in [4,5,6]. In [7,8], MAO used the Adomian Decomposition Method (ADM) to study the free vibration of a stepped beam with two and more uniform sections. Suddong, Charoensuk and Wattanasakulpong studied the free vibration response of stepped beams made of a functionally graded material (FGM), supported by various types of elastic elements at the ends. In order to obtain the natural frequencies and mode shapes, the solution of the differential equation of motion was performed by the differential transformation method denoted as DTM [9]. R.M. Lin and T.Y. Ng presented in [10] a new method for the calculation of the natural frequencies and mode shapes for the case of free vibration, which is ideally suited for forced vibration applications according to the author.

While most studies on stepped beams have focused on linear vibration analysis, only two works have been found which considered the effect of non-linearity. Sato [11] analysed the non-linear free vibration of stepped beams using the transfer matrix method. Nuttawit Wattanasakulpong and Arisara Chaikittiratana used the Adomian modified decomposition method to study the problems of linear and nonlinear free vibration of stepped beams [12].

None of the works cited above has examined the nonlinear forced response of multi-stepped beams. The purpose of this paper is to present a contribution to the analysis of geometrically nonlinear free and forced vibration of multi-stepped beams assuming Euler-Bernoulli's and Von Karman's hypotheses. The first part consists on determining the stepped beam natural frequencies and associated mode shapes, which are used as basic functions in the non-linear theory. Discretized expressions of the nonlinear and linear strain and kinetic energies are derived, and Hamilton principle is used to reduce the problem to a non-linear algebraic system solved by an approximate method. This leads to determination of the nonlinear modes and their corresponding curvatures, which are then illustrated to show the effect of non-linearity on the dynamic behaviour of beams examined. The effect of cross-sectional variation is also examined. Forced vibrations are then examined using the single mode approach to obtain the non-linear frequency response functions are obtained in the neighborhood of the predominant mode. The impact of the variation in the cross section area and second moment of inertia at each step is then illustrated in the forced case.
2 GENERAL FORMULATION

2.1 Linear formulation

The present study concerns three homogeneous Euler-Bernoulli beams shown in Figure 1, characterized by a double change in the rectangular cross-section. In the first beam (a), the width varies; in the second (b), the height varies, and in the third beam (c), both dimensions vary. For the rest of the study, the beams are supposed to be fully clamped and are subjected to transverse vibrations.

![Beam (a) - Beam (b) - Beam (c)](image)

Figure 1: Three representative cases of the stepped beams examined.

The figure below shows that each of the multi-stepped beams is clamped at both ends and partitioned to three uniform rectangular cross-section subbeams.

![Coordinate system for a stepped beam](image)

Figure 2: The coordinate system for a stepped beam.

The mechanical and geometrical characteristics of the beams are given in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>1st subbeam</th>
<th>2nd subbeam</th>
<th>3rd subbeam</th>
</tr>
</thead>
<tbody>
<tr>
<td>The length</td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_3$</td>
</tr>
<tr>
<td>The young’s modulus</td>
<td>$E_1$</td>
<td>$E_2$</td>
<td>$E_3$</td>
</tr>
<tr>
<td>The area of cross-section</td>
<td>$S_1$</td>
<td>$S_2$</td>
<td>$S_3$</td>
</tr>
<tr>
<td>The second moment of inertia of cross-section</td>
<td>$I_1$</td>
<td>$I_2$</td>
<td>$I_3$</td>
</tr>
<tr>
<td>The mass per unit length</td>
<td>$\rho_1$</td>
<td>$\rho_2$</td>
<td>$\rho_3$</td>
</tr>
<tr>
<td>The thickness</td>
<td>$H_1$</td>
<td>$H_2$</td>
<td>$H_3$</td>
</tr>
<tr>
<td>The eigenvalue parameters</td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
<td>$\beta_3$</td>
</tr>
<tr>
<td>Radius of gyration</td>
<td>$R_1$</td>
<td>$R_2$</td>
<td>$R_3$</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of the three subbeams

The free transverse vibration in each subbeam is governed by the following equation:
\[
\frac{d^4W_i(x)}{dx^4} - \beta^4_i W_i(x) = 0 \quad ; x \in [0, L] \quad \text{(For } i=1,2,\ldots, 12) \tag{1}
\]

Where
\[
\beta^4_j = \omega^2_j \frac{P_j S_j}{E_j I_j} \quad \text{(For } j=1 \text{ to } 3) \tag{2}
\]

Substituting the non-dimensional parameters in eq (2), one obtains the following equation:
\[
\frac{d^4W_i(x^*)}{dx^4} - \beta^4_i W_i(x^*) = 0 \quad ; x^* \in [0, 1] \tag{3}
\]

Where
\[
x_j^* = \frac{x_j}{L} ; R_j^* = \frac{R_j}{L} ; z_j^* = \frac{\beta_j}{\beta_i} ; u_j = \frac{S_j}{S_i} ; v_j = \frac{I_j}{I_i} \tag{4}
\]

Each step of the beam is defined by the ratio of the cross-section area, the ratio of the second moment of inertia and the eigenvalue parameters \((u_j, v_j\) and \(z_j\)). The general solution of eq. (2) may be expressed in each span as:
\[
W_j(x^*) = \begin{cases} 
W_{ij}(x^*) \to \{x_{j-1}^* \leq x^* \leq x_j^*\} \\
\ldots \\
\ldots 
\end{cases} 
\]

\[
W_j(x^*) = A_j \cosh(\beta_j L(x^* - x_{j-1}^*)) + B_j \sinh(\beta_j L(x^* - x_{j-1}^*)) + C_j \cos(\beta_j L(x^* - x_{j-1}^*)) + D_j \sin(\beta_j L(x^* - x_{j-1}^*)) \tag{5}
\]

The satisfaction of the compatibility conditions, at each change of cross-section, as well as the end conditions leads to a homogeneous system.

The end conditions at the left side:
\[
W_{i1}(x^*) \bigg|_{x^* = 0} = 0 \quad ; \quad \frac{dW_{i1}(x^*)}{dx^*} \bigg|_{x^* = 0} = 0 \tag{6, 7}
\]

The end conditions at the right side:
\[
W_{i3}(x^*) \bigg|_{x^* = 1} = 0 \quad ; \quad \frac{dW_{i3}(x^*)}{dx^*} \bigg|_{x^* = 1} = 0 \tag{8, 9}
\]

The compatibility conditions at a change of cross-section are given by:
\[
W_j(x^*) \bigg|_{x^* = x_j} = W_j(x^*) \bigg|_{x^* = x_j} \tag{10}
\]
The homogeneous system, obtained by satisfying the compatibility and end conditions, is solved by means of the Newton-Raphson algorithm and gives the non-trivial solutions that constitute the natural frequencies beam.

2.2 Nonlinear formulation

2.2.1 Free vibration

The total strain energy $V$ of the beam can be written as:

$$V = V_a + V_f$$

Where $V_a$ is the axial strain energy due to the nonlinear axial forces induced by the large vibration amplitudes and $V_f$ is the strain energy due to bending, expressed as:

$$V_f = \frac{1}{2} \int_0^L E I(x) \left( \frac{\delta^2 W}{\delta x^2} \right)^2 dx; \quad V_a = \frac{E}{8L} \left( \int_0^L S(x) \left( \frac{\delta W}{\delta x} \right)^2 dx \right)^2$$

The kinetic energy, denoted by $T$ can be expressed as:

$$T = \frac{1}{2} \rho \int_0^L S(x) \left( \frac{\delta W}{\delta t} \right)^2 dx$$

Assuming harmonic motion and expanding the transverse displacement($w$) in the form of a finite series of basic spatial functions, one may write:

$$w(x,t) = a_i W_i(x) \sin(\omega t)$$

Where the $a_i$ are the basic functions contribution coefficients, which vary from [0.1 to 2] with a step of (0.1). Using the form of $w$ in equation (18), the expressions for total strain and kinetic energy can be written as follows:

$$T = \frac{1}{2} \omega^2 a_i a_j \left( \cos(\omega t) \right)^2 M_{ij}$$

(19)
\[ V = \frac{1}{2} a_i a_j a_k a_l \left( \sin(\omega t) \right)^4 B_{ijkl} + \frac{1}{2} a_i a_j \left( \sin(\omega t) \right)^2 K_{ij} \]  

(20)

In which \( M_{ij}, K_{ij} \) and \( B_{ijkl} \) are the mass matrix, the rigidity matrix and the nonlinearity tensor. It is well known that the dynamic behaviour of a conservative system can be expressed using Hamilton's principle as:

\[ \delta \int_0^{2\omega} (V - T) dt = 0 \]  

(21)

After substitution of equations (19 and 20) in equation (21), the mathematical development leads to:

\[ 2\left[K\right]\{A\} + 3\left[B\left(\{A\}\right)\right]\{A\} - 2\omega^2 \left[ M \right]\{A\} = 0 \]  

(22)

Before determining the column vector of the contribution coefficients \( \{A\} \) and the frequency \( \omega \) which are unknowns, equation (22) is put in its dimensionless form by replacing the dimensional parameters with the following parameters.

\[ \frac{W_i(\dot{x}_i)}{W_i(x_i)} = e^\beta \cdot \frac{\omega^2}{\omega_*^2} \cdot \frac{E I_i}{\rho S_i L_i^5} \cdot \frac{M_{ij}}{M_{ij}^*} = \rho S_i H_i^2 \]  

(23, 24, 25)

\[ K_{ij} = \frac{E I_i H_i^2}{L_i^3} K_{ij}^* \cdot B_{ijkl} = \frac{E I_i H_i^2}{L_i^3} B_{ijkl}^* \]  

(26, 27)

The substitution of the above equations equation (22) gives:

\[ \left[K^*\right]\{A\} + 3\left[B^*\left(\{A\}\right)\right]\{A\} - \omega^*^2 \left[ M^* \right]\{A\} = 0 \]  

(28)

If geometrically nonlinear free vibration is examined, equation (28) is solved by the so-called second formulation, previously developed by M. EL KADIRI AND R. BENAMAR in reference [13].

2.2.2 Forced vibration

To study non-linear forced vibrations, the multi-step beam is supposed to be excited by a concentrated harmonic force, located at the point \( x_0 \). The concentrated harmonic force can be expressed as in ref [14] by:

\[ F_i^c = F^c \cos(\omega t) w_i(x_0) = f_i^c \cos(\omega t) \]  

(29)

In order to study of the system dynamic behaviour, Hamilton's principle is applied, with addition of the term due to the concentrated force, which gives, as in ref[15] :

\[ \delta \int_0^{2\omega} (V - T + F) dt = 0 \]  

(30)

Substituting equations (19, 20 and 29) in equation (30), leads to the following equation:

\[ 2\left[K\right]\{A\} + 3\left[B\left(\{A\}\right)\right]\{A\} - 2\omega^2 \left[ M \right]\{A\} = \left\{ F^c \right\} \]  

(31)
Equation (31) is made dimensionless by putting the dimensionless parameters (23, 24, 25, 26 and 27) in equation (31) to get:

\[
\left[ K^* \right] \{ A \} + \frac{3}{2} \left[ B^* \left\{ \{ A \} \right\} \right] \{ A \} - \omega^* a^2 \left[ M^* \right] \{ A \} = \{ F^* \}
\]

(32)

Where \( f^*_i \) is the dimensionless force that can be written as:

\[
f^*_i = \frac{L_i}{E I_i} F^* w^*_i(x_0)
\]

(33)

Equation (32) was solved by a method called the single mode approach, presented by M.EL KADIRI AND R. BENAMAR in reference [13]. This approach consists on considering only the predominant mode and neglecting all of the others. In the present case, the predominant mode and the contribution coefficients are denoted by "i" and "a_i", which leads to an equation as follows:

\[
1 + 3 a_i^2 \frac{B_{ii}^*}{K_{ii}^*} - \frac{f_{ii}^*}{a_i K_{ii}^*} = \left( \frac{\omega_{*i}}{\omega_i} \right)^2
\]

(34)

Where \( \omega_i = \frac{K_{ii}^{*}}{M_{ii}^{*}} \).

3 Numerical Results and Discussion

3.1 Free vibration

The cases shown in table (2) and all figures below are for beams with two stepped cross-section changes. The cross-section ratios of the 1st and 2nd step are designated by "u1" and u2 with u1= 0.8 and u2= 0.25. The three beams keep the same ratio u1 and u2. Each of the latter two are expressed differently. The representation of the ratios is as follows:
-Beam 1 is of variable height and width.
-Beam 2 is of a constant width and a variable height.
-Beam 3 is of a constant height and a variable width.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam (c)</td>
<td>4.598075280254948</td>
<td>7.9922956541504</td>
<td>10.932371269399804</td>
<td>14.162478863118704</td>
<td></td>
</tr>
<tr>
<td>Beam (b)</td>
<td>4.598075164552</td>
<td>7.992295376591</td>
<td>10.9323860651944</td>
<td>14.144087111818</td>
<td></td>
</tr>
<tr>
<td>Error(%)</td>
<td>2.51633E-06</td>
<td>8.50757E-06</td>
<td>0.06013533</td>
<td>0.130031377</td>
<td></td>
</tr>
<tr>
<td>Error(%)</td>
<td>0.00010265</td>
<td>4.9341E-05</td>
<td>1.1611E-05</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Beam (a)</td>
<td>3.37466711927542</td>
<td>5.390268942207863</td>
<td>7.570210029760232</td>
<td>9.21276875568311</td>
<td></td>
</tr>
<tr>
<td>Ref[3]</td>
<td>3.37467</td>
<td>5.39027</td>
<td>7.57021</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Error(%)</td>
<td>8.5581E-05</td>
<td>1.9624E-05</td>
<td>3.9312E-07</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The first four eigenvalues for clamped–clamped beams with [(u2=0.8 u1=0.25) and (R_1=0.25; R_2=0.3; R_3=0.45)]
The first four eigenvalues of beam (a, b and c) in this study are represented in table 2, and a comparison is made between beam (c) and the two beams of ref[8,3], and between beam (b) and that of ref[3].

The figure below shows the effect of the variation in the cross-sections on the frequency ratio dependence on the maximum vibration amplitude.

Figure (3) Backbone curves of the three types of beams studied, corresponding to the fundamental nonlinear mode.

Figure (4): The normalized first non-linear mode and the associated curvature distribution of beam (a) for different values of amplitudes.
Figure (5): The normalized first non-linear mode and the associated curvature distribution of beam (b) for different values of amplitudes

Figure (6): The normalized first non-linear mode and the associated curvature distribution of beam (c) for different values of amplitudes

As shown in the figures above, the non-linearity is highest in beam (b) compared to the other 2 beams. In addition, beam (a) has a higher non-linearity than beam (c). It is also noticed that the geometric non-linearity is not only correlated with the ratio of the cross-section areas, but also with the way it varies.

Moreover, the bending moment results show that for the same beam, the hypothesis of neglecting geometric non-linearity induces an error. For example, the result obtained of the bending moment of the beam (a) at $x^*=0.6$ with a contribution coefficient $a_1=0.1$ is $5.7178629838255$, when the contribution coefficient $a_1=2$ the result equal to $127.9047642462426$, which lead to an error of $13.547\%$ between the linear and non-linear result. The same thing for beam (b) where the bending moment at the same point and with a contribution coefficient $a_1=0.1$ equal to $4.9691227579006$, when the contribution coefficient $a_1=2$ the result equal to $131.27$, which lead to an error of $31.88\%$. Also for beam (b) where the bending moment at the same point and with a contribution coefficient $a_1=0.1$ equal to $4.201562264286194$, when the contribution coefficient $a_1=2$ the result equal to
87.938783062186658, which lead to an error of 3.9075377764628%, hence the interest of the present study.

3.2 Forced vibration

The figures below show the non-linear dynamic behaviour of the forced beam. The case of the non-linear dynamic behaviour of the forced beam has been studied, using the single-mode approach, in which all modelled beams were excited by a concentrated force, located at the middle of the beam. The study was repeated for three different values of concentrated forces, which were increased according to the following formula \( F_c = 10^n \) (for \( n = 0, 1, 2 \) and 3).

![Figure (7): Nonlinear frequency response functions, based on the single mode approach, for the first beam, subjected to three levels of excitation](image)

![Figure (8): Nonlinear frequency response functions, based on the single mode approach, for the second beam subjected to three levels of excitation](image)
By assuming the single mode approach, an analysis of the dynamic behaviour of stepped beams was done in the vicinity of the predominant mode. The response curves have been exhibited for the three beams shown in figure (1), which were excited by a concentric harmonic force.

The figures (7, 8 and 9) clearly represent the particular behaviour of non-linear systems, like the jump phenomenon where for the same frequency range, diverse results are possible, also the unproportional progression of the frequency response to the intensity of excitation.

4 CONCLUSION

The analysis of geometrically non-linear, free and forced transverse vibrations of a multi-step beam was examined analytically using Euler-Bernoulli’s beams theory and the Von Karman’s nonlinearity assumptions. The solution of the linear problem was obtained for three types of beams with different cross-sections, leading to the calculation of frequencies and determination of the mode shapes. The latter were then used as basic functions for the analysis of the non-linear problem. The non-linear algebraic system was subsequently reduced using Hamilton’s principle and spectral analysis, and solved using an approximate method called second formulation. This led to examination of the effect of the cross-section variation on the non-linear dynamic behaviour of the beams, illustrated by the backbone curves. The non-linear dynamic behaviour of a beam subjected to a concentric force was also studied using the single-mode approach in the neighbourhood of the predominant mode. The effect of the force level was examined and then illustrated for the three cases.
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Abstract. Numerical schemes based on the Boundary Element Method are proposed to perform Nonsmooth Modal Analysis. The latter aims at finding continuous families of periodic orbits of mechanical systems featuring unilateral contact constraints. In this contribution, a simple one-dimensional rod system is targeted. The frequency response, in the form of backbone-curve diagrams, and displacement field are presented. The proposed results compare well with existing studies on this topic.
1 INTRODUCTION

Within the framework of structural dynamics, linear modal analysis is a daily used tool in industry, aiming at predicting vibratory resonances of periodically forced mechanical systems by searching for continuous families of periodic solutions exhibited by the underlying autonomous (i.e. unforced) system. However, various challenges arise when possibly large-scale nonlinear dynamical systems are targeted and for which nonlinear modal analysis is needed instead [7]. Nonlinearity has commonly two forms: smooth or nonsmooth function of the state. The nonlinearity is said to be smooth when the governing equation involves a function of the state which is differentiable. Such functions are commonly polynomial. The nonlinearity is said to be nonsmooth otherwise, as for instance, unilateral contact conditions. Nonsmooth Modal Analysis (NSM) is a version of modal analysis dedicated to such systems. A few numerical schemes exist to perform NSM, with inherent limitations [11, 12]. In the present work, it is proposed to explore the numerical capabilities of two numerical schemes grounded on the Boundary Element Method (BEM) to perform NSM.

2 SYSTEM OF INTEREST

The system of interest, shown in Figure 1, is a one-dimensional bar of length $L$ with a unilateral contact condition at its right tip. The unknown displacement field is $u(x, t)$, where $x$ is the space coordinate and $t$ is time. Wave speed $c$ is space-independent and the classical one-dimensional wave equation governs the dynamics, that is

$$u_{,tt} - c^2 u_{,xx} = 0, \quad \forall x \in [0; L].$$

(1)

Unilateral contact on the right tip is expressed as a Signorini boundary condition

$$g(t) \geq 0, \quad u_x(L, t) \leq 0, \quad g(L, t)u_x(L, t) = 0.$$

(2)

where $g(t) = g_0 - u(L, t)$. Also, since the bar is clamped on the left, $u(0, t) = 0$ applies.

In context of nonlinear modal analysis [7], families of periodic solution forming modal manifolds are computed through a numerical scheme which assumes that no impact law is required as the contact interface but instead, a switch between free-flight and sticking phases occurs.

3 METHODOLOGY

In this paper, two numerical schemes based on the Boundary Element Method are implemented. The BEM forms a family of methods for which the boundary of the domain of interest is the main ingredient of the formulation and full domain discretization is not required when initial condition and body force vanish [6]. It has the notable benefit of reducing the dimension of the formulation. Among the various incarnations of BEM, the Time Domain BEM (TD-BEM)
and Frequency Domain BEM (FD-BEM) are selected to perform nonsmooth modal analysis. The first strategy combines TD-BEM and a simplified shooting method, while the second one combines FD-BEM to Harmonic Balanced Method (HBM).

3.1 Time Domain Boundary Element Method and Shooting Method

TD-BEM is a version of BEM which requires the discretization of both time and space. By pre-multiplying the governing equation (1) with its fundamental solution [4] and performing integration in time and space and then integration by parts, the formulation can be transformed into Boundary Integral Equation (BIE), which here reads [3]

\[
\begin{align*}
    u(x, t) &= \int_{0}^{t} p^*(x, t, \xi, \tau) u(\xi, \tau) \, d\tau \bigg|_{\xi=L} + \int_{0}^{t} p^*(x, t, \xi, \tau) u(\xi, \tau) \, d\tau \bigg|_{\xi=0} \\
    &\quad - \int_{0}^{t} u^*(x, t, \xi, \tau) p(\xi, \tau) \, d\tau \bigg|_{\xi=L} - \int_{0}^{t} u^*(x, t, \xi, \tau) p(\xi, \tau) \, d\tau \bigg|_{\xi=0} \\
    &\quad - \frac{1}{c^2} \int_{0}^{L} u^*(x, t, \xi, 0) v(\xi, 0) \, d\xi + \frac{1}{c^2} \int_{0}^{L} \frac{\partial u^*(x, t, \xi, 0)}{\partial \tau} \bigg|_{\tau=0} u(\xi, 0) \, d\xi
\end{align*}
\]

(3)

where \( p \) represents traction on the boundary; \( u^*(x, t, \xi, \tau) \) and \( p^*(x, t, \xi, \tau) \) are the displacement and stress fundamental solutions. Any internal state for \( x \in [0; L] \) at time \( t \) is dependent on the boundary displacement and traction at past times as well as initial states. In order to use TD-BEM, space and time are first discretized. Space integration of the initial states (last two terms in (3)) is performed by discretizing space into \( n \) elements and \( n + 1 \) nodes with \( \Delta x = L/n \) such that \( x_k = k \Delta x \) for \( k = 0, \ldots, n \). Time step is set to \( \Delta t = \Delta x/c \) to guarantee stability of TD-BEM, such that \( t^i = i \Delta t \) for \( i = 0, \ldots, n \). Equation (3) is discretized by reading it on the boundary, that is \( x = 0 \) and then \( x = L \) for all \( t^i \) for all \( i = 0, \ldots, n \); it now becomes

\[
H^{ii} u^i = G^{ii} p^i + \sum_{j=0}^{i-1} (G^{ij} p^j - H^{ij} u^j) + U^i u_0 + V^i v_0, \quad i = 1, \ldots, n
\]

(4)

where \( u^i \approx [u(0, t^i), u(L, t^i)]^T \) and \( p^i \approx [p(0, t^i), p(L, t^i)]^T \) are displacement and traction vectors on boundary, with size of 2x1. The quantities \( H^{ii}, G^{ii}, H^{ij}, \) and \( G^{ij} \) are 2x2 coefficient matrices, evaluated from time-domain integration in (3) of fundamental solutions \( u^* \) and \( p^* \). Vectors \( u_0 = [u(x_k, 0)]_{k=0 \ldots n} \) and \( v_0 = [v(x_k, 0)]_{k=0 \ldots n} \) are the discretized initial displacement and velocity fields, with size \( n + 1 \). The corresponding coefficient matrices of size 2 x (\( n + 1 \)) are \( U^i \) and \( V^i \) stemming from space integration of fundamental solutions in (3). For systems without Signorini boundary conditions, Equation (4) can be solved at every time step starting at \( i = 1 \) where half of the quantities in \( u^i \) and \( p^i \) are unknown, that is \( u(0, t^i), u(L, t^i) \) or \( u(0, t^i), p(L, t^i) \) or \( u(L, t^i), p(0, t^i) \) or \( p(0, t^i), p(L, t^i) \).

In order to account for unilateral contact conditions, TD-BEM is coupled with the floating boundary method [8]. It sees Signorini boundary condition as a switch between non-homogeneous Dirichlet and homogeneous Neumann boundary conditions. This technique does not require an impact law in the BEM format, thus avoiding the chattering or energy dissipation that might exist in other methods [1].

To perform NSM, a shooting method is used. It calculates, here in the discretized framework, the difference between the initial state \( q_0 = [u_0, v_0] \) and the corresponding final state \( q(q_0, T) \) after a yet unknown period \( T \) assumed to exist. For a periodic motion, the equality \( q(q_0, T) = q_0 \)
holds. In this work, \( v_0 = 0 \) is assumed \[11\], and the problem to be solved thus reduces to: Find vector \( u_0 \) and strictly positive integer \( m \), where \( T = m \Delta t \), such that

\[
u_m = \hat{G} p - \hat{H} u + \hat{U}^m u_0 = u_0 \tag{5}
\]

with the notations

\[
\hat{G} = [\hat{G}^1 \hat{G}^2 \ldots \hat{G}^m], \quad p = \begin{bmatrix} p^1 \\ p^2 \\ \vdots \\ p^m \end{bmatrix}, \quad \hat{H} = [\hat{H}^1 \hat{H}^2 \ldots \hat{H}^m], \quad u = \begin{bmatrix} u^1 \\ u^2 \\ \vdots \\ u^m \end{bmatrix}
\]

where \( \hat{G}^m \) and \( \hat{H}^m \) are \((n + 1) \times 2\) coefficient matrices and \( \hat{U}^m \) is a \((n + 1) \times (n + 1)\) coefficient matrix. Also, \( u_m = [u(x_k, m \Delta t)_{k=0 \ldots n}] \). Since some \( p^j \) and \( u^j \) in (5) are unknown, Equation (4) is invoked, that is:

\[
Hu = Gp + Uu_0 \tag{6}
\]

with the notations

\[
H = \begin{bmatrix}
H^{11} & 0 & 0 & \ldots & 0 \\
H^{21} & H^{22} & 0 & \ldots & 0 \\
H^{31} & H^{32} & H^{33} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
H^{m1} & H^{m2} & H^{m3} & \ldots & H^{mm}
\end{bmatrix}, \quad G = \begin{bmatrix}
G^{11} & 0 & 0 & \ldots & 0 \\
G^{21} & G^{22} & 0 & \ldots & 0 \\
G^{31} & G^{32} & G^{33} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
G^{m1} & G^{m2} & G^{m3} & \ldots & G^{mm}
\end{bmatrix}, \quad U = \begin{bmatrix}
U^1 \\
U^2 \\
U^3 \\
\vdots \\
U^m
\end{bmatrix}
\]

Combining linear systems (5) and (6) yields

\[
\begin{bmatrix}
H - \hat{U} \\
\hat{H}
\end{bmatrix}
\begin{bmatrix}
u \\ u^0
\end{bmatrix} = \begin{bmatrix}
G \\
\hat{G}
\end{bmatrix} p \tag{7}
\]

where \( I \) is a \((n + 1) \times (n + 1)\) identity matrix. In the floating boundary method, the Signorini condition is considered as a switch between Dirichlet and Neumann conditions. As soon as the contact duration \( T_c \) is set, the time step at which the switch happens is known, so does the boundary condition (Dirichlet or Neumann) at each time step at \( x = L \). Thus Equation (7) can be solved by reorganizing the known and unknown entries in \( u \) and \( p \), according to the boundary condition at \( x = L \) at each time step. Accordingly, by first assuming only one contact switch per period, such a strategy systematically skim through given intervals of values on period \( T \) and contact duration \( T_c \) (for a chosen \( \Delta t \)). However, physically unacceptable solutions can be found. Accordingly, admissibility is systematically checked to ensure complementary conditions (2) are satisfied. Non-admissible solutions with non-admissible penetration or contact forces are discarded. Such way of Signorini boundary condition enforcement is similar in spirit with a precedent scheme \[12\], but also shows differences in detail.

### 3.2 Frequency Domain Boundary Element Method

Frequency Domain Boundary Element Method (FD-BEM) is a frequency-domain form of BEM which targets periodic solutions. Via a Fourier transform in time at frequency \( \omega \)

\[
\tilde{u}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} u(x, t) \exp(-i \omega t) \, dt \tag{8}
\]
the wave equation (1) becomes the well-known one-dimensional Helmholtz equation
\[
\frac{d^2 \tilde{u}(x)}{dx^2} + \kappa^2 \tilde{u}(x) = 0
\] (9)
where \( \kappa = \omega/c \) is the frequency number. Similar to TD-BEM, FD-BEM is based on a weighted residual form of (9), where the weight function is the fundamental solution to the Helmholtz equation [2] with the corresponding BIE
\[
2\tilde{u}(x) = \tilde{u}(0) \cos \kappa x + \tilde{u}(L) \cos(\kappa(L - x)) - \frac{1}{\kappa}(\tilde{p}(0) \sin \kappa x - \tilde{p}(L) \sin(\kappa(L - x)))
\] (10)
where \( \tilde{p} \) is the Fourier Transform of \( p \). Reading (10) on the boundary leads to
\[
\begin{bmatrix}
\kappa & 0 & -\kappa \cos \kappa L & \sin \kappa L \\
-\kappa \cos \kappa L & \sin \kappa L & \kappa & 0
\end{bmatrix}
\begin{bmatrix}
\tilde{u}(0) \\
\tilde{p}(0) \\
\tilde{u}(L) \\
\tilde{p}(L)
\end{bmatrix} = 0, \quad \kappa \neq 0
\] (11)
Through (11), \( \tilde{u} \) at frequency \( \omega \) can be solved for a combination of Dirichlet and/or Neumann boundary conditions. The time domain solution is then recovered through an inverse Fourier Transform. However, such a formulation is not well adapted when \( u(L, t) \) and \( p(L, t) \) are both constrained by the complementary condition (2) expressed in time domain. This complementarity condition can be equivalently recast into the equality [9]
\[
r(t) \equiv p(L, t) + \max(0, \rho(u(L, t) - g_0) - p(L, t)) = 0, \quad \forall t
\] (12)
where \( \rho \in \mathbb{R}^+ \). In the remainder, the residual \( r(t) \) will be made to vanish in an integral sense only. To insert (12) into FD-BEM with the aim of finding periodic solutions, Fourier expansions are considered, that is
\[
p(L, t) = \frac{1}{2}a_0 + \sum_{n=1}^{\infty} a_n \cos n\omega_0 t + b_n \sin n\omega_0 t
\] (13)
where \( \omega_0 = 2\pi/T \) is the base frequency. The corresponding base frequency number is \( \kappa_0 = \omega_0/c \). Knowing that \( u(0, t) = 0 \), it follows from (11) that
\[
u(L, t) = \frac{L}{2}a_0 + \sum_{n=1}^{\infty} \frac{\tan(n\kappa_0 L)}{n\kappa_0} (a_n \cos n\omega_0 t + b_n \sin n\omega_0 t)
\] (14)
Since initial velocity is assumed to be zero [11], all sin terms vanishes. Only constant and cos terms remain in equation (13) and equation (14).

The truncated Fourier series of \( u(L, t) \) and \( p(L, t) \) with \( m \) harmonics only is then substituted into (12). The Harmonic Balance Method (HBM) [5] is used to solve for the unknown coefficients \( (a_0, a_1, a_2, \ldots, a_m) \). As a special case of Galerkin techniques, HBM reads
\[
\int_0^T i(t) r(t) \, dt = 0, \quad \forall i
\] (15)
where the following family of functions is selected: \( (1, \cos \omega_0 t, \cos 2\omega_0 t, \ldots, \cos m\omega_0 t) \). With \( m + 1 \) equations, \( m + 1 \) unknown coefficients can be solved for by the (Non-Smooth) Newton method. The function \( p(L, t) \) is then reconstructed through (13) and so are other needed functions used to build the Nonsmooth Modes of Vibration. Basic continuation is implemented [7] in order to construct the desired backbone curves, by increasing \( \omega_0 \) by a small value and solve again, with previous solution as initial guess.
4 RESULTS

In this section, the following is considered: \( L = 1, c = 1 \) and \( g_0 = 0.5 \). For TD-BEM, the bar is discretized into \( n = 50 \) elements in space with element length \( \Delta x = L/n \) and time step is set accordingly. For FD-BEM, \( m = 15 \) is used.

The corresponding backbone curves are shown in figure 2. The backbone curve shows the frequency-dependence of the total energy, and compares well with existing solutions [11], except for backbone curve near linear mode. Since contact period length decreases as frequency \( \omega \) decreases [11], short period of contact cannot be evaluated precisely with \( m = 15 \) harmonics. Due to inaccurate Fourier expansion and residual function, HBM struggles converging to useful periodic solutions. Thus this part of solution is skipped.

It can be observed that TD-BEM captures more than one possible solution for a given frequency of vibration, which shows similar pattern of nonsmooth modes distribution with existing results [10]. Two such solutions feature the same frequency but distinct contact durations, as shown in figure 3 (see points a and b). This is induced by the full internal resonance in the investigated system [12]. Although solution b shows a low-frequency pattern similar to solution a, extra energy is introduced due to higher frequency mode. Comparatively FD-BEM/HBM currently cannot guarantee convergence to internal resonance solutions. More advanced continuation technique might be required to find internal resonance branches.

Displacement solved by FD-BEM/HBM at point c on backbone curve is depicted in Figure 4. Overall, the displacement field is similar to solution at point a in Figure 3. It is worth noting that Signorini conditions in FD-BEM/HBM is enforced in integral sense through (15), unlike in TD-BEM the complementary condition is met pointwise, ie for every time step. Accordingly, residual pointwise penetration occurs as shown in figure 5.

In terms of computational efficiency, FD-BEM/HBM is much superior to TD-BEM/Shooting. With the suggested discretization settings, TD-BEM is about 700 times slower than FD-BEM/HBM to find the whole backbone curve. When \( n \) increases, such difference is expected to increase, since the total number of combination between \( T \) and \( T_c \) to be skimmed increases in \( O(n^2) \), while for FD-BEM/HBM the step size of continuation can be arbitrarily controlled.
Figure 3: TD-BEM admissible displacement fields \( u(x, t) \) at \( \omega = 1.848 \) with different energy levels. Left: point a in Figure 2, \( T_c = 0.6 \); Right: point b in Figure 2, \( T_c = 0.75 \)

Figure 4: Displacement field found by FD-BEM/HBM at point c in Figure 2

Figure 5: Zoom on displacement \( u(L, t) \) found by FD-BEM/HBM at point c in Figure 2

5 CONCLUSIONS

In this paper, two methods have been introduced to perform nonsmooth modal analysis on a simple academic system. Both methods have shown capability to converge to admissible solutions.

The TD-BEM/shooting methodology has shown good capability of capturing highly-detailed step-wise admissible solutions. However, its challenging implementation leads to high computational costs. Although it has shown no numerical energy dissipation in this one-dimensional case, this might be untrue for higher dimensional systems, in which case it would become ineligible for such modal investigations.

Comparatively, FD-BEM/HBM features a much lower computational cost, at the cost of solving Signorini conditions in an integral sense only. This formulation is also energy preserving by construction and could be extended to problems in two or three dimensions. More advanced continuation techniques, such as pseudo-arclength [7], are expected to be coupled into existing FD-BEM/HBM scheme.
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Abstract. In this paper study of subsonic stall flutter in the steam turbine blades is carried out. Subsonic stall flutter is one of the dominating and frequently occurring aeroelastic phenomena in large power turbines. The study is carried out by both experimentally and numerically to understand the fundamental physics behind it. Aerodynamics damping (AD) is one of the parameter to analyze the aeroelastic stability of stall flutter in 2D blade cascade. To numerically model the stall flutter in steam turbine a medium fidelity numerical tool is developed. In this research project computationally less expensive potential flow based hybrid boundary element method e.g. panel method, flow model is developed to model the unsteady flow in low pressure turbine blade cascade and to estimate the aeroelastic stability (stall flutter) parameters. A modified version panel method using viscous-inviscid coupling including discrete vortex particle (DVM) free wake model can be used for the separated flow conditions as it is in stall flutter case. These methods are widely adopted for aeroelastic modeling of wind turbines, helicopter rotors, and aircraft aeroelasticity problem. The AD for different Inter blade phase angle (IBPA) is estimated using newly developed hybrid BEM based flow model. The estimated AD will be compared with experimental data and CFD results to evaluate the efficiency and the accuracy of the model.
1 INTRODUCTION

To meet the exponential growth in electrical power demand worldwide, the efficiency improvement of the existing power plants and the development of high energy output power plants are being considered in the world. Most of these power plants use fossil fuel or nuclear material as a heat source to generate electricity with help of power turbines, e.g., gas turbine, steam turbines. Therefore, power turbine is a key component of the whole energy generation system. In the quest to generate more power in the nuclear power plants or coal-fired power plants, giant steam turbines are being installed fully and efficiently utilize the large volume steam produced in it and this can be achieved by increasing the physical dimension of the power turbine, but if one hand increasing the size of power turbine is the solution it poses other type engineering challenges which directly affects the safety and the life cycle of these large power turbines. One of such problems, engineers or designers need to address is flow-induced vibration. The larger low-pressure steam turbine blades are more prone to mechanical vibration due to longer size and less stiffness, which leads to high-cycle fatigue failure and in worse cases, blade loss and damaging the whole system. The aeroelasticity of low-pressure turbine blade has been the subject of much attention in the past and recent years, [1, 2]

In this paper, study of subsonic stall flutter in the steam turbine is carried out. Subsonic stall flutter is one of the dominating and frequently occurring aeroelastic phenomena in large power turbines. Subsonic stall flutter in steam turbine LP stage is very complex physical phenomena and remains a very active topic of research. However, very less work has been done in the subsonic dynamic stall flutter in steam turbine cases in the past. The majority of work on subsonic dynamic stall flutter is carried out either on gas turbine or jet engine compressors and fan blades [3, 4]. The problem of dynamic stall flutter in LP turbine blades is getting more important because of ever-increasing size of blading to produce more electricity. Therefore, in this research the issue of dynamic stall flutter is studied in detail. The study will be carried out by both experimentally, numerically to understand the fundamental physics behind it. Aerodynamics damping (AD) is one of the parameters to study the aeroelastic stability of stall flutter in 2D blade cascade.

Reduced order flow solver: To numerical study the stall flutter in steam turbine there are well-developed computational fluid dynamics (CFD) and computational structural dynamics (CSD) based aeroelastic models available for this purpose, however, these CFD-CSD based models are computationally very expensive. In CFD-CSD based aeroelastic models, flow computation is responsible for majority of computational time. Therefore, in this research project computationally less expensive potential flow based hybrid boundary element method (BEM) flow model will be developed to model the unsteady flow in low pressure (LP) turbine blade cascade and to estimate the aeroelastic stability (stall flutter). The panel method (PM) is one of such methods and first proposed by Hess and Smith [5] to model the lifting and non-lifting potential flow around slender bodies. These methods are good compromise of speed and accuracy and can be used for complex geometry until the flow fulfills the criteria of potential flow and free from flow separation. However, for subsonic stall flutter modified PM using viscous-inviscid coupling including discrete vortex particle (DVM) wake model can be used for the separated flow case [6, 7, 8] as it is in stall flutter. These methods are widely adopted for aeroelastic modeling of wind turbines, helicopter rotors, and aircraft aeroelasticity problem [6, 8, 9]. The AD for different inter blade phase angle (IBPA) is estimated using newly developed hybrid BEM based flow model. The estimated AD will be compared with experimental data and CFD results to evaluate the efficiency and the accuracy of the model. The successful implementation of the proposed aeroelastic model for subsonic stall flutter in 2D cascade will have significant impact.
on the computational time reduction and will give researcher and engineering freedom to iterate different blade profile in very short time period at preliminary LP turbine design stage for blade design optimization and to understand the subsonic stall flutter in more details in steam turbine application.

2 Hybrid boundary element method for flow modeling

2.1 Panel method

The panel method is a family of boundary element methods and it is often employed to simulate the aerodynamic flow over lifting and non-lifting bodies in attached flow conditions. In the PM flow field is assume to be inviscid and irrotational and it gives the solution of of Laplace’s potential flow equation and 2D version can be given by Eq. 1

$$\nabla^2 \Phi(x, y) = \frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} = 0$$  \hspace{1cm} (1)

where $\Phi(x, y)$ is the scalar velocity potential and it is function of position vector $r(x, y)$. The surface panel method discretization and solution strategy over lifting airfoil is given in the Fig 1. In the PM to construct the flow field and find the solution of the field variables, singularity panel elements are placed over the airfoil surface and in the wake. In this work each surface panel elements include a combination of constant strength source ($\sigma$) and a doublet ($\mu$) distribution while the wake panels feature only doublet panels because the wake do not carry any aerodynamic load. Notice that in these formulation, the integration is to be carried out along the complete surface of the airfoil. Using the superposition principle, any such distribution of sources and doublet satisfies Laplace’s equation, but we will need to find the conditions for ($\sigma$) and a doublet ($\mu$) such that the flow tangency boundary condition and the Kutta condition are satisfied. Therefore, boundary conditions (BC) are imposed on control points lying on the centroid of each surface panel as shown in Fig 1. The required BCs are, (1) enforcing the impermeability flow at solid or a fixed normal flow condition ($\nabla \Phi \cdot n = V_n = 0$), (2) Far field: The disturbance created by the singularities on the body and wake must disappear at infinity ($\lim_{|r| \to \infty} \nabla (\Phi - \Phi_\infty) = 0$), (3) the Kutta condition and Kelvin’s theorem, are imposed in order to obtain a complete description of the flow field and the resulting aerodynamic loads. The pressure field ($p$) is then obtained solving the unsteady Bernoulli equation $6$.

$$\frac{\partial \Phi}{\partial t} + \frac{p}{\rho} + \frac{V^2}{2} = const$$  \hspace{1cm} (2)
Furthermore, the surface panels are arranged so as to represent the actual airfoil’s geometry. More details about required BC, numerical implementation and determining field variables using unsteady PM can be find in Katz [10]. Apart from many advantages of PM over CFD in terms of speed an accuracy, it suffers from one main disadvantage that is PM can not be employed for separated flow regimes and also it ignores the viscous effect of the fluid. Therefore, in this present paper a modified version of panel method will be used to simulated flow separation including viscous effect close to the body surface in boundary layer (BL) region Fig.2. BL is thin layer of fluid close vicinity of the solid boundary where the fluid viscous effects are dominant. Therefore, in the modified version of the panel method two way viscous-inviscid loose coupling strategy will be adopted to simulate the flow separation and take the account of the viscous effect of the fluid. In this research work BL parameters are estimated with the help of 2D integral boundary layer method.

2.2 Integral Boundary layer method :

The integral form of 2D BL equations which relies on the Von kármán momentum integral equation can be given by Eq. 3

\[
\frac{d\theta}{dx} + \frac{\theta}{U_e} (2 + H) \frac{dU_e}{dx} = \frac{1}{2} c_f
\]

in which

\[ H = \frac{\delta^*}{\theta} \quad \text{and} \quad c_f = \frac{2 \tau_w}{\rho U_e} \]

Here \( U_e \) is the edge velocity, \( H \) is the shape factor of the BL velocity profile, \( \theta \) is momentum thickness of BL, \( \delta^* \) displacement thickness, \( \tau_w \) wall shear stress and \( c_f \) is the skin friction coefficient of the body surface. The BL equation are solved over airfoil surface along the streamwise direction to determine the separation points. Once the separation points are estimated on the surface a second share layer is shed from the point.

In modified version of PM which is used here, the viscous effect is modeled using integral form of BL equation and the inviscid part with classical PM. A similar modified version of PM with one way viscous-inviscid coupling with double wake technique is adopted by Prasad et al.[9] to simulate the separated flow around wind turbine blades. However, this type of modified PM can successfully simulated steady separated flow cases till the separation occurs only in the suction side of the wing, furthermore, in the Prasad’s model static separation points are assumed which means once the separation point is estimated by solving the BL equation it remains unchanged. This is one of the drawback for the model to be employed in dynamic
stall flow simulation where separation point changes in time, moreover, it is also challenging to model the unsteady wake using continuous doublet vortex sheet due to numerical instability issue. Therefore, a more sophisticated strategy is adopted to model unsteady wake shape in this research with help of discrete vortex particle method (DVM).

2.3 Discrete vortex particle method

Unlike the Prasad et al. model in this paper separation points are calculated at each time step not only once for the oscillating airfoil. Moreover, 2D discrete vortex particle method (DVM) will be used to simulate the unsteady wakes using ‘vortex blob’. In the DVM the motion and evolution of the vortex blobs are governed by the vorticity transport equation and for the incompressible flow it can be given by Eq. 7

\[
\frac{D\omega}{Dt} = (\omega \cdot \nabla)u + \nu \nabla^2 \omega
\]  

where \( \omega \) is vorticity vector, \( u \) velocity vector, \( \nu \) is kinematic viscosity, and \( \nabla^2 \) is Laplace’s operator respectively. Similar technique to model the unsteady wake is adopted by [7, 8].

2.4 Vortex blob wake conversion

Once the separation point is known a doublet panel is shed from the separation point and second one from the trailing edge. These first panel is nascent wake panel as shown in the Fig. 4. In the next time step these nascent panel converted into vortex blob and a new nascent wake panel is shed again from new separation point. The conversion of doublet wake panel into
equivalent vortex blob is carried out by similar approach as proposed by [7, 8] to model unsteady wake. The process continue till the end of the time step or preset convergence criteria of the aerodynamic forces.

3 Flutter analysis Method

The balance between the structure and aerodynamic forces in the system is represented by the aeroelastic Eq. 6

\[
[M]\{\ddot{X}\} + [G]\{\dot{X}\} + [K]\{X\} = \{F_{ab}(t)\}
\]

where \([M]\), \([G]\), and \([K]\) are the model mass, model damping and model stiffness matrices respectively, \(\{X\}\) represents the modal coordinate vector and finally \(\{F_{ab}(t)\}\) is the modal unsteady aerodynamic force vector which contains two terms: \(F_{\text{disturbance}}(t)\) that includes the aerodynamic disturbances upstream and downstream the blade and \(F_{\text{damping}}(t)\) which represents the aerodynamic damping resulting from the interaction between the blade itself and the flow. For flutter analysis, only the aerodynamic forces due to the vibration of the blade are considered resulting in \(F_{\text{disturbance}}(t) = 0\) and simplifying the above equation to: Eq. 6

\[
[M]\{\ddot{X}\} + [G]\{\dot{X}\} + [K]\{X\} = \{F_{\text{disturbance}}(t) + F_{\text{damping}}(t)\}
\]

The solution of the above equation Eq. 7 allows the determination of the aerodynamic damping and thus the aeroelastic stability of the system.

There are different numerical methods can be used to approximate the aerodynamics characteristics of the system. One of them is “Time Linearized Method” assumes that the unsteady perturbations in the flow are small compared with the mean flow. Then the unsteady flow can be approximated by small harmonic perturbations around a mean value.

In the present research work potential flow based hybrid PM method is used with linearized flow equations assuming the small unsteady perturbation. TWM method with principle of linear superimposition is used to estimate the aerodynamic damping [11, 12]. In the cascade aerodynamic influence of main blade on which the damping is evaluated and the influence other blades on it is superimposed to get the total aerodynamic damping.

\[
\hat{c}_{m,\sigma}^{P,A,twm}(x, y) = \sum_{n=-N/2}^{n=N/2} \hat{c}_{n,m}^{P,A,ic}(x, y) e^{-i\sigma n}
\]

where \(\hat{c}_{m,\sigma}^{P,A,twm}(x, y)\) is the complex pressure coefficient at point \((x, y, z)\), acting on blade \(m\) with the cascade oscillating in traveling wave mode with interblade phase angle \(\sigma\) and
\( \hat{c}_{P,A,ic}^{n,m}(x,y) \) is the pressure coefficient of the vibrating blade \( n \), acting on the non-vibrating reference blade \( m \) at point \((x,y,z)\). The coefficients \( \hat{c}_{P,A,ic}^{n,m}(x,y) \) are commonly referred to as local aerodynamic influence coefficients and it is normalized by dynamics pressure “q” and amplitude of oscillation “A”. The pressure coefficient is integrated over the surface to get the unsteady force and for the work done for each cycle is obtained by multiplying the total force by respective oscillating displacement. Therefore, aerodynamic damping parameter is given by work done per cycle and normalized by \( \pi \) and amplitude of oscillation “A” and is given in Eq. 9

\[
\text{Aerodynamic damping}(\Xi) = -\frac{c_w}{\pi A^2}
\]

where \( c_w \) is the aerodynamic work done per cycle. The positive value of \( \Xi \) indicates the flow acting in stabilizing manner whereas negative value can cause flutter, therefore, unstable.

### 3.1 Cascade flutter analysis with unsteady PM

To construct the flow field around oscillating cascade as shown in the Fig.6 using hybrid PM solver each cascade is discretized into small number of panels. Constant strength source and doublet singularity element are distributed over the discretized airfoils, and free wake is modeled using DVM. In order to evaluate the aerodynamic damping at reference airfoil ("0") the velocity potential (\( \Phi \)) induced by source and doublet singularity element of the airfoil and the all the other airfoils oscillating in the respective phase lag is superimposed linearly along with the effect of free wakes. This is arranged in matrix form and called aerodynamics influence coefficient matrix (AICM). With AICM along with zero normal normal flow on the body wall, system of equation \([A]\{x\} = \{y\}\) can be solved to estimate the unknown strength of perturbation potential. More details about the this numerical calculation is given in Katz [10] and the same formulation is adopted here. Once the perturbation potential is known the unsteady pressure coefficient can easily be estimated, hence the aerodynamic force and the work for each time step, the summation of all the time step in one complete cycle gives the total aerodynamic work done in one period.

The experimental test is carried out on 5 blade cascade with NACA0010 series airfoil and flow condition are, constant inlet velocities, 10m to 30 m/sec, mean camber line incidence angles (\( \alpha_0 = 5^\circ to 15^\circ \)), pitching amplitudes (\( \bar{\alpha} = 2^\circ to 5^\circ \)), reduced frequencies \( k = 0.015 to 0.3 \) based on semi chord, and 8 IBPA (\( \phi \)) = 0, \( \pm 45^\circ \), \( \pm 90^\circ \), \( \pm 135^\circ \), \( \pm 180^\circ \). This kind of superimposed velocity potential can be obtained for any airfoil in the cascade. The oscillatory motion

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chord (C)</td>
<td>70mm</td>
</tr>
<tr>
<td>Flow angle (( \alpha ))</td>
<td>+5° to +15°</td>
</tr>
<tr>
<td>Stagger angle (( \beta ))</td>
<td>+15° to +25°</td>
</tr>
<tr>
<td>Slant height (( \tau ))</td>
<td>18mm</td>
</tr>
<tr>
<td>Oscillating freq. (( \omega ))</td>
<td>10hz to 30hz</td>
</tr>
<tr>
<td>Oscillating Amp. (( \bar{\alpha} ))</td>
<td>( \pm 2mm ) to ( \pm 5mm )</td>
</tr>
</tbody>
</table>

Figure 6: Schematic diagram of and nomenclature of 2D cascade
of the cascade blade can be given in complex form by

\[ \alpha(t) = \bar{\alpha} e^{i(\omega t \pm n \varphi)} \]  

(10)

where \( n \) is blade number Fig.5 and the \( \omega \) is the frequency of oscillation in \( \text{rad/sec} \) and \( \omega = \frac{2 \pi k U_\infty}{c_{\text{chord}}} \). Hence the effective angle of attack \( (\alpha_{\text{eff}}) \) at any time instance is given by Eq. 11

\[ \alpha_{\text{eff}}(t) = \alpha_0 + \alpha(t) \]

\[ = \alpha_0 + \bar{\alpha} e^{i(\omega t \pm n \varphi)} = \alpha_0 + \bar{\alpha} \sin(\omega t \pm n \varphi) \]  

(11)

The blade cascade and geometry and the related parameter values are given in the Fig.6. The wake shape and flow field around the cascade simulated using hybrid PM is presented in the Fig.7 and Fig.9 for two different time steps. In the Fig.7 the evaluation of the flow field is depicted at the first 15 time step the time step size is \( \delta t = 0.023 \text{ sec.} \) and oscillating frequency is 15 Hz with amplitude of oscillation is 3 degree and inflow angle 11 degree and \( k=0.05 \). The flow start to separate from the suction side of the all airfoils, but the separation position varies in the three oscillating airfoils depending upon the oscillation cycle. In the Fig.9 the wake shapes and flow at 150th time step is presented. It can noticed that the leading edge separated shear layer from the lower blade influencing the blade above it strongly, which is complies with the real case. However, there in not significant separation observed in the two fixed airfoils (blade no. -2 and +2 in the Fig.6). Furthermore, in the convergence point of view the proposed hybrid
PM performs very well and starts to converge after 50 time steps for both test cases. Also the fast convergence is due to the fact that PM is based on Laplace’s potential flow equation which itself second order linear differential equation, therefore, solution start to converge as soon as starting vortices moves away from the body in unsteady hybrid PM model. For the present tests cases it starts to to happens around 50th time step.

4 Experimental setup for 5 Blade cascade

The physical model of the blade cascade is given in the Fig.9. Five 3D printed blade with NACA0010 profile and 70mm chord length and 100 mm span is attached with base plate. The base plate can be rotate to set the desire angle of attack (\(\alpha\)), each blade can also be slide horizontally to set the stagger angle of the cascade. Each of the five blades are attached in the base plate with a mechanism which allows it feed with individual excitation. The experiment is performed in two different configurations. In one configuration the two ends blades (-2 and +2 blade number) in Fig.6 are fixed and the three blades 0, -1 and +1 are excited with the help of shaker, the potion of there shaker are shown in the top right in the Fig.9. All the blades are placed inside rectangular channel with one flow inlet from wind tunnel and the exist as shown in the Fig.9. There gap between channel walls and the blade tip is negligible to ensure the 2D flow field over the cascade and minimize the tip vortex effects. In the second configuration all the blades hang with and free to move in pitching motion, and they are suspended with the help of torsional springs. The experimental test campaign is carried out for wide at different flow speed from 10 m/sec till 50 m/s, different flow angle (from 0\(^{\circ}\) till 15\(^{\circ}\) and stagger angles (from 10\(^{\circ}\) to 25\(^{\circ}\)). The aerodynamic damping is estimated by multiplying the total force by total pitching displacement in one cycle of oscillation.

5 Results

At first the the isolated pitching airfoil test is selected for the comparison purpose. The experimental results are obtain from the Galbraith et al. [14]. A cyclic lift coefficient of NACA0015 test results which corresponds the stall flow condition, are compared with simulated results using hybrid PM and presented in the Fig.10. In the Fig.10 results of the present model are in good agreement with the experimental data, although they exhibit a slight overestimation of the lift for high angle of attack (above 15\(^{\circ}\)). A small deviation in the shape of the \(\tilde{C}_L\) loop can be
detected in the region close to the maximum pitching angle during the downstroke. This can be caused by strong separated vortex originated due to downstrook motion of the airfoil at the peak maximum angle. Furthermore, the present numerical results exhibit some oscillations when the stall occurs (between 13° to 18°) which is caused by the accumulation of the vortex blob at one point of time which may induce strong velocity potential on the airfoil surface. The problem can be solved by using more sophisticated diffusion method or eliminating the some blobs during the this period. Furthermore, it is worth mentioning that the time computation time taken to achieved the converge result for pitching airfoil is approximately 2.5 CPU mins on single core Intel i7, which can be significantly lower then CFD based model, if adopted for the same test case.

The hybrid PM is then employed to estimate the aerodynamic damping for the 5 blade cascade model and the estimated AD vs. IBPA is presented in the Fig.11. the estimated AD curve shows that the present solver managed to predict stable and unstable IBPA region and for the 0 IBPA the cascade is stable for the used flow condition. However, due to lack of experimental result at this moment the accuracy of the results can not be verified. However, a similar linear cascade test case is presented by Prasad et al.[15], but for classical flutter cases. In his study Prasad et al. used CFD model for 11 blade 2D cascade to estimate the AD s-curve, and computational time taken is 13 CPU hrs on 4-core, Intel i7 processor, which is significantly higher compared to present proposed method which takes approximately 12 CPU mins to estimate the AD s-curve as shown in the Fig.11. Hence, the present method can be computationally more efficient than the CFD based model for the stall flutter test condition, if CFD is used, however, the CFD model estimation can be more accurate compared to the hybrid PM, because flow separation effects can be better represented by turbulence models in CFD based numerical models.

6 Conclusion

The paper present the development and implementation of a medium fidelity flow solver based on boundary element panel method to simulate the subsonic stall flutter in the 2D cas-
To model separated flow the classical panel method is modified using viscous-inviscid coupling technique and the free wake is modeled using discrete vortex particles. The hybrid PM is tested for isolated pitching airfoil test case where the estimated cyclic lift coefficient vs angle of attack results shows good agreement with simulated one in Fig.10. Furthermore, the AD for the 5 blade cascade is estimated using the similar method for the subsonic stall flow condition in Fig.11. However, the experimental results were not ready by the time of submission of this paper, therefore, accuracy of the results can not be verified. However, the simulated AD looks reasonable for the similar test case in other literature. Moreover, the present method show significant reduction in the execution compared to CFD based numerical model. Therefore, the proposed method is good compromised of speed and accuracy over CFD based solvers and it has great potential to be used industrial application. The successful implementation of the proposed aeroelastic model for subsonic stall flutter in 2D cascade will have significant impact on the computational time reduction and will give researcher and engineering freedom to iterate different blade profile in very short time period at preliminary LP turbine design stage for blade design optimization and to understand the subsonic stall flutter in more details in steam turbine application.

Future work: In future the experimental results for the 5 blade cascade will be compared with the simulated results for AD and the wake shapes and also unsteady pressure field over the blade surface at different flow conditions.
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Abstract. The main purpose of the paper is to investigate the effect of geometrically non-linear first mode shape free and force transverse vibration of "Clamped-Free-Clamped-Free rectangular plate", denoted as 'C-F-C-F RP', at large vibration amplitudes. Lagrange’s equations and the harmonic balance method are used in order to formulate the problem that lead to obtain a non-linear algebraic equations. These later can be used to determine the dependency of displacement amplitudes, excitation frequencies, and the deflection associated to the first mode shape. In addition, it exhibits the contribution coefficients of higher mode shapes that contribute on the first mode shape. The obtain equations are solved via explicit solution which is an approximate method and which is used and compared previously in the case of free and forced vibration. The numerical obtain results can be used to predict the influence of the excitation frequencies and the level of applied forces on the dynamic response of thin C-F-C-F flat isotropic structures.
1 INTRODUCTION

The thin structures encounter a large amplitude of deflections when they are subject to large external loads; in other words, these structures present geometrically non-linear vibrations. In aircraft skin panels, geometric non-linearity often occurs when the aircraft is subject to high aerodynamic forces [1]. This non-linearity is usually produced by the membrane stresses in the structure and results in an increase of resonance frequencies (hardening or softening resonance) and mode shape changes with regard to level of applied forces on the structure at large vibration amplitudes [2].

The literature on isotropic plate shows a variety of configurations and approaches which are listed and presented in the references [3, 4, 5, 6]. These configurations were numbered at 21 boundary conditions cases and created by Clamped, Free and Simply supported at the plate’s edges that were investigated previously. These configurations have been changed from 21 to 55 cases by adding the fourth boundary condition named as Guided. Referring again, to the literature, it could be observed that there is a broad use of plates in various engineering fields and in different structural components because of their flexibility [7].

In the context of non-linear vibrations of thin plates at large deflections, many researchers have studied this type of non-linearity by using different methods [8, 9, 10, 11]. In the last few years, there has been a growing interest in geometrically non-linear using a model that was applied in beams [8] and plates [12] which has known an experimental validation in reference [13]. This model was based on Hamilton’s equations and spectral analysis that aim to illustrate the dynamic response of system in order to determine the contribution coefficients of the mode non-concerned on the given mode shape. Furthermore, the model led to prove the dependency of displacement amplitudes, frequency, mode shape and associated bending stress, and is was used and applied in different continue (plates, beams, shell, etc.) ([14, 15, 16, 17]) and discrete (mass and spring) ([18, 19, 20]) structures.
The purpose of this paper is to investigate numerically free and forced vibration of C-F-C-F\(^1\) RP\(^2\) (see Figure 1) with a ratio equals to 0.66 (\(\alpha=0.66\)) at large vibration amplitudes. The adopted model is an extend of the model presented in [12]. The non-linear algebraic equations are obtained using Lagrange’s equations and the harmonic balance method, in order to illustrate the effect of large deflection on thin mechanical structures (C-F-C-F RP).

![Figure 1: Rectangular plate notations of C-F-C-F](image)

2 Theoretical formulation based on Lagrange’s equations and the harmonic balance method

The isotropic thin RPs figured in Figure 1 have the bending stiffness \(D\):

\[
D = \frac{EH^3}{12(1-\nu^2)}
\]  

(1)

For such plates, the total strain energy denoted \(V\) is given as the sum of the strain energy due to the bending \(V_f\) and the membrane strain energy \(V_a\) induced by large deflections of structure \((V = V_a + V_f)\). These terms can be written as follow without taking into account the in-plane displacements:

\[
V_f = \frac{1}{2}D \int_S \left[ \left( \frac{\partial^2 W}{\partial x^2} \right)^2 + \left( \frac{\partial^2 W}{\partial y^2} \right)^2 + 2(1-\nu) \left( \frac{\partial^2 W}{\partial x \partial y} \right)^2 + 2\nu \left( \frac{\partial^2 W}{\partial x^2} \frac{\partial^2 W}{\partial y^2} \right) \right] dS
\]  

(2)

\[
V_a = \frac{3D}{2H^2} \int_S \left[ \left( \frac{\partial W}{\partial x} \right)^2 + \left( \frac{\partial W}{\partial y} \right)^2 \right]^2 dS
\]  

(3)

And \(T\) is the kinetic energy of plate as given by:

\[
T = \frac{1}{2} \rho H \int_S \left( \frac{\partial W}{\partial t} \right)^2 dS
\]  

(4)

Where the \(S\) is the surface of RP and \(W\) is the deflection function.

In the three later equations, terms involving the in-plane displacements and their derivatives have been omitted. This assumption, which simplifies considerably the theory and leads to obtain good results for reasonable ranges of vibration amplitudes, has been adopted and justified in many previous papers.

\(^1\)Clamped-Free-Clamped-Free

\(^2\)Rectangular Plate
The C-F-C-F RP have been discretized from \( \text{i}^{th} \) C-C and \( \text{j}^{th} \) F-F beam mode shapes in the \( x \) and \( y \) directions, respectively. Furthermore, the deflection function is assumed harmonic, which is extended as a series of \( n \) basic spatial functions \( w_k(x, y) \):

\[
W(x, y, t) = q_k(t)w_k(x, y) = a_kw_k(x, y)\sin(\omega t) = \alpha_{ij}w_{ij}(x, y)\sin(\omega t)
\]

with \( k = n(i - 1) + j \)

The rearranging and substitution of the equation (5) into the equations (2), (3) and (4), respectively, leads to obtain the following equations:

\[
V_f = \frac{1}{2}q_iq_jk_{ij}
\]
\[
V_a = \frac{1}{2}q_iq_jq_kq_lb_{ijkl}
\]
\[
T = \frac{1}{2}\dot{q}_i\dot{q}_jm_{ij}
\]

where \( m_{ij}, k_{ij} \) and \( b_{ijkl} \) are the mass, the linear and non-linear rigidity tensors, respectively. With the indices \( i, j, k \) and \( l \) are varying from 1 to \( n \). The expressions for these tensors are given by:

\[
m_{ij} = \rho H \int_S w_i w_j dS
\]
\[
k_{ij} = D \int_S \left[ \frac{\partial^2 w_i}{\partial x^2} \frac{\partial^2 w_j}{\partial x^2} + \frac{\partial^2 w_i}{\partial y^2} \frac{\partial^2 w_j}{\partial y^2} + 2(1 - \vartheta) \frac{\partial^2 w_i}{\partial x \partial y} \frac{\partial^2 w_j}{\partial x \partial y} + 2\vartheta \frac{\partial^2 w_i}{\partial x^2} \frac{\partial^2 w_j}{\partial y^2} \right] dS
\]
\[
b_{ijkl} = \frac{3D}{2H^2} \int_S \left[ \left( \frac{\partial w_i}{\partial x} \frac{\partial w_j}{\partial x} + \frac{\partial w_i}{\partial y} \frac{\partial w_j}{\partial y} \right) \left( \frac{\partial w_k}{\partial x} \frac{\partial w_l}{\partial x} + \frac{\partial w_k}{\partial y} \frac{\partial w_l}{\partial y} \right) \right] dS
\]

The dimensionless parameters were used in this paper to simplify the interpretation of the obtained results as used in [14, 16], and we can put:

\[
w_i(x, y) = Hw_i^\ast \left( \frac{x}{a}, \frac{y}{b} \right) = Hw_i^\ast (x^*, y^*), \quad \frac{\omega^2}{\omega_i^*} = \frac{D}{\rho Hb^4}, \quad \frac{k_{ij}}{k_i^*} = \frac{DaH^2}{b^3}, \quad \frac{m_{ij}}{m_i^*} = \rho H^3 ab, \quad \frac{b_{ijkl}}{b_{ij}^*} = \frac{DaH^2}{b^3}
\]

2.1 Application to free vibration of C-F-C-F RP

Lagrange’s equations have been employed to describe the non-linear dynamic behavior for a conservative system (C-F-C-F RP ), that can be written as follow:

\[
-\frac{\partial}{\partial t} \left( \frac{\partial T}{\partial \dot{q}_r} \right) + \frac{\partial T}{\partial q_r} - \frac{\partial V}{\partial q_r} = 0, \quad r = 1 - n
\]
The $q_i$ is assumed to be harmonic, as used in equation (5) we get:

$$q_i(t) = a_i \sin \omega t, \quad i = 1 - n$$

In the equation (13), $V$ and $T$ are replaced by their expressions given above in (6), (7), and (8), and their derivatives are calculated with respect to the $a'_i$. The following set of non-linear algebraic equations are obtained by applying the harmonic balance method and non-dimensional parameters:

$$\frac{3}{2} a_i a_j a_k b_{ijkr} + a_i k_{ir}^* - a_i \omega^2 m_{ir}^* = 0, \quad i, j, k, r = 1 - n \quad (14)$$

The later can be written in matrix form as following:

$$\left( [K^*] - \omega^* 2 [M^*] \right) \{A\} + \frac{3}{2} [B^*] \{A\} = \{0\} \quad (15)$$

The column vector of basic function (contribution coefficients) $\{A\}$, which can be written as $\{A\}^T = [a_1 a_2 \ldots a_n]$.

In addition $\omega^*$ is the non-dimensional non-linear frequency response that can be obtained through (14) as:

$$\omega^* = \frac{a_i a_j k_{ij}^* + \frac{3}{2} a_i a_j a_k a_l b_{ijkl}^*}{a_i a_j m_{ij}^*} = \frac{k_{ij}}{m_{ij}} + \frac{3}{2} \frac{a_k a_l b_{ijkl}^*}{m_{ij}} \quad (16)$$

In order to obtain the numerical solution for the non-linear problem in the neighborhood of the first mode shape, the contribution of this mode is chosen and others of higher modes are calculated numerically via explicit method (first formulation) of the remaining $(n - 1)$ non-linear algebraic equations. Furthermore, the dynamic response free vibration can be obtained the following equations:

$$3 a_i a_j a_k b_{ijkr}^* + 2 \frac{a_i a_j k_{ij}^* + a_i a_j a_k a_l b_{ijkl}^*}{a_i a_j m_{ij}^*} m_{ir}^* = 0, \quad r = 1 - n \quad (17)$$

2.2 Forced vibration application in C-F-C-F RP

Considering the RP exhibited in Figure 1 which is excited harmonically with a concentrated forces applied at the plate’s center $(x_0, y_0)$. In this way we can write:

$$F(x_0, y_0) = F^c \delta(x - x_0) \delta(y - y_0) \sin(\omega t) \quad (18)$$

The corresponding generalized force $F^c$ is given by:

$$F_i^c(t) = F^c w_i(x_0, y_0) \sin \omega t = f_i^c \sin(\omega t) \quad i = 1 - n \quad (19)$$

The dimensionless of generalized forces $f_i^c$ that is applied on the RP can be obtained from the following equation:

$$f_i^c = \frac{b^3 F^c}{aDH} w_i^s(x_0^*, y_0^*), \quad i = 1 - n \quad (20)$$

Assuming that equation (5) holds for $q_i$ which is supposed to be harmonic, we get:

$$q_i(t) = a_i \sin \omega t, \quad i = 1 - n \quad (21)$$
The problem of forced vibration was reduced to a non-linear algebraic equation of C-F-C-F RP by applying Lagrange’s equations and harmonic balance method as used in the previous subsection:

$$\frac{\partial}{\partial t} \left( \frac{\partial T}{\partial \dot{q}_r} \right) + \frac{\partial T}{\partial q_r} - \frac{\partial V}{\partial \dot{q}_r} = F_r, \quad r = 1 - n \quad (22)$$

The non-linear algebraic equations have been obtained by substituting the terms of $V_j, V_a, T$ into the later equation and by applying the harmonic balance method that yield to:

$$\frac{3}{2} a_i a_j a_k b^*_{ijkr} + a_i k_{ir}^* - a_i \omega^2 m_{ir}^* = f_r^*, \quad i, j, k, r = 1 - n \quad (23)$$

where $\omega^*$ is the dimensionless excitation frequency. Hence, the equation (23) can be written in matrix form as:

$$\left( [K^*] - \omega^{*2} [M^*] \right) \{A\} + \frac{3}{2} [B^*(A)] \{A\} = \{F^*\} \quad (24)$$

### 3 Explicit procedure of solution

#### 3.1 Free vibration

The explicit method or the first formulation as used in [14], leads to obtain the solution in the neighborhood of the first non-linear mode shape, and the basic functions vector $\{A\}$ can be written as: $\{A\}^T = [a_1 \varepsilon_2 \ldots \varepsilon_6]$, with the contribution coefficients indice is varying from 2 to 6. Indeed, $\varepsilon_2 \ldots \varepsilon_6$ can be considered small compared to $a_1$.

This method is based on an approximation that leads to neglect the second and third terms in the expression $a_i a_j a_k b^*_{ijkr}$. With respect to $\varepsilon_i$, the remaining term can be reduced to $a_1^3 b_{111i}^*$.

$$\frac{3}{2} a_1^3 b_{111i}^* + a_1 k_{11i}^* - a_1 \omega^2 m_{11i}^* = 0 \quad (25)$$

which gives:

$$\omega^2 = \frac{k_{11i}}{m_{11i}} + \frac{3}{2} a_1^3 b_{111i}^* \quad (26)$$

The $i^{th}$ basic functions of the contributions ($\varepsilon_i$) is explicitly calculated from the $i^{th}$ approximate equation of system (14):

$$\frac{3}{2} a_1^3 b_{111i}^* + (k_{11i}^* - \omega^2 m_{11i}^*) \varepsilon_i = 0 \quad i = 2 - 6 \quad (27)$$

Then, the last equation allows to the following analytical expression for $i^{th}$ contributions that contribute to the first mode shape:

$$\varepsilon_i = -\frac{3}{2} a_1^3 b_{111i}^* \frac{k_{11i}^* - \omega^2 m_{11i}^*}{k_{11i}^* - \omega^2 m_{11i}^*} = \frac{-3}{2} a_1^3 b_{111i}^* \frac{k_{11i}^*}{k_{11i}^* - \omega^2 m_{11i}^*} \frac{k_{11i}^*}{m_{11i}}, \quad i = 2 - 6 \quad (28)$$

The non-linear dynamic response free vibration is described in the equation below:

$$W^*_n(x^*, y^*) = \frac{-3}{2} a_1^3 b_{111i}^* \frac{k_{11i}^* - \omega^2 m_{11i}^*}{(k_{11i}^* - \omega^2 m_{11i}^*)} W_{11}^*(x^*, y^*) + \frac{-3}{2} a_1^3 b_{11112}^* \frac{w_{12}^*(x^*, y^*)}{(k_{22i}^* - \omega^2 m_{22i}^*)} + \ldots + \frac{-3}{2} a_1^3 b_{1116}^* \frac{w_{16}^*(x^*, y^*)}{(k_{66i}^* - \omega^2 m_{66i}^*)} \quad (29)$$
3.2 Forced vibration

The non-linear algebraic equations obtained from (23) were solved using the explicit method. In order to obtain a multi-dimensional non-linear frequency response, this structure has been subjected to high levels of applied forces amplitudes and harmonic excitation. The C-F-C-F RP is excited harmonically in the neighbourhood of the first mode shape, which is generated only by the first basic function \( w_{11} \) and that is the predominant in the dynamic response, then the equation (23) is reduced to:

\[
\frac{3}{2} a_1^3 b_{1111} + (k_{11}^* - \omega^2 m_{11}^*) a_1 = f_1^*
\]  (30)

where \( b_{1111}^*, k_{11}^* \), and \( m_{11}^* \) are respectively the non-dimension terms of the non-linear, the linear rigidity, and the mass tensor corresponding to the first mode shape of C-F-C-F RP. After rearranging the above equation, we obtain:

\[
\left( \frac{\omega^*}{\omega_{1L}^*} \right)^2 = 1 + \frac{3}{2} a_1^3 b_{1111}^* - \frac{f_1^*}{a_1 k_{11}^*}
\]  (31)

As mentioned above, the explicit method and harmonic balance method have been applied to deduce \( \varepsilon_i \):

\[
\frac{3}{2} a_1^3 b_{1111}^* + (k_{ii}^* - \omega^2 m_{ii}^*) \varepsilon_i = f_i^* \quad i = 2 - 6
\]  (32)

The last equation allows to the following analytical expression for \( i^{th} \) contributions that contribute on the first mode shape:

\[
\varepsilon_i = f_i^* - \frac{3}{2} a_1^3 b_{1111}^* \quad i = 2 - 6
\]  (33)

Then, the first mode of the non-linear steady state periodic forced response function of C-F-C-F RP can be expressed as following:

\[
W_{nl}^*(x^*, y^*) = f_1^* - \frac{3}{2} a_1^3 b_{1111}^* w_{11}^* (x^*, y^*) + f_2^* - \frac{3}{2} a_1^3 b_{1112}^* w_{12}^* (x^*, y^*) + \cdots + f_6^* - \frac{3}{2} a_1^3 b_{1116}^* w_{16}^* (x^*, y^*)
\]  (34)

4 Results and discussions

In this section, we will discuss the results obtained in the numerical simulations of free and forced vibration, in order to show the effect of geometrically non-linear on C-F-C-F RP at large vibration amplitudes with the plate’s ratio equals to 0.66 (\( \alpha = 0.66 \)). These simulations were carried out on RP made from aluminium alloy with a thickness of 0.6 mm. The dimensions of this plate are 240 x 360 mm (width x length), that gives 0.66 in the ratio. According to the commercial catalog, the density, Young modulus, and the Poisson’s ratio of this plate are 2140 Kg/m\(^3\), 7x10\(^{10}\) N/m\(^2\), and 0.34, respectively.

Dynamic response of a C-F-C-F rectangular plate is calculated using the first, six, and nine first linear modes shape \( (w_{11}, w_{12}, w_{13}, \ldots, w_{19}) \) in equation 29 and 34.
4.1 Free vibration

The non-dimensional terms of mass, linear and non-linear rigidity tensors were computed numerically by using the software "MATLAB".

The linear analysis was obtained by neglecting the term of geometrical nonlinearity; this assumption leads us to obtain the values of the fundamental frequency parameter of various plate’s ratio which are included in Table 1. Furthermore, the later linear frequencies have been determined by Leissa in [3] using Symmetric-Antisymmetric Modes of C-F-C-F rectangular plates and are compared with those obtained by our present study which shown a good convergence of solutions. The backbone curves forced vibration in the case of C-F-C-F RP were not found in the literature.

Table 1: Comparison of the first fundamental frequency parameters of a C-F-C-F RP, with various $\alpha$.

<table>
<thead>
<tr>
<th>Aspect ratio $\alpha$</th>
<th>Present study</th>
<th>Leissa[3]</th>
<th>Percentage error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25.54</td>
<td>26.40</td>
<td>3.26</td>
</tr>
<tr>
<td>0.9</td>
<td>22.70</td>
<td>22.10</td>
<td>-2.71</td>
</tr>
<tr>
<td>0.66</td>
<td>13.32</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The values of contribution coefficients corresponding to the first mode shape was calculated by explicit solution from the equation (28) with a given assignment contribution ($a_1$), and the results are listed in Table (2). From this table, the five contributions show their contribution on the first mode shape and these values become important when the ($a_1$) increase.

Table 2: Contribution coefficients corresponding to the first mode shape free vibration.

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
<th>$\omega/\omega_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>1.38305E-06</td>
<td>-3.88254E-07</td>
<td>1.29696E-07</td>
<td>-7.46271E-08</td>
<td>3.42673E-08</td>
<td>1.0260</td>
</tr>
<tr>
<td>0.12</td>
<td>2.98739E-04</td>
<td>-8.38629E-05</td>
<td>2.80144E-05</td>
<td>-1.61194E-05</td>
<td>7.40174E-06</td>
<td>1.0323</td>
</tr>
<tr>
<td>0.22</td>
<td>1.84084E-03</td>
<td>-5.16766E-04</td>
<td>1.72625E-04</td>
<td>-9.93286E-05</td>
<td>4.56098E-05</td>
<td>1.0477</td>
</tr>
<tr>
<td>0.32</td>
<td>5.66497E-03</td>
<td>-1.59029E-03</td>
<td>5.31235E-04</td>
<td>-3.05672E-05</td>
<td>1.40359E-04</td>
<td>1.0716</td>
</tr>
<tr>
<td>0.42</td>
<td>1.28084E-02</td>
<td>-3.59562E-03</td>
<td>1.20112E-03</td>
<td>-6.91121E-04</td>
<td>3.17350E-04</td>
<td>1.1035</td>
</tr>
<tr>
<td>0.52</td>
<td>2.43085E-02</td>
<td>-6.82396E-03</td>
<td>2.27954E-03</td>
<td>-1.31165E-03</td>
<td>6.02282E-04</td>
<td>1.1427</td>
</tr>
<tr>
<td>0.72</td>
<td>6.45276E-02</td>
<td>-1.81144E-02</td>
<td>6.05110E-03</td>
<td>-3.48180E-03</td>
<td>1.59878E-03</td>
<td>1.2403</td>
</tr>
<tr>
<td>0.92</td>
<td>1.34621E-01</td>
<td>-3.77911E-02</td>
<td>1.26241E-02</td>
<td>-7.26390E-03</td>
<td>3.33544E-03</td>
<td>1.3587</td>
</tr>
<tr>
<td>1.02</td>
<td>1.3463E-01</td>
<td>-5.15023E-02</td>
<td>1.72043E-02</td>
<td>-9.89935E-03</td>
<td>4.54559E-03</td>
<td>1.4241</td>
</tr>
<tr>
<td>1.12</td>
<td>2.42886E-01</td>
<td>-6.81836E-02</td>
<td>2.27767E-02</td>
<td>-1.31057E-02</td>
<td>6.01789E-03</td>
<td>1.4929</td>
</tr>
<tr>
<td>1.32</td>
<td>3.97621E-01</td>
<td>-1.11622E-01</td>
<td>3.72871E-02</td>
<td>-2.14550E-02</td>
<td>9.85172E-03</td>
<td>1.6390</td>
</tr>
<tr>
<td>1.52</td>
<td>6.07126E-01</td>
<td>-1.70434E-01</td>
<td>5.69335E-02</td>
<td>-3.27595E-02</td>
<td>1.50425E-02</td>
<td>1.7942</td>
</tr>
<tr>
<td>1.62</td>
<td>7.35009E-01</td>
<td>-2.06334E-01</td>
<td>6.89258E-02</td>
<td>-3.96599E-02</td>
<td>1.82111E-02</td>
<td>1.8745</td>
</tr>
<tr>
<td>1.72</td>
<td>8.79697E-01</td>
<td>-2.46951E-01</td>
<td>8.24940E-02</td>
<td>-4.74670E-02</td>
<td>2.17959E-02</td>
<td>1.9562</td>
</tr>
<tr>
<td>1.82</td>
<td>1.04223</td>
<td>-2.92577E-01</td>
<td>9.77352E-02</td>
<td>-5.62368E-02</td>
<td>2.58229E-02</td>
<td>2.0393</td>
</tr>
<tr>
<td>1.92</td>
<td>1.22363</td>
<td>-3.43502E-01</td>
<td>1.14747E-01</td>
<td>-6.60252E-02</td>
<td>3.03175E-02</td>
<td>2.1236</td>
</tr>
</tbody>
</table>
Figure 5 represents the corresponding curve of fundamental resonance ($F = 0$ N) obtained by plotting the equation (29). The first non-linear mode shape of C-F-C-F RP with $\alpha = 0.66$ is depicted in Figure 5 and the dependence of the non-linear frequency on the non-dimensional vibration amplitudes is shown. As may expected, a hardening type of non-linearity of C-F-C-F RP is observed.

The amplitudes mode shape dependence are investigated, which allow to illustrate the effect of large transverse vibration amplitudes on the first mode shape. The normalized sections along the $x$ and $y$ directions, corresponding to $y^* = 0.5$ and $x^* = 0.5$ of the non-linear fundamental mode shape were obtained from equation (29) are plotted in Figure 2 (a) and (b). The later, show respectively the increase of all curvatures near the free edges and decrease for the clamped edges. These curves obtained for the large, medium, and low displacement amplitudes which are corresponding to 4.91, 0.98, and 0.4 at the plate’s center, respectively.

![Figure 2](image)

Figure 2: Amplitudes deflections in $x$ and $y$ direction of the first mode shape of a RP corresponding to (a): $y^* = 0.5$ and (b): $x^* = 0.5$, respectively.

### 4.2 Forced vibration

The present subsection aims to treat the transverse steady state periodic forced response of thin C-F-C-F isotropic RP with the $\alpha = 0.66$, which the geometric and mechanical characteristics were presented above.

The equation (32) holds to obtain (33), which allows to an analytical expression for $\varepsilon_i$ with $i = 2 - 6$ to be derived in terms of $a_1$, and the results are listed in Table 3. These results are obtained with a given typical values of $a_1$ in order to calculate the first six basic functions varying from 0.3 to 2.

The thin C-F-C-F isotropic RP was excited with a concentrated harmonic forces at the plate’s center. The non-linear algebraic equations (23) have been reduced to single-mode approach, that assumed to neglect all co-ordinates except a single resonant co-ordinate as obtained in equation (30) and (31). The convergence of the solution was studied using the first mode shape which is the predominant (single mode approach), the first six and nine mode shapes (multimode solution) in the two equations (31) and (34), respectively, with 1 N of forcing vibration amplitude.
Table 3: Contribution coefficients corresponding to the first mode shape forced vibration, $F^c = 1N$

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
<th>$\omega^\prime/\omega_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>0.00322822</td>
<td>-0.00712518</td>
<td>0.00042405</td>
<td>-0.00125437</td>
<td>0.00011480</td>
<td>0.484975</td>
</tr>
<tr>
<td>0.35</td>
<td>0.00523468</td>
<td>-0.00787544</td>
<td>0.00067479</td>
<td>-0.00140170</td>
<td>0.00018239</td>
<td>0.597414</td>
</tr>
<tr>
<td>0.40</td>
<td>0.00794480</td>
<td>-0.00885931</td>
<td>0.00100893</td>
<td>-0.00159734</td>
<td>0.00027236</td>
<td>0.672148</td>
</tr>
<tr>
<td>0.45</td>
<td>0.01146892</td>
<td>-0.01011443</td>
<td>0.00143847</td>
<td>-0.00184833</td>
<td>0.00038792</td>
<td>0.727486</td>
</tr>
<tr>
<td>0.50</td>
<td>0.01591960</td>
<td>-0.01167769</td>
<td>0.00197545</td>
<td>-0.00216168</td>
<td>0.00053227</td>
<td>0.771300</td>
</tr>
<tr>
<td>0.55</td>
<td>0.02141195</td>
<td>-0.01358563</td>
<td>0.00263195</td>
<td>-0.00254439</td>
<td>0.00070862</td>
<td>0.807696</td>
</tr>
<tr>
<td>0.60</td>
<td>0.02806402</td>
<td>-0.01587472</td>
<td>0.00342006</td>
<td>-0.00300346</td>
<td>0.00092018</td>
<td>0.839069</td>
</tr>
<tr>
<td>0.65</td>
<td>0.03599711</td>
<td>-0.01858148</td>
<td>0.00435189</td>
<td>-0.00354589</td>
<td>0.00117015</td>
<td>0.866921</td>
</tr>
<tr>
<td>1.00</td>
<td>0.13846239</td>
<td>-0.05233845</td>
<td>0.01592585</td>
<td>-0.01026664</td>
<td>0.00426587</td>
<td>1.018605</td>
</tr>
<tr>
<td>1.20</td>
<td>0.24706054</td>
<td>-0.08662607</td>
<td>0.02759709</td>
<td>-0.01702517</td>
<td>0.00737621</td>
<td>1.094426</td>
</tr>
<tr>
<td>1.30</td>
<td>0.31956203</td>
<td>-0.10889450</td>
<td>0.03513883</td>
<td>-0.02138498</td>
<td>0.00938139</td>
<td>1.132057</td>
</tr>
<tr>
<td>1.40</td>
<td>0.40645169</td>
<td>-0.13502856</td>
<td>0.04395471</td>
<td>-0.02647495</td>
<td>0.01172127</td>
<td>1.169896</td>
</tr>
<tr>
<td>1.50</td>
<td>0.50967663</td>
<td>-0.16536841</td>
<td>0.05414880</td>
<td>-0.03235280</td>
<td>0.01442197</td>
<td>1.208102</td>
</tr>
<tr>
<td>1.80</td>
<td>0.94096357</td>
<td>-0.28533444</td>
<td>0.09406229</td>
<td>-0.05529619</td>
<td>0.02495135</td>
<td>1.325703</td>
</tr>
<tr>
<td>1.90</td>
<td>1.13491984</td>
<td>-0.33626843</td>
<td>0.11083904</td>
<td>-0.06491010</td>
<td>0.02935816</td>
<td>1.365996</td>
</tr>
<tr>
<td>2.00</td>
<td>1.35997236</td>
<td>-0.39335470</td>
<td>0.12953718</td>
<td>-0.07560623</td>
<td>0.03425769</td>
<td>1.406839</td>
</tr>
</tbody>
</table>

These latter are plotted in Figure 3 and showed the convergence of the results that can be reached for six modes shape via multimode solution. In addition, these curves show a slight difference for the dimensionless displacements less than 1.5 and the difference becomes clearer for the remains results.

Figure 3: Backbone curve corresponding to the single mode approach and multi-mode solution.

In Figure 4 the linear and nonlinear frequency response curves are given in term of the
Amplitudes and the frequency parameter. The results corresponding to this excitation correspond to the classical response in the forced linear model that obtained by neglecting the nonlinear term \( b_{ijkl} \) in equation (34).

Furthermore, forced responses of RP under different concentrated amplitude forces \( F_c = 0, 0.25, 0.5, \) and \( 1 \) N are shown in Figure 5 using first six modes shape. These three curves show the hardening type resonance for all considered excitation levels and the jump phenomena was observed near 0.6, 0.8, and 1.1 dimensionless displacements, respectively.

5 Conclusion

The geometrically non-linear dynamic free and steady state periodic forced response of thin and isotropic C-F-C-F RP were investigated via a theoretical model which was developed in this paper. The effect of large vibration amplitudes was studied in order to determine the amplitudes frequency dependence and associated first mode shape free and forced vibrations.

The model used is based on Lagrange’s equations and the harmonic balance method that were used to reduce the problem to non-linear algebraic equations without tacking into account the in-plane displacements and their derivatives. These later, gave the terms of mass tensor, linear and non-linear rigidity due to the geometrical non-linearity which were computed numerically. In addition, the non-linear dynamic, response in free and forced vibration, were investigated by using the first six plate functions. These functions were obtained as products of the first six beam functions in the \( x \) and \( y \) directions that were used to discretize the C-F-C-F RP.
The RP’s $\alpha=0.66$ was chosen, the amplitudes frequency dependence were studied and presented for free vibration case. The results obtained showed that the frequency response increases with the increase of the amplitude, which led as to exhibit the hardening type of resonance as expected. In addition, when the amplitude increases, the deflection of the first mode shape increases at the Free-Free edges and decreases in the vicinity of plate’s center, and an increase of the mode shape of C-C edges when the amplitudes increase.

The steady state periodic forced response was studied and the hardening non-linearity was obtained as in the free case using the same structure. Furthermore, the single-mode approach and the multi-mode solution were studied and plotted, illustrating a correlation between them for 1.5 in dimensionless displacements. The effect of applied harmonic forces (0, 0.25, 0.5 and 1N) and the excitation frequency on the dynamic response of C-F-C-F RP were illustrated. These results show the jump phenomena near 0.6, 0.8, and 1.1 dimensionless displacements, respectively for 0.25, 0.5 and 1 N, forcing vibration.

Based on the obtained results, it can be concluded that the research into geometrically non-linear dynamic on thin and isotropic C-F-C-F RP has been very successful. Furthermore, these investigation are require to taking into account of the in-plane displacements. Thus, the future works will concerning to carry out an experimental studies to compare with the obtained numerical results.
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Abstract. The present study aims to investigate the problem of linear and non-linear longitudinal free vibration of uniform rods and rods with sections varying exponentially. This problem is reduced to a non-linear algebraic equation which is based on the Lagrange’s equations and the harmonic balance method. In fact, these methods were applied previously to study the non-linear transverse vibration of the different continuous structures (beams, plates, and shells) and discrete structures (2-dof and multi-dof systems). However, the present model leads to obtain a solution of a non-linear algebraic system using numerical method. The non-linear frequencies corresponding to the first, second and third non-linear mode shapes of Clamped-Free uniform and non-uniform rods are treated via the Linearized Approach. Therefore, the obtained numerical results exhibit the geometrically non-linear effect. The dependencies of the amplitude on the slope of exponential function coefficient, the frequency and on the non-linear mode shape are applied for the first, second and third mode shapes, in order to examine the used method in the case of Clamped-Free non-uniform rods longitudinal free vibration at large amplitudes.
1 Introduction

The longitudinal vibration analysis of rods is an important issue in structural engineering applications, such as high-rise buildings, long-span bridges, aerospace machines and many other industrial usages. Longitudinal and torsional vibrations are significant in these structures and their natural frequencies have to be considered in the design process. The determination of both linear and nonlinear natural frequencies, with associated mode shapes and bending stress, are essential in structural dynamic analysis in order to design efficient machines. The external vibrations loading and services condition may cause large displacements and rotations that lead to considerable pre-stress states in the structure. Consequently, the modal behavior of structures is evidently a property of the equilibrium state and natural frequencies are subject to change.

The exact solutions and the numerical techniques for linear longitudinal vibration of homogeneous rods can be found in literature [16, 13], while analytical studies on inhomogeneous rods are scarce. Eisenberger [11], Matsuda and al [15], Bapat [4], Abrate [1], Kumar and Sujith [12], Anil Raj, Sujith [18] and Xu and al [19] studied the linear longitudinal vibration of rods with variable sectional area and they obtained the exact solutions for certain functional forms of an involved parameter.

The present work devotes to the non-linear longitudinal vibration of rods using a model based on Lagrange’s formulation and harmonic balance method. This structure is reduced to a non-linear algebraic system, which can be solved by numerical procedures (iterative, linearized or explicit). These methods have been developed and used to examine the non-linear behavior of continuous structures and discrete systems [8, 7, 9, 10, 17, 2], longitudinal, transverse vibration of 2-dof systems [6]. In our case, an application is made using the linearized procedure [8]
leading to the fundamental non-linear longitudinal mode shape of C-F1 rods.

2 Theoretical formulation

Actually, the main objective of the present paper is to determinate the dynamic response of C-F rods with section varying exponentially at large vibration amplitudes, in order to illustrate the non-linear longitudinal mode shapes and natural frequencies of C-F rods with section varying exponentially. We start by presenting in the first subsection the formulas for the natural frequencies, mode shapes and displacements of linear C-F rods. Then in the second one the formulation of the basic theory of geometrically non-linear longitudinal free vibration of rods are presented.

2.1 Linear Model

The uniform rods having the following characteristics: \( E \): Young’s modulus, \( \rho \): mass per unit volume, \( L \): length of the rod, \( S \): area of the cross section, \( U(x,t) \): the longitudinal displacement which is assumed to be harmonic, i.e. \( U(x,t) = u(x) \sin(\omega t) \), and are well-known by the equation of longitudinal vibrations of rods, this can be written by:

\[
\frac{\partial}{\partial x} \left( S \frac{\partial u}{\partial x} \right) = \frac{S C^2}{C^2} \frac{\partial^2 u}{\partial t^2} \tag{1}
\]

where \( C \) is the velocity of propagation of the displacement or stress waves in the rod, and it is given by:

\[
C = \sqrt{\frac{E}{\rho}} \tag{2}
\]

Considering now the longitudinal vibrations of the rods with exponential sections which are illustrated in Figure 1, taking into account the same geometrical characteristics presented earlier. These sections can be written as below and \( S_0 \) is the maximum section of rods:

\[
S(x) = S_0 \exp(\delta x) \tag{3}
\]

Figure 1: Notation of rods with sections varying exponentially (blue: \( \delta = 0.3 \), red: \( \delta = 0.7 \), green: \( \delta = 1.0 \))
By substituting the equation (3) into (1) and by using the classical method of separation of variables, we obtain a differential equation we the solution gives the following mode:

\[ u_n(x) = \left(\sin \frac{n\pi}{L} x \right) e^{-\frac{\delta}{2}x} \]  

with the frequencies expression written as:

\[ \omega_n = \frac{1}{2} \sqrt{\frac{E}{\rho}} \sqrt{\left(\frac{4\pi^2n^2}{L^2} + \delta^2\right)} \]  

### 2.2 Non-Linear Model

The method presented in this subsection is based on a semi-analytical approach. The dynamic behavior is obtained by using Lagrange’s equations for a conservative system, which leads to:

\[ -\frac{\partial}{\partial t} \left(\frac{\partial T}{\partial q_r}\right) + \frac{\partial T}{\partial q_r} - \frac{\partial V}{\partial q_r} = 0, \quad r = 1, \ldots, n \]  

In the above equation, \( T \) is the kinetic energy of the rod given by:

\[ T = \frac{1}{2} \int_0^L \rho S \left(\frac{\partial u}{\partial t}\right)^2 \, dx \]  

\( V \) is the total strain energy, which can be written as the sum of the linear strain energy \( V_l \) and the non-linear strain energy \( V_{nl} \):

\[ V = V_l + V_{nl} = \frac{1}{2} \int_0^L ES \left(\frac{\partial u}{\partial x}\right)^2 \, dx + \frac{1}{2} \left[ \int_0^L ES \left(\frac{\partial u}{\partial x}\right)^3 \, dx + \frac{1}{4} \int_0^L ES \left(\frac{\partial u}{\partial x}\right)^4 \, dx \right] \]  

The large displacement \( U \) is assumed to be harmonic which is expanded in the form of a finite series, one obtains:

\[ U(x, t) = q_i(t)u_i(x) = a_iu_i(x) \sin \omega t \]  

where the usual summation convention for the repeated index \( i \) varies from 1 to \( n \). After substituting the expression given in equation (9) for the displacement function \( U \), in the energy expressions (7) and (8) and performing the discretization, we obtain the following expressions for the potential and kinetic energies that can be written as:

\[ T = \frac{1}{2} \hat{q}_i \hat{q}_j m_{ij} \]  

\[ V_l = \frac{1}{2} q_i q_j k_{ij} \]  

\[ V_{nl} = \frac{1}{2} q_i q_j q_k b_{ijkl} + \frac{1}{2} q_i q_j q_k c_{ijk} \]
where \( k_{ij} \) denotes the classical rigidity tensor due to \( V_l \); \( b_{ijkl} \) and \( c_{ijk} \) represent the non-linearity tensors due to \( V_{nl} \) and \( m_{ij} \) stands for the mass tensor attributable to \( T \). The expressions for the general terms of these tensors are given by:

\[
m_{ij} = \int_0^L \rho S u_i u_j dx
\]

\[
k_{ij} = \int_0^L E S \frac{\partial u_i}{\partial x} \frac{\partial u_j}{\partial x} dx
\]

\[
b_{ijkl} = \int_0^L E S \left( \frac{\partial u_i}{\partial x} \frac{\partial u_j}{\partial x} \frac{\partial u_k}{\partial x} \frac{\partial u_l}{\partial x} \right) dx
\]

\[
c_{ijk} = \int_0^L E S \left( \frac{\partial u_i}{\partial x} \frac{\partial u_j}{\partial x} \frac{\partial u_k}{\partial x} \right) dx
\]

Referring to [7], we put The non-dimensional parameters as follow:

\[
u_i(x) = Lu_i^* \left( \frac{x}{L} \right) = Lu_i^* (x^*);
\]

\[
\omega_r^2 = \frac{E}{\rho L^2} \frac{m_{ij}}{m_i^*};
\]

\[
k_{ij}^*; \quad b_{ijkl}^*; \quad c_{ijk}^* = E S L
\]

The amplitudes \( a_i \) are the unknown parameter that should to be determined as well as the frequency \( \omega \). Replacing \( T \) and \( V \) into equation (6) by their expressions given above, and applying the harmonic balance method we obtain:

\[
2 a_i k_{ir}^* + 3 a_i a_j a_k b_{ijkr}^* - 2 \omega^2 a_i m_{ir}^* = 0; \quad r = 1, \ldots, m
\]

the later can be written in matrix form as:

\[
2 \left[ K^* \right] \{ A \} + 3 \left[ B^* \{ A \} \right] \{ A \} - 2 \omega^2 \left[ M^* \right] \{ A \} = 0
\]

where \( \omega^* \) is the non-dimensional non-linear frequency parameter. The expression of the later can be obtained by pre-multiplying equation (19) by \( \{ A \}^T \) from the left hand side, and written as:

\[
\omega_r^2 = \left\{ A \right\}^T [K^*] \{ A \} + \frac{3}{2} \left\{ A \right\}^T [B^*] \{ A \} \{ A \}
\]

By substituting and rearranging the equation (20) into (18), we obtain:

\[
3 a_i a_j a_k b_{ijkr}^* + 2 a_i k_{ir}^* - 2 \left( a_i a_j k_{ij}^* + \frac{3}{2} a_i a_j a_k a_l b_{ijkl}^* \right) a_i m_{ir}^* = 0; \quad r = 1, \ldots, N
\]

This obtained equation is a non-linear algebraic system that can be solved using an iterative, explicit and linearized procedure. This later is used in the present work in order to study the amplitude frequency dependence and associated first, second and third nonlinear longitudinal mode shapes of C-F uniform rods and non-uniform rods, respectively.
Various non-linear vibration problems are solved due to the non-linear algebraic system formally similar to equation (19) and having the following form:

\[
\left( [K_l] + \frac{3}{2} [B(A)] \right) \{A\} - \omega^2 [M] \{A\} = 0
\]  

in which \( \{A\}^T \) is the column matrix of the basic function or the linear mode shape contribution coefficients \( \{A\}^T = [a_1 a_2 \ldots a_N] \). \([M],[K_l],[B]\) are respectively the mass matrix, the linear rigidity matrix and the non-linear rigidity matrix. Equation (22) can be also written as:

\[
\left( [K_l] + \frac{3}{2} [K_{nl}] \right) \{A\} = \omega^2 [M] \{A\}
\]  

Each term of the matrix \([K_{nl}]\) is a quadratic function of the column matrix of coefficients \(\{A\}\), and is given by \((K_{nl})_{ij} = (3/2)a_k a_l b_{ijkl}\). When the later term is neglected, the non-linear eigenvalue problem (23) is reduced to the classical linear eigenvalue problem as written below:

\[
[K_l] \{A\} = \omega^2 [M] \{A\}
\]  

which is the Rayleigh-Ritz formulation of the linear vibration problem. In the linear case, the eigenvalue of the equation (24) leads to a series of eigenvalues and corresponding eigenvectors. In the non-linear case, the solution of the equation (23) should lead to a set of amplitude dependent eigenvectors, with their associated amplitude dependent eigenvalues. The non-linear problem (23) could be solved using incremental-iterative, linearized or approximate solution known as the explicit method that was used previously in [14].

In this paper the linearized method [5] is adopted to solve the equation (23). The purpose is to replace the iterative method of the non-linear eigenvalue problem (23) solution, by a direct solution of a modified linear eigenvalue problem. The numerical results obtained, generally in similar problems, have shown that the contribution coefficient \(a_c\) of the assigned basic function
remains predominant for a wide range of amplitudes, compared to the other basic functions or linear mode shape contribution coefficients. Based on this result, an assumption is made in the neighborhood of the considered resonance, by writing the general term of the non-linear geometrical stiffness matrix in a simplified form:

\[
(K_{nl})_{ij} = \frac{3}{2} a^2 c_{bcij}
\]  
(25)

The non-linear eigenvalue problem (23) becomes:

\[
[K] \{A\} = \omega^2 [M] \{A\}
\]  
(26)

in which \([K]\) is the modified global stiffness matrix of the structure given by:

\[
K_{ij} = (K_l)_{ij} + \frac{3}{2} a^2 c_{bcij}
\]  
(27)

Thus, for a given value of the predominant contribution \(a_c\) of the mode under consideration, the modified rigidity matrix \([K]\) is constant, and the eigenvalue problem (26) is a classical one. The direct solution of the linear eigenvalue problem (26), for a specified value of \(\omega\) and corresponding to a fixed amplitude of vibration of a chosen point, leads to the value of the eigenvalue \(\omega^2\) and the corresponding eigenvector \(\{A\}\).

The choice of the number of the basic functions was based on the contribution coefficients value \(a_i\) assigned of other mode shapes which allow the convergence of the calculation and the time compilation optimization. For this purpose we calculated the contribution coefficients value on the first, second and third mode shapes to determinate the number of the contribution.
coefficients value that contribute significantly. Figure 2 illustrates the value of contribution coefficients for the first, second and third mode shapes for each δ value that increases with the increase of the contribution coefficients. This figure leads us to deduce the choice of the numbers of the basic functions which are 5, 13 and 19, that contribute significantly on the first, second and third mode shapes, respectively, and which can not be neglected in the process of simulation.

4 Results and Interpretations

To verify the method used in the current paper, non-dimensional frequency is compared with the differential quadrature method employed in the reference [3]. This later consists in approximating the derivative of a function at a sample point to a weighted linear summation of the value of the function at all of the sample points in the domain. The calculations were made using 15 points Differential Quadrature Method for both uniform and non-uniform clamped-free rods. Table 1 shows a clear concordance value of non-dimensional frequency for uniform C-F rods. In order to compare non-uniform rods for \( S(x) = (x + 1)^2 \), presented in the reference [3], with sections varying exponentially, the slope of exponential function coefficient was fixed at a value equals to 1.386 as plotted in Figure 8. Table 2 shows that the method gives acceptable results due to the section difference.

| Table 3: First mode shape value of C-F rod with a section varying exponentially for \( \delta = 1.0 \) |
|-------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| \( X/L \)        | 0.000         | 0.100         | 0.200         | 0.300         | 0.400         | 0.500         | 0.600         | 0.700         | 0.800         | 0.900         | 1.000         |
| Linear            | 0.000         | 0.121         | 0.249         | 0.382         | 0.515         | 0.641         | 0.757         | 0.856         | 0.933         | 0.983         | 1.000         |
| Nonlinear         | 0.000         | 0.142         | 0.279         | 0.413         | 0.544         | 0.667         | 0.779         | 0.873         | 0.943         | 0.986         | 1.000         |
| Relative difference % | 15.092       | 10.459        | 7.492         | 5.308         | 3.835         | 2.822         | 1.948         | 1.096         | 0.351         | 0.000         |
Figure 6: The backbone curves of the non linear longitudinal mode shapes of a C-F rod with a section varying exponentially for various values of $\delta$.

Table 4: Second mode shape value of C-F rod with a section varying exponentially for $\delta = 1.0$

<table>
<thead>
<tr>
<th>$X/L$</th>
<th>0.000</th>
<th>0.100</th>
<th>0.200</th>
<th>0.300</th>
<th>0.400</th>
<th>0.500</th>
<th>0.600</th>
<th>0.700</th>
<th>0.800</th>
<th>0.900</th>
<th>1.000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.000</td>
<td>0.297</td>
<td>0.553</td>
<td>0.703</td>
<td>0.698</td>
<td>0.524</td>
<td>0.205</td>
<td>-0.197</td>
<td>-0.594</td>
<td>-0.889</td>
<td>-1.000</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.000</td>
<td>0.175</td>
<td>0.429</td>
<td>0.696</td>
<td>0.499</td>
<td>0.264</td>
<td>0.059</td>
<td>-0.153</td>
<td>-0.412</td>
<td>-0.754</td>
<td>-1.000</td>
</tr>
<tr>
<td>Relative difference</td>
<td>69.333</td>
<td>29.042</td>
<td>1.046</td>
<td>39.832</td>
<td>98.444</td>
<td>245.171</td>
<td>28.440</td>
<td>44.137</td>
<td>17.814</td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>
Figure 7: Amplitude dependence of the non linear longitudinal mode shapes of C-F rod with a section varying exponentially for $\delta = 0.3$

4.1 Uniform rods

Numerical results are obtained for C-F uniform rods. The backbone curves, corresponding to the uniform case for the first three nonlinear longitudinal mode shapes, shows a hardening type of nonlinear dynamic behavior with an increase of the nonlinear frequencies parameters by 12%, 46% and 88%, respectively for the first three nonlinear mode shapes with the maximum non dimensional vibration amplitude equals to 0.16. This can be depicted in Figure 3.
1.5708 1.570796327  
4.7124 4.71238898  
7.8540 7.853981634  
10.9956 10.99557429  

Table 1: Non-dimensional frequency comparison for uniform C-F rods

1.1656 1.529084254  
4.6042 4.408039122  
7.7899 7.373738343  
10.9499 10.34303691  

Table 2: Non-dimensional frequency comparison for non-uniform C-F rods

4.2 Rods with section varying exponentially

The first three linear mode shapes of C-F rods with section varying exponentially $S = S_0 e^{\delta x}$ are plotted for various values of $\delta$ and shown in Figure 4. These linear modes correspond to the basic functions used in each case within the nonlinear theory.

Figure 5 illustrates the displacement amplitude versus the slope of exponential function coefficient and shows that the amplitude decreases with the increase of exponential slope ($\delta$) due to the decrease of the section at the Free boundary condition.

The backbone curves of a C-F rods with a section varying exponentially for the first three nonlinear longitudinal mode shapes and their geometric non-linearity effect are represented in Figure 6.

Thus, for the first nonlinear mode shape corresponding to the maximum non dimensional vibration amplitude is equal to 0.2, the nonlinear frequencies increase with 5%, 6% and 6.2% respectively for delta equals to 0.3, 0.7 and 1.0. In addition, the second nonlinear mode shape corresponding to the maximum non dimensional vibration amplitude is equal to 0.3, the increase of the nonlinear frequencies is equal to 61.8%, 65% and 67.5% respectively for delta equals to 0.3, 0.7 and 1.0. And finally, the third nonlinear mode shape corresponding to the maximum non dimensional vibration amplitude is equal to 0.4, the nonlinear frequencies increase by 80%, 92% and 128% respectively for delta equals to 1, 0.7 and 0.3.

Figure 7 depicts the amplitude longitudinal mode shapes dependence that can be clearly seen, and shows the importance of the nonlinear effect on our structure which should be taken into account in the calculation. It can be also seen in Table 3 and 4 the difference between the geometrical nonlinearities and the linear case for first and second mode shapes with $\delta$ equals to 1.0 , with a relative difference up to 15.092% for the first mode shape and 245.171% for the second mode shape.
5 Conclusion

The model, based on Lagrange’s formulation and Harmonic Balance Method, was developed to determine the nonlinear mode shapes of transverse vibration of beams, circular and rectangular plates. The numerical formulation of this model was presented and the expressions of the linear and nonlinear rigidity tensors were developed. The linearized procedure was used to solve the nonlinear algebraic equation obtained by reducing the problem of C-F uniform and non-uniform rods. The numerical results corresponding to the fundamental, the second and the third nonlinear modes shape were presented showing qualitative consistence of the model used. Furthermore, the obtained results showed a nonlinear behavior of the hardening type resonance response.
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Abstract. In this paper, a new model is developed to describe the nonlinear dynamics of two axially deformable bars sliding relative to each other in which the interaction is governed by friction. The first bar is fixed at one end and is subjected to a distributed normal force perpendicular to its axis to activate friction at the common interface, while the second bar is allowed to slide relative to the fixed one. A semi-analytical solution method is developed in which only the nonlinear interaction is addressed numerically. The dynamic behaviour of the bars is expressed as a summation of vibration modes including the necessary rigid body mode to allow for the permanent sliding of one bar relative to the other. This results in a computationally efficient scheme without compromising the accuracy of the solutions. The developed model can be used in pile driveability studies. In this case the fixed bar resembles the soil column while the second bar describes the dynamics of the driven pile.
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1 INTRODUCTION

In many engineering fields, including the field of pile driving, friction plays an important role. For example, accurate prediction of underwater noise generated in the seawater during the process of pile driving with vibratory devices requires the simultaneous prediction of the pile progression into the soil and, thus, the incorporation of a proper frictional model to describe the pile-soil slip behaviour. State of the art models in underwater noise prediction for impact pile driving all assume perfect contact between pile and soil [1, 2]. Problems including high frequency bands solved with a fixed FE-mesh, need both a fine spatial and time discretization to describe the propagating waves. This results in enormous computational efforts up to insolvable problems [2]. As a first step towards the development of a computational efficient model that predicts noise during vibratory pile driving including slippage of the pile, the dynamics of two elastic bars in frictional contact is studied in this paper.

The inclusion of friction complicates the problem, as it introduces a strong nonlinearity. To describe the forces at a frictional interface an appropriate frictional law should be chosen [3]. Since the focus herein is on noise generated during the driving process of piles with vibratory devices, the interest is in a straightforward frictional model that can describe the sliding between pile and soil. The most common frictional model is based on the Coulomb friction law. Coulomb's friction can be applied in many fields such as in a simplified model for belt driving mechanics, in which the Coulomb's friction law represents the dry friction between belt and support [4]. Variations on Coulomb’s friction for multi-body mechanicals systems are described for example by Marques et al. [5]. The Coulomb friction, which is multivalued at zero velocity, can be approximated by alternative methods which deviate from Coulomb’s friction below a certain velocity threshold and have a finite slope at zero velocity, e.g. linear velocity-dependent friction at low velocities and an approximation by a hyperbolic tangent [5]. Another alternative is introduced by Threlfall, the method avoids the discontinuity in the transition between positive and negative and it has a higher resemblance with the Coulomb friction law at velocities below a certain threshold [6]. This last friction law fits the problem of vibratory pile driving since it is smooth and the pile is assumed to slide continuously to the soil, while sticking can be neglected.

The model discussed in this work can be seen as a predecessor of a three-dimensional model to be used in pile driving noise prediction including the effect of pile-soil slip. In section 2, the problem statement is explained, including the equations of motions, boundary conditions and Threlfall’s friction law. Hereafter, the solution method is described. The solution approach is largely analytical; a numerical scheme is used only to evaluate standard integrals. Section 3 describes the limitations of the method in terms of convergence, including criteria for the truncation of the number of modes that are used in this work. Section 4 shows results for the case of an impact load represented by a block function and a harmonic load. Finally, section 5 contains conclusions regarding the model performance.

2 MATHEMATICAL FORMULATION

2.1 Governing equations

The model under consideration is schematized in Fig. 1. It consists of two bars, which can deform in the axial direction and interact through a frictional interface. The equations of motion
In which subscript 1 refers to the forced bar and subscript 2 to the constrained bar, hereafter called bar 1 and 2. The constants $\rho$, $A$ and $E$ define the density, area and elasticity of the bars respectively. $T_{1,2}(x,t)$ represents the friction that acts on either bar. The driving force $F(t)$ can alternatively be included in a time-dependent boundary [7], however, the interest here lies not in the precise description of the top boundary stresses. A local coordinate system is adopted for bar 1. The progression of the lower end of bar 1 with respect to the upper end of bar 2 is characterized by $u_0(t)$ as shown in Fig. 1. The prime and dot indicate derivatives with respect to spatial coordinates and time, respectively. Threlfall’s friction law is adopted, i.e. the signum function that is smoothed around zero velocity:

$$T_1(x,t) = \mu N \text{sgn}(\Delta v_1(x,t)) \left( 1 - e^{-k \frac{\Delta v_1(x,t)}{\delta_95}} \right) H(x - L_1 + u_0(t))$$

$$T_2(z,t) = \mu N \text{sgn}(-\Delta v_2(z,t)) \left( 1 - e^{-k \frac{\Delta v_2(z,t)}{\delta_95}} \right) H(u_0(t) - z)$$

With:

$$\Delta v_1(x,t) = \dot{u}_1(x,t) - \dot{u}_2(x - L_1 + u_0(t), t)$$

$$\Delta v_2(z,t) = \dot{u}_2(z,t) - \dot{u}_1(z + L_1 - u_0(t), t)$$
where $H$ is the Heaviside function and $v_{95}$ is a velocity threshold above which the friction behaves almost velocity independent, i.e. at $\Delta v = v_{95}$: $T \approx 0.95T_{\text{max}}$ for $k = 3$. The velocity threshold is based on the maximum modal change of velocity amplitude per time step, derived based on the results of section 2.2 of this paper as:

$$v_{95} = \frac{4\mu N \Delta t}{\pi \rho_1 A_1}$$

(7)

The boundary conditions read:

$$u_1'(0, t) = u_1'(L_1, t) = u_2'(0, t) = u_2(L_2, t) = 0$$

(8)

The initial conditions are:

$$u_1(x, t_0) = u_{10}, \quad u_1'(x, t_0) = \dot{u}_{10}, \quad u_2(x, t_0) = w_{10}, \quad \dot{u}_2(x, t_0) = \dot{w}_{10}$$

(9)

Eqs. (1) to (9) govern the dynamics of the coupled system in the time domain.

### 2.2 Solution method

A modal solution approach is adopted, therefore, the displacements are expressed as a summation of modes:

$$u_1(x, t) = \sum_{n=1}^{\infty} \phi_n(x) \eta_n(t), \quad u_2(z, t) = \sum_{m=1}^{\infty} \psi_m(z) \zeta_m(t)$$

(10)

Bar 1 is allowed to slide with respect to bar 2; the relative motion is governed by the rigid body motion of bar 1; relative displacement due to deformation of either bar is neglected. Substitution of Eq. (10) into Eqs. (1) and (2) yields:

$$\sum_{n=1}^{\infty} \phi_n(x) \ddot{\eta}_n(t) + \omega_n^2 \phi_n(x) \eta_n(t) = \frac{F(t) \delta(x) - T_1(x, t)}{\rho_1 A_1}$$

(11)

$$\sum_{m=1}^{\infty} \psi_m(z) \ddot{\xi}_m(t) + \omega_m^2 \psi_m(z) \xi_m(t) = -\frac{T_2(z, t)}{\rho_2 A_2}$$

(12)

with:

$$\phi_n(x) = \cos \left( \frac{n \pi c_1}{L_1} x \right), \quad \omega_n = \frac{n \pi c_1}{L_1}, \quad n = 0, 1, 2, \ldots$$

(13)

$$\xi_m(z) = \cos \left( \frac{m \pi c_2}{2L_2} z \right), \quad \omega_m = \frac{(2m - 1) \pi c_2}{2L_2}, \quad m = 1, 2, 3, \ldots$$

(14)

being the spatial eigenfunctions satisfying Eqs. (8). Eqs. (11) and (12) are multiplied by another mode and integrated over the length of each bar, making use of the orthogonality relation of the modes. After substituting Eqs. (3) and (4) into Eqs. (11) and (12), one obtains:

$$\ddot{\eta}_n(t) + \omega_n^2 \eta_n(t) = \frac{1}{\rho_1 A_1 a_n} \left( F(t) - \mu N \int_{L_1 - u_0(t)}^{L_1} \phi_n(x) \text{sgn}(\Delta v_1(x, t)) \right. \left. \times \left( 1 - e^{-k \Delta v_1(x, t)} \right) dx \right)$$

(15)

$$\ddot{\xi}_m(t) + \omega_m^2 \xi_m(t) = -\frac{\mu N}{\rho_1 A_1 b_m} \int_{0}^{u_0(t)} \psi_m(z) \text{sgn}(\Delta v_2(z, t)) \left( 1 - e^{-k \Delta v_2(z, t)} \right) dz$$

(16)
integral for each time step. The closed-form solution to Eq. (15) reads:

$$a_n = \int_0^{L_1} \phi_n(x)^2 dx = \begin{cases} L_1 & n = 0, \\ \frac{1}{2}L_1 & n \neq 0, \end{cases} \quad a_m = \int_0^{L_2} \psi_m(z)^2 dz = \frac{1}{2}L_2 \quad (17)$$

To facilitate a computationally efficient solution of Eqs. (15) and (16), a straightforward time-stepping scheme is chosen, assuming that the relative velocity, $\Delta v_{1.2}(z, t)$, and the progression $u_0(t)$ are constant during a time step. Under the stated assumptions, Eqs. (15) and (16) act linear during a time step and the modal amplitudes $\eta_n$ and $\xi_m$ can be found using the Duhamel’s integral for each time step. The closed-form solution to Eq. (15) reads:

$$\eta_n(t_{i+1}) = A_n \sin(\omega_n t_{i+1}) + B_n \cos(\omega_n t_{i+1})$$

$$+ \frac{1}{\omega_n a_n \rho_1 A_1} \int_{t_i}^{t_{i+1}} F(\tau) \sin(\omega_n (t_{i+1} - \tau)) d\tau - \frac{\mu N \cos(\omega_n \Delta t)}{2 \rho_1 \omega_n A_1}$$

$$\times \int_{L_1-u_0(t_i)}^{L_1} \phi_n(x) \text{sgn}(\Delta v_1(x, t_i)) \left(1 - e^{-\frac{\Delta v_1(x, t_i)}{\sigma_5}}\right) dx \quad (18)$$

in which $A_n$ and $B_n$ are found by the previous time step:

$$A_n = \frac{\sin(\omega_n t_i) \omega_n \eta_n(t_i) + \cos(\omega_n t_i) \dot{\eta}_n(t_i)}{\omega_n},$$

$$B_n = \frac{\cos(\omega_n t_i) \omega_n \eta_n(t_i) - \sin(\omega_n t_i) \dot{\eta}_n(t_i)}{\omega_n} \quad (19)$$

and in the special case of the initial time step:

$$\eta_n(t_0) = \frac{\int_0^{L_1} u_{0i} dx}{a_n}, \quad \dot{\eta}_n(t_0) = \frac{\int_0^{L_1} \dot{u}_{0i} dx}{a_n} \quad (20)$$

The time derivative of $\eta_n(t)$ is given as:

$$\dot{\eta}_n(t_{i+1}) = A_n(t_i) \omega_n \cos(\omega_n t_{i+1}) - B_n(t_i) \omega_n \sin(\omega_n t_{i+1})$$

$$+ \frac{1}{a_n \rho_1 A_1} \int_{t_i}^{t_{i+1}} F(\tau) \cos(\omega_n (t_{i+1} - \tau)) d\tau - \frac{\mu N \sin(\omega_n \Delta t)}{\omega_n a_n \rho_1 A_1}$$

$$\times \int_{L_1-u_0(t_i)}^{L_1} \phi_n(x) \text{sgn}(\Delta v_1(x, t_i)) \left(1 - e^{-\frac{\Delta v_1(x, t_i)}{\sigma_5}}\right) dx \quad (21)$$

with $\Delta t = t_{i+1} - t_i$. Similar procedure for $\xi_m$ results in:

$$\xi_m(t_{i+1}) = C_m(t_i) \omega_m \sin(\omega_m t_{i+1}) + D_m(t_i) \cos(\omega_m t_{i+1}) -$$

$$- \frac{\mu N \cos(\omega_m \Delta t)}{\omega_m^2 a_m \rho_2 A_2} \int_{0}^{u_{0i}(t_i)} \psi_m(z) \text{sgn}(\Delta v_2(z, t_i)) \left(1 - e^{-\frac{\Delta v_2(z, t_i)}{\sigma_5}}\right) dz \quad (22)$$

$$\xi_m(t_{i+1}) = C_m(t_i) \omega_m \cos(\omega_m t_{i+1}) - D_m(t_i) \omega_m \sin(\omega_m t_{i+1}) -$$

$$- \frac{\mu N \sin(\omega_m \Delta t)}{\omega_m a_m \rho_2 A_2} \int_{0}^{u_{0i}(t_i)} \psi_m(z) \text{sgn}(\Delta v_2(z, t_i)) \left(1 - e^{-\frac{\Delta v_2(z, t_i)}{\sigma_5}}\right) dz \quad (23)$$

Where $C_m$ and $D_m$ are found similar to $A_n$ and $B_n$. As mentioned earlier, the spatial integrals including the friction terms need numerical evaluation. The time step needs to be chosen such that it is smaller than a tenth of the smallest period in the system: $\Delta t < 2\pi / \max(\omega_i)/10$. 
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2.3 Linear equivalent model

The model is compared to a fully linear model that is valid for the case of no sliding. The linear equivalent problem is composed of three bars as shown in Fig. 2, where the material properties of the second bar are based on the weighted averages of bar 1 and 3. The equation of motion of the whole system for each bar reads:

$$\rho_1 A_1 \ddot{u}_1 - E_1 A_1 u_1''(z, t) = F(t) \delta(z) \quad 0 < z < L_1$$
$$\rho_2 A_2 \ddot{u}_2 - E_2 A_2 u_2''(z, t) = 0 \quad L_1 < z < L_2$$
$$\rho_3 A_3 \ddot{u}_3 - E_3 A_3 u_3''(z, t) = 0 \quad L_2 < z < L$$

(24)

The top boundary is stress-free since the applied force is accounted for in the equation of motion and the bottom boundary is fixed, furthermore, the interface conditions describe the continuity of displacements and stresses. The modes of the system can be found by solving the eigenvalue problem that is formed after substituting the general solution for each of the bars in the boundary and interface conditions. The modes are orthogonal with respect to the density and area [8]:

$$\int_0^{L_1} \rho_1 A_1 \phi_m(z) \phi_n(z) dz + \int_{L_1}^{L_2} \rho_2 A_2 \phi_m(z) \phi_n(z) dz + \int_{L_2}^{L} \rho_3 A_3 \phi_m(z) \phi_n(z) dz = a_n \delta_{nm}$$

(25)

The modal amplitudes are found analytically by making use of the orthogonality of the modes:

$$\eta_n(t) = A_n \sin(\omega_n t) + B_n \cos(\omega_n t) + \frac{1}{\omega_n a_n} \int_0^t F(\tau) \sin(\omega_n (t - \tau)) d\tau$$

(26)
$A_n$ and $B_n$ are found by the initial conditions at $t = 0$:

$$A_n = \frac{1}{a_n\omega_n} \sum_{i=1}^{3} \int_{L_i} \rho_i A_i \phi_n(z) u_i(z, 0) dz$$

$$B_n = \frac{1}{a_n} \sum_{i=1}^{3} \int_{L_i} \rho_i A_i \phi_n(z) u_i(z, 0) dz$$

### 3 RESULTS

Two cases will be examined; the case of a block function load and the case of a high-frequency harmonic excitation. The two load cases are visualized in both time and frequency domain in Fig. 3. The material properties are chosen such that the wave speeds in both bars are representative for steel and sandy soil. For bar 1 the properties are: $\rho_1 A_1 = 1$, $E_1 A_1 = 5000^2$, $c_1 = 5000$ and $L_1 = 20$, for bar 2: $\rho_2 A_2 = 5$, $E_2 A_2 = 500^2$, $c_2 = 500$ and $L_2 = 20$. In the initial state, the friction interface is half of bar 1, i.e. $u_0(0) = 10$. The duration of the applied block load is $t_{\text{block}} = 0.001$. The harmonic load starts at $t = 0$ with $\Omega = 1000$. The amplitude of both loads is 10. The influence of the friction coefficient $\mu N$ is shown in the graphs, where $\mu N$ varies from 0.1 to 100$\mu N$. $\mu N = 100$ is chosen sufficient high to approximate the linear case, where both bars move together and no sliding occurs. This case serves as validation of the description of the model with friction. The number of modes that are considered is based on the eigenfrequencies of the modes. At least frequencies excited by the block load, with an amplitude higher than 10% of the maximum amplitude or frequencies up to four times the excitation frequency of the harmonic load are included, as indicated with the blue lines in Figures 3b and 3d. For the block load and harmonic load this result in $\omega_{\text{max}} = 20.000$ and $\omega_{\text{max}} = 4.000$ respectively. This relates to about 25 and 5 flexible modes of bar 1 and about 250 and 50 modes.
Figure 4: The dynamic response of the bars when bar 1 is subjected to the block load for different values of $\mu N$. 

(a) Displacement of bar 1

(b) Velocity of bar 1

(c) Displacement of bar 2

(d) Velocity of bar 2
Figure 5: The dynamic response of the bars when bar 1 is subjected to a sinusoidal load for different values of $\mu N$
for bar 2. While the friction force is based on the relative velocity of the bars, the velocities are preferably described with the same accuracy, i.e. the smallest wavelength of both bars is of the same order. Since both bars have the same length, the same number of modes are included in both bars, governed by the highest number required.

Fig. 4 shows the displacement and velocity of both bars due to a block load, representing impact pile driving. It can be seen that the block function is well represented by the summation of modes. Therefore also higher modes are activated along the whole bar. This can be seen in the amplification of higher modes, ahead of the wave-front in Fig. 4a, especially in case of high friction forces. Although present, over time these vibrations cancel out and they do not excite the system. For low friction coefficients, almost no energy dissipates into bar 1. Therefore, the wave reflects back and forth almost undisturbed.

In case of the response to a harmonic load, shown in Fig. 5, higher frequencies are not excited from the beginning, therefore, the results are more smooth. In all cases, the highest friction $\mu N = 100$ is in good agreement with the linear results. Both bars converge to the same displacement and velocity for $\mu N = 100$. Contrary, for low friction amplitudes, the unconstrained bar slides over the constrained bar. Due to that, final displacements are bigger at $t = 0.015$, best shown in Fig. 4a. Generally, the model behaves as expected, e.g. the wavefronts align for all waves in the first bar upon the moment it starts interacting with the second bar, then for high friction amplitudes, the wave-speed of both bars is based on a weighted average, whereas for low-frequency amplitudes, the wave-speed is less affected by the second bar. This is best shown in Figures 4c and 4d, where at $t = 0.004$, the three different wave-fronts are visible.

Figure 6: Time-frequency response of bar 2 for $\mu N = 1$

Fig. 6 points the importance of including the frictional interface in noise generating models for vibratory pile driving. The time-frequency plot clearly identifies the presence of the odd higher order harmonics that are excited in the system due to the presence of the frictional surface.

4 CONVERGENCE

The convergence of the model is satisfied based on displacements and velocities. The model is not able to describe the stress at the top boundary correctly due to the delta function, but the exact boundary stress at the top is not of interest, with an increasing number of modes, a
good approximation of the stress close to the boundary can be obtained. Since the time step is chosen sufficiently small: \( \Delta t < 2\pi / \max(\omega_i)/10 \), and depends on the number of modes in the system, the convergence of the solution depends on the truncation of the modes. The truncation criterion is based on the displacement of the bar at the final time step:

\[
\delta(x, t_{\text{final}}) = \left| \sum_{n=1}^{0.9N} u_n(x, t) - \sum_{m=1}^{N} u_m(x, t) \right| / \left( \sum_{m=1}^{N} u_m(x, t) \right) < 1\%
\]

where \( N \) is the number of modes. It needs to be mentioned that the convergence criterion only holds at each point from the time moment onwards when the first wave reaches the point, while before that, the denominator is zero. The convergence over time for the block load case from section 3 and \( \mu N = 10 \) is studied for both bars. Since the final wavefront just passed half of bar 2, only the upper half of bar 2 is taken into account. The convergence is checked between \( N = 225 \) and \( N = 250 \) modes. Fig. 7 shows that the displacements converge directly after the first wavefront arrives to \( \delta < 0.1\% \). It confirms that the number of modes chosen in section 3 is more than sufficient for the convergence of the displacements.

![Figure 7: Relative error between 225 and 250 modes for \( t = 0 \to 0.015 \)](image-url)
5 CONCLUSIONS

The modelling technique presented in this paper is suitable for describing the interaction of two flexible bars in frictional contact. Although stick is not included in the model, high friction forces approximate the linear model that corresponds to bars under stick condition. The accuracy of the solution increases with the number of modes included. The number of modes included is a trade-off between computational efficiency and accuracy, whereas the length of the time signal is linearly related to the computation time. More modes need to be included to approximate sudden jumps in stress or velocity. This is of major importance in impact excitations but since the work focuses on harmonic excitations, sudden jumps are not expected. Conclusively, the modelling approach seems suitable for the field of application since the excitation is mainly harmonic, the non-linear behaviour of the interface can be included without compromising the computational time compared to linear models.
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Abstract: Impact protection systems are currently constructed from several layers of materials with different mechanical properties. The purpose of such a system is to stop the projectile after hitting and also to minimize the damage to the inner layers of the shield caused by the impact. The frontal layer plays a significant role in the deceleration of the impact mass. This layer must be made of a material with appropriate elastic properties. It is necessary to create a suitable theoretical model (mechanical model) and analyze it to design an effective material system. In this test a theoretical dynamic model of the protective structure is adopted for the elastic-damping dynamic system. The model assumes that two parameters are responsible for the projectile braking efficiency in the frontal layer. These are such coefficients as dry friction (h) and viscous friction (η), which occur in a function describing the braking force of an appropriate form. Their values were estimated using a numerical method, where the limiting time of projectile braking in the frontal layer of the analyzed material and the braking distance were determined. These two values obtained by means of numerical simulation methods with the use of ABAQUS program allowed verifying the usefulness of the proposed identification method. The range of calculations was performed on the composite material samples made of rubber material - SBS rubber waste combined with polyurethane resin. The penetration of samples was simulated with M43 7.62 mm projectile core.
1 INTRODUCTION

Current solutions of anti-impact systems (butts) are based on the search for such solutions that the frontal layer provides safe protection against projectiles ricocheting. A projectile fired from a gun poses two primary threats. The first one is the possibility of piercing the shield behind the target butt, which, in consequence, allows the bullet to continue its flight beyond the designated area. The second threat is a ricochet phenomenon [1]. It consists in that the projectile falling at an appropriate angle to the shield bounces off it and causes a return towards the shooter [2, 3]. Such a shield is to prevent the further flight of the projectile without changing direction and protect against further movement of the reflected projectiles.

The front protective layer of the impact shield (the so-called "front layer") is designed to reduce to the maximum extent possible the velocity of the bullet hitting the specific shield, which is traditionally made of e.g., armored sheet [4]. The design of such a system relates to the development of an appropriate puncture model and its analysis. The authors have presented many works related to the models of the process of piercing the composite shields [5–7]. This issue is frequently solved by employing numerical tools [8–10].

Therefore, this work aims to present an identification method used to determine specific values of constants describing mechanical properties of the frontal layer under conditions of fast velocity that we are dealing with during the piercing of a small-arms projectile. Experimental verification of the model constants was carried out in the ABAQUS program. The obtained results are guidelines for working on useful materials of the frontal layer of anti-ricochet plates.

2 THEORY

2.1 Model and assumptions

In this work, a theoretical dynamic model of the anti-impact construction with the diagram shown in Figure 1 has been adopted.

![Diagram](image)

Figure 1: Diagram of the adopted dynamic model: 1 – visco-plastic front layer, 2 – energy-absorbing layer, \( v_0 \) – initial velocity of the projectile, \( c \) – rigidity of the system.

This model assumes that the central ballistic shield (2) is preceded by a specific frontal layer (1) made of a material capable of absorbing the projectile's kinetic energy as much as possible. Determining the necessary thickness of this protective layer is one of the objectives of this study. In order for this layer to be indestructible, it is envisaged that it is made of a material with viscous-plastic properties (e.g., granulates, dense liquids, gels, sands, muddy soils, etc.). For mechanical properties, such materials give resistance to a body moving in it (e.g., a
M. Bocian, K. Jamroziak, M. Kulisiewicz, J. Pach and D. Pyka,

projectile). It takes the form of a force dependent on the projectile's speed. It is assumed that the model of such a force is the \( S(v) \) function of the form:

\[
S(v) = h \text{sign}(v) + \eta v
\]  

(1)

where \( h \) is the constant that determines the so-called dry friction, while \( \eta \) is the constant that defines viscous friction.

### 2.2 Identification of dynamic properties of the front layer

The model assumes two parameters responsible for the projectile braking efficiency in the front layer. These are constant coefficients \( h \) and \( \eta \), which appear in the function of the form (1).

The method using the angular momentum principle was proposed to determine those values. Assuming two moments of time: \( t_1 \) and \( t_2 \) (with \( t_2 > t_1 \)), the difference of momentum in these moments, under the principle that the difference of momentum is equal to the force impulse, is calculated from the dependence:

\[
p(t_2) - p(t_1) = \int_{t_1}^{t_2} S(v) \, dt
\]

(2)

Provided that in this case the moment \( t_1 = 0 \) means the time when the projectile of the mass \( m \) falls into the material of the protective layer and has an initial velocity of \( v(0) = v_0 \) and at \( t_2 \) the projectile stops (that is \( t_2 = t_z \)), where \( v(t_z) = 0 \) and the force \( S(v) \) takes the form (1), the above equation will take form:

\[
-mv_0 = -\int_0^{t_z} hdt - \int_0^{t_z} \eta v \, dt
\]

(3)

hence:

\[
mv_0 = ht_z + \eta \int_0^{v(t_z)} dx = ht_z + \eta b
\]

(4)

where \( x \) is the projectile path in the material \((v = dx/dt)\), and \( b = x(t_z) \) is the braking distance of the projectile in the material. Hence the relationship \( t_z(b) \) of the form:

\[
t_z = \frac{mv_0 - \eta b}{h}
\]

(5)

Constants:

\[
A_1 = \frac{m}{h}, \quad A_2 = \frac{\eta}{h}
\]

(6)

which can be estimated from the relation (5) if for several different initial velocity values \( v_0 \) the corresponding values \( t_z \) and \( t_2 \) are measured and then a known method of regression analysis is used. Once the values \( A_1 \) and \( A_2 \) have been determined, the parameters of the constants of the function model (1) are of the following form:

\[
h = \frac{m}{A_1}, \quad \eta = A_2 h
\]

(7)

Therefore, the identification should be based on the measurement of the penetration time of the projectile until it stops in the material under investigation for different initial velocities and determining the length of the braking distance of the projectile in the examined material.
3 EXPERIMENTAL VERIFICATION

Simulation tests were carried out in the ABAQUS program. For this purpose, geometric elements of the samples and the projectile were made as volumetric ones. The hybrid method combining the standard finite element method (FEM) [11] with smoothed particle hydrodynamics (SPH) [12] was used as a limiting parameter of the strain $\varepsilon_i$.

3.1 Material description

The material accepted for testing, which constituted the surface layer, was a polymer composite obtained from the rubber waste from used car tires. This composite was made up of styrene butadiene rubber (SBR) in combination with polyurethane resin (PUR3), in the 1:1 mixing ratio.

Figure 2 displays an example of basic material characteristics from piercing on a testing machine at the speed of 30 mm/sec.

![Figure 2: Selected piercing characteristics of the PUR3 sample: (a) displacement, (b) time.](image)

3.2 Assumptions for modeling

In numerical analysis, the system was simplified to one 200 × 200 × 100 mm block and a projectile core. The analysis considered the M43 PS 7.62 mm projectile, the exact characteristics of which are given in the paper [13]. The simplification was made in the projectile model by modeling only its core since the jacket and lead jacket have hardly any effect on the analysis result and could be omitted. The core was volume-modeled with the 0.5 mm Hex-type discretization. The material of the polymer layer (anti-ballistic top layer) was described with 0.8 mm Hex-type elements (Fig. 3).

The Johnson-Cook (J-C) constitutive model was employed to describe the projectile material. This model correctly reproduces the material behavior under high-speed deformation conditions in the elastic-plastic range with the account taken of the material reinforcement and thermal weakening [13, 14]. The shielding material was described using the elastic-plastic model. The boundary conditions were set in such a way that the numerical model reproduces the features of the system during experimental studies to the utmost possible level. The initial velocity $v_0 = 715$ m/s, $v_0 = 665$ m/s, $v_0 = 615$ m/s and $v_0 = 565$ m/s was assigned to the projectile. The rotational speed was omitted, and its influence on kinetic energy dissipation was assumed to be negligible. The elastic layer of the ballistic shield was fixed on the perimeter. The restraint of the shield was blocked as translations and rotations in the three X, Y and Z axes. The analysis used the default contact model based on the "punishment function" method [15].
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Figure 3: Numerical model of the projectile core and shield material.

Material parameters of the PUR3 composite were specified based on own research (Appendix A), and Table 1 presents the remaining.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Core</td>
<td>7800</td>
<td>210</td>
<td>0.32</td>
<td>430</td>
<td>820</td>
<td>0.002</td>
<td>0.3</td>
<td>1.03</td>
</tr>
<tr>
<td>PUR3</td>
<td>1100</td>
<td>3.7</td>
<td>0.48</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

where: ρ – density, E – Young’s modulus, ν – Poisson’s ratio, A – yield at zero plastic strain, B – hardening constant, C – the strengthening coefficient of strain rate, n – hardening exponent, m – temperature softening constant.

Table 1: Material constants [13, 14].

4 RESULTS AND DISCUSSION

The numerical analysis aimed at determining such parameters as the projectile braking distance in the material (b) and the limiting time (t_z) at which the projectile is decelerated in the material.

The numerical analyses found that the system of 4 PUR3 blocks brakes the projectile, which was also confirmed in preliminary studies on the ballistic track. When the verification had been completed, several series of calculations were carried out. Figure 4 displays the example results.

Figure 4: Example of velocity distribution of the impactor in the PUR3 material.

The impactor velocity steps shown in the analyzed system of the anti-ballistic shield front layer made up of four 200 × 200 × 100 mm blocks allow the determination of the projectile path (x) in the material as well as its braking distance x(t_z). The latter was easy to estimate.
from the analysis of time steps of the projectile position in the material. Parameters were estimated based on equation (5) for four initial velocities of the projectile. The results are summarized in Figure 5 only for \( v_0 = 715 \) m/s.

![Diagram of numerical analyses](image)

**Figure 5**: Diagrams of numerical analyses: (a) velocity \( v_t \) – time \( t \) dependence (b) velocity \( v_t \) – displacement \( x \) dependence, (c) displacement \( x \) – time \( t \) dependence.

After the estimation of the unknowns \( t_e \) and \( b \), values \( A_1 \) and \( A_2 \) were calculated using the regression analysis method. Ultimately, it was possible to estimate the model parameters, i.e., the constant determining the so-called dry friction (\( h \)) and viscous friction (\( \eta \)). Example results are presented in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( v_0 ) [m/s]</th>
<th>( t_e ) [s]</th>
<th>( b ) [m]</th>
<th>( A_1 ) [s^2/m]</th>
<th>( A_2 ) [s/m^2]</th>
<th>( h ) [kgm/s^2]</th>
<th>( \eta ) [kg/ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>715</td>
<td>6.0 \times 10^{-3}</td>
<td>0.330</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>665</td>
<td>5.6 \times 10^{-3}</td>
<td>0.290</td>
<td>1.4 \times 10^{-5}</td>
<td>1.2 \times 10^{-2}</td>
<td>565.512</td>
<td>6.815</td>
</tr>
<tr>
<td></td>
<td>615</td>
<td>5.2 \times 10^{-3}</td>
<td>0.270</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>565</td>
<td>4.9 \times 10^{-3}</td>
<td>0.245</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**: Example searched values of the analyzed model.

During the analysis, it could be clearly seen that the higher the dry friction value, the greater was the error in estimating the values of \( h \) and \( \eta \).

5 CONCLUSIONS

The analysis of the proposed model of dynamic estimation of parameters responsible for its effectiveness proved the right direction of work. The proposed method of identification based
on the momentum principle, and then the use of numerical tools in the form of the ABAQUS program can be successfully employed. The method is burdened with some errors resulting from simplifications applied in numerical analysis. However, it enables the adoption of certain conclusions for designing the anti-impact shield layers. Based on the findings obtained, it can be stated that the dry friction value has an impact on the final result. The application of the hybrid methods of the adopted model parameterization can be presumed as promising directions of conducting works on identifying the type of impact resistance systems. The authors intend to perform similar experimental studies, including tests of real systems.
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### Appendix A: Characteristics of the composite material PUR3 as stress - strain

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
<td>0.00</td>
<td>21</td>
<td>802.31</td>
<td>20.20</td>
<td>41</td>
<td>1695.49</td>
<td>40.86</td>
</tr>
<tr>
<td>2</td>
<td>55.13</td>
<td>0.71</td>
<td>22</td>
<td>862.75</td>
<td>21.24</td>
<td>42</td>
<td>1742.46</td>
<td>41.89</td>
</tr>
<tr>
<td>3</td>
<td>47.01</td>
<td>1.63</td>
<td>23</td>
<td>926.33</td>
<td>22.27</td>
<td>43</td>
<td>1782.39</td>
<td>42.92</td>
</tr>
<tr>
<td>4</td>
<td>51.58</td>
<td>2.63</td>
<td>24</td>
<td>985.63</td>
<td>23.31</td>
<td>44</td>
<td>1802.66</td>
<td>43.95</td>
</tr>
<tr>
<td>5</td>
<td>60.21</td>
<td>3.66</td>
<td>25</td>
<td>1047.24</td>
<td>24.35</td>
<td>45</td>
<td>1828.36</td>
<td>44.98</td>
</tr>
<tr>
<td>6</td>
<td>82.73</td>
<td>4.68</td>
<td>26</td>
<td>1106.45</td>
<td>25.38</td>
<td>46</td>
<td>1872.28</td>
<td>46.01</td>
</tr>
<tr>
<td>7</td>
<td>107.27</td>
<td>5.72</td>
<td>27</td>
<td>1166.72</td>
<td>26.42</td>
<td>47</td>
<td>1894.18</td>
<td>47.05</td>
</tr>
<tr>
<td>8</td>
<td>143.74</td>
<td>6.75</td>
<td>28</td>
<td>1225.59</td>
<td>27.45</td>
<td>48</td>
<td>1919.31</td>
<td>48.08</td>
</tr>
<tr>
<td>9</td>
<td>182.23</td>
<td>7.79</td>
<td>29</td>
<td>1292.07</td>
<td>28.48</td>
<td>49</td>
<td>1959.25</td>
<td>49.11</td>
</tr>
<tr>
<td>10</td>
<td>220.97</td>
<td>8.82</td>
<td>30</td>
<td>1348.33</td>
<td>29.52</td>
<td>50</td>
<td>1957.81</td>
<td>50.14</td>
</tr>
<tr>
<td>11</td>
<td>266.09</td>
<td>9.85</td>
<td>31</td>
<td>1403.36</td>
<td>30.55</td>
<td>51</td>
<td>1937.80</td>
<td>51.17</td>
</tr>
<tr>
<td>12</td>
<td>315.79</td>
<td>10.89</td>
<td>32</td>
<td>1425.06</td>
<td>31.58</td>
<td>52</td>
<td>1800.02</td>
<td>52.20</td>
</tr>
<tr>
<td>13</td>
<td>366.40</td>
<td>11.92</td>
<td>33</td>
<td>1221.80</td>
<td>32.61</td>
<td>53</td>
<td>1620.81</td>
<td>53.24</td>
</tr>
<tr>
<td>14</td>
<td>415.85</td>
<td>12.96</td>
<td>34</td>
<td>1215.01</td>
<td>33.64</td>
<td>54</td>
<td>1618.64</td>
<td>54.27</td>
</tr>
<tr>
<td>15</td>
<td>466.94</td>
<td>13.99</td>
<td>35</td>
<td>1258.36</td>
<td>34.67</td>
<td>55</td>
<td>1674.70</td>
<td>55.30</td>
</tr>
<tr>
<td>16</td>
<td>518.54</td>
<td>15.03</td>
<td>36</td>
<td>1340.30</td>
<td>35.70</td>
<td>56</td>
<td>1746.81</td>
<td>56.33</td>
</tr>
<tr>
<td>17</td>
<td>572.23</td>
<td>16.07</td>
<td>37</td>
<td>1428.75</td>
<td>36.73</td>
<td>57</td>
<td>1803.36</td>
<td>57.36</td>
</tr>
<tr>
<td>18</td>
<td>627.90</td>
<td>17.10</td>
<td>38</td>
<td>1507.80</td>
<td>37.76</td>
<td>58</td>
<td>1853.39</td>
<td>58.39</td>
</tr>
<tr>
<td>19</td>
<td>682.25</td>
<td>18.14</td>
<td>39</td>
<td>1577.03</td>
<td>38.79</td>
<td>59</td>
<td>1917.22</td>
<td>59.42</td>
</tr>
<tr>
<td>20</td>
<td>739.22</td>
<td>19.17</td>
<td>40</td>
<td>1635.68</td>
<td>39.82</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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Abstract. This paper presents experiments of a nonlinear system subjected to two broadband correlated random excitations. The system studied is a steel beam bonded on both sides to a heavy steel block. First of all, correlation between two broadband random excitations is studied. This study analyses and compares the effects of the correlation choice into the apparition and/or attenuation of some symmetric or anti-symmetric modes of the beam. Two different types of correlation are experimentally introduced: in phase and opposite phase. Secondly, nonlinear effects are identified according to the presence of secondary peaks corresponding to the appearance of harmonic components of the first three natural modes (i.e. two symmetric and one anti-symmetric) of the clamped-clamped beam. Then, from experimental output data, the correlation effects added to the nonlinear effects open the discussion about the observation of some combinations of different harmonics from different modes of the nonlinear system under study. Finally, an extension of the classical Harmonic Balance Method (HBM) is proposed for the numerical prediction of the nonlinear dynamic behavior of a mechanical system subjected to two broadband correlated random excitations. Comparison between experiments and numerical simulations validate the numerical strategy for the prediction of the global nonlinear response as well as the contribution of harmonics for a mechanical system subjected to multipoints correlated random excitations.
1 INTRODUCTION

Nonlinear vibrations in many mechanical systems may have different origins. For instance, nonlinearities can be explained by the constitutive law of the material used in a dynamical structure or by the geometry of the structure itself (such as for example the case of large displacements). Nonlinearities effects are numerous [1]: discontinuities in the frequency response, dependency of eigenfrequencies with input amplitude [2], presence of secondary peaks resulting from the harmonics generated by the primary resonance [3], etc. Correlated multipoints excitations and its effects on the linear (or nonlinear) response of a dynamical system have already been studied in the literature [4, 5]. This paper illustrates correlation effects as the amplification and/or the attenuation of some symmetric or anti-symmetric vibrations modes. Numerical methods have been developed to compute the nonlinear response of such structures. Among them, an extension of the classical Harmonic Balance Method (HBM) enables to compute the multi-harmonic frequency response of the clamped-clamped beam with non-ideal boundary conditions and subjected to two broadband random excitations.

This paper is organized as follows: firstly experimental set-up of the clamped-clamped beam is presented with observations of correlation on temporal input data for two different types of correlation (in phase and opposite phase). Correlation effects are experimentally observed on the first three natural modes of the clamped-clamped beam. Then, the presence of secondary peaks corresponding to the harmonics generated by the primary resonance of each mode are studied to point out nonlinear behavior. Finally, numerical simulations based on an extension of the Harmonic Balance Method are performed for the prediction of the nonlinear response of a mechanical system subjected to two broadband correlated random excitations.

2 EXPERIMENTS

2.1 Experimental set-up

The experimental clamped-clamped beam studied in this paper is the same as the one presented in [2, 3]. A new experiment set-up is presented in figure 1a, the structure (beam + blocks) is screwed to a heavy steel block and the whole system has been instrumented with four three-dimensional accelerometers (A1 to A4), two one-dimensional accelerometers (A5, A6) and two cell forces (F1, F2) as depicted in figure 1b. Accelerometers A2, A3 and A4 are present to assure the correct embedding of the whole structure during experiments. The beam is subjected to a bipoints random correlated excitation by two electrodynamic shakers referenced in figure 1b using Multi-Input-Multi-Output (MIMO) control technology [8]. The shakers configuration is designed to excite the modes of the beam within a chosen bandwidth of frequencies. The first correlation is therefore spatial since the position of each shaker is fixed for all the experiments, and symmetrical about the center of the beam.

2.2 Temporal input data

Each shaker is piloted with a Power Spectral Density (PSD) and the correlation between both excitations is defined in the Cross Spectral Density (CSD) with the notions of coherence and phase, according to the equation (1):

\[ S_{12}(f) = \sqrt{\gamma_{12}^2(f)S_{11}(f)S_{22}(f)} \exp(j\phi_{12}(f)) \]

where \( S_{11}(f) \) and \( S_{22}(f) \) are the PSD of temporal excitations \( F_1(t) \) and \( F_2(t) \), \( f \) is the frequency. \( \gamma_{12}(f) \) is the coherence between both PSD \( S_{11}(f) \) and \( S_{22}(f) \), its value experimentally
Figure 1: (a) A picture of the experimental set-up. (b) A schematic of the experimental set-up which includes six accelerometers (A1 to A6) and two cell forces (F1, F2) related to the two electrodynamic shakers S1 and S2.

Figure 2: Two experimental random temporal forces F1 (blue) and F2 (red) generated with the MIMO control technology [8], the “in phase” correlation is the one created with a coherence equal to 0.98 and a phase equal to 0° along the whole bandwidth.

varies between 0.05 and 0.98: it is impossible to get two perfectly correlated or uncorrelated multipoints excitations with the electronic devices of this experimental set-up. $\phi_{12}(f)$ is the phase between both temporal excitations $F_1(t)$ and $F_2(t)$. The phases corresponding to the two correlation types studied in this paper are respectively 0° (in phase) and 180° (opposite phase), with a coherence set at 0.98. Other configurations of coherence and phases have been tested, but are not presented in this paper for the sake of clarity.

The shape of each PSD is a band-limited white noise, i.e. the level of excitation is constant along the whole bandwidth, for all experiments. The sampling frequency is 3200 Hz with a desired resolution frequency of 0.098 Hz. The total duration of one experiment is 307.2 s. The output signal is decomposed into 30 temporal blocks of 10.24 s each. A periodogram estimate computes an approximation of the PSD for each of the 30 blocks. Then, the PSD of the output signal is calculated by averaging all the estimates [9]. The input PSD is constant over time to ensure that the response is stationary. Both experimental temporal random inputs of one of the temporal blocks of 10.24 s for two different correlation types (in phase and opposite phase) are plotted in figures 2 and 3. The generation of a bipoints correlated random excitation with the MIMO control technology is validated.
2.3 Results

2.3.1 Correlation effects

Experimental results for one level of excitation (0.5 N RMS) along the bandwidth [20 – 1000 Hz] for two different correlation types (in phase and opposite phase) are plotted in figure 4. Correlation effects are observed as the amplification and/or the attenuation of some symmetric or anti-symmetric vibrations modes in the vicinity or their primary resonance. For the “in phase” correlation, as shown in figure 5, symmetric modes are amplified and anti-symmetric modes are attenuated whereas for the “opposite phase” correlation, symmetric modes are attenuated and anti-symmetric modes are amplified.
2.3.2 Nonlinear effects

As described in [3], an input PSD centered around the frequency of the primary resonance of one mode induces nonlinear effects. This nonlinear behavior is generally characterized by the appearance of secondary peaks corresponding to the harmonics generated by the primary resonance of this mode. Then, in order to study the combination of correlation effects and nonlinear effects, an approach similar to that of [3] is followed and experimental measurements have been realized for one level of excitation (0.5 N RMS) along the bandwidth [20 – 500 Hz] i.e. where only the first symmetric mode and the first anti-symmetric mode of the clamped-clamped beam are solicited.

Both experimental input and output for one ideal level of excitation (0.5 N RMS) along the bandwidth [20 – 500 Hz] for the in phase correlation are plotted in figure 6. The control of the input PSD shows its limitations, as in [3], with the presence of unexpected resonance peaks in the bandwidth [500 – 1000 Hz]. The output is rich in information. In the bandwidth [20 – 500 Hz], the same effects of correlation choice are foreseen in the vicinity of the primary resonance of the first mode and the second mode of the clamped-clamped beam. In the bandwidth [500 – 1000 Hz], several peaks of resonance which are not present in the experimental input signal are observed. They reveal a nonlinear dynamic behavior. Moreover some of these peaks are harmonics generated by the primary resonance of the amplified mode (first mode). Figure 7 illustrates closer the nonlinear effects depicted along the bandwidth [500 – 1000 Hz]. Harmonics of the primary resonance of the first mode situated at approximately $f_1 = 110.28$ Hz are highlighted with vertical lines from $5f_1$ to $9f_1$. Most of the peaks in the figure 7 correspond to an harmonic of $f_1$, nevertheless other peaks are observed.
Figure 6: Experimental input (a) and output (b) PSD for the experiment with a RMS level of 0.5 N along the bandwidth [20 – 500 Hz] for the “in phase” correlation. The input PSD are the ones from the two shakers S1 (blue) and S2 (red). The output PSD are the ones from accelerometers A1 (red), A5 (blue) and A6 (green).

Figure 7: Zoom on the experimental output PSD on the bandwidth [500 – 1000 Hz] for the experiment with a RMS level of 0.5 N along the bandwidth [20 – 500 Hz] for the “in phase” correlation. The output PSD are the ones from accelerometers A1 (red), A5 (blue) and A6 (green). Vertical lines (blue) represent harmonics of the primary resonance of the first mode situated at $f_1 = 110.28\text{Hz}$.
3 HARMONIC BALANCE METHOD (HBM) FOR RANDOM EXCITATIONS

The Harmonic Balance Method enables to solve numerically a discrete problem described as [6]:

\[ M \ddot{W} + D \dot{W} + KW = F_1 + F_2 + F_{nl}(W) \]  

(2)

where M, D and K are mass, damping and stiffness matrices of a mechanical system.

In the case of a nonlinear system subjected to random excitations, the steady state nonlinear response \( W \), the stochastic excitations \( F_j(t) \) \((j = 1, 2)\) and the nonlinear force \( F_{nl}(t) \) are defined as:

\[
W(t) = B_0 + \sum_{i=1}^{N} (A_i \sin (i\Delta f t) + B_i \cos (i\Delta f t))
\]

\[
F_j(t) = C_{0,j} + \sum_{i=1}^{N} (S_{i,j} \sin (i\Delta f t) + C_{i,j} \cos (i\Delta f t))
\]

(3)

\[
F_{nl}(t) = C_0 + \sum_{i=1}^{N} (S_i \sin (i\Delta f t) + C_i \cos (i\Delta f t))
\]

where \( \Delta f \) is the resolution frequency and \( N \) defines the number of harmonic components in order to describe the entire frequency band of interest.

We define \( F_1(a_1, t) \) and \( F_2(a_2, t) \) as two correlated random forces applied to the structure respectively at abscissas \( a_1 \) and \( a_2 \) and initiated with the cross-spectral density matrix:

\[
S(f) = \begin{bmatrix} S_{11}(f) & \rho(f) \sqrt{S_{11}(f)S_{22}(f)} \\ \rho(f) \sqrt{S_{11}(f)S_{22}(f)} & S_{22}(f) \end{bmatrix}
\]

(4)

where \( S_{11}(f) \) and \( S_{22}(f) \) represent PSD of excitations 1 and 2. We define correlation in the off-diagonal term \( S_{12}(f) \) as \( \rho(f) \sqrt{S_{11}(f)S_{22}(f)} \) where \( \rho(f) \) is the spectral correlation coefficient. It can be real or complex and enables to introduce a phase between the two temporal excitations. Equations developed by Shinozuka [11] are used to define two correlated random forces in the time domain. Thanks to Cholesky decomposition, \( S(f) \) can be written as the product \( H(f)H^*(f) \) where \( H_{ij}(f) \) terms are defined as functions of the \( S_{mn}(f) \) terms. Finally, \( F_1(a_1, t) \) and \( F_2(a_2, t) \) can be expressed by:

\[
F_1(a_1, t) = \delta(a_1, x) \sqrt{2\Delta f} \Re \left[ \sum_{i=1}^{N} H_{11}(f_i) \exp [j2\pi f_i t + i\phi_{11}] \right]
\]

(5)

\[
F_2(a_2, t) = \delta(a_2, x) \sqrt{2\Delta f} \Re \left[ \sum_{i=1}^{N} H_{21}(f_i) \exp [j2\pi f_i t + i\phi_{11}] \right] + \delta(a_2, x) \sqrt{2\Delta f} \Re \left[ \sum_{i=1}^{N} H_{22}(f_i) \exp [j2\pi f_i t + i\phi_{21}] \right]
\]

(6)

where \( \delta(a_j, x) \) is the Dirac function defined at abscissa \( a_j \). \( \Delta f \) is the resolution frequency. \( \Re \) is the real part number. \( H_{ij}(f) \) terms are known from Cholesky decomposition of matrix \( S(f) \). \( f_i \) is the \( i \)th frequency of the frequency domain. The \( \phi_{ji} \) random variables uniformly distributed between 0 and \( 2\pi \) are defined for all the frequencies \( i \in [1, N] \) and for the two excitations \( j \in [1, 2] \).
Figure 8: Experimental output (red) and numerical simulation (blue) based on the extended Harmonic Balance Method for in phase (a) and opposite phase (b) random excitations.

[1, 2], they are independent one from each other. It can be noted that the HBM seeks the steady state solution in the form of a truncated Fourier series for nonlinear systems subjected to a deterministic excitation with one fundamental frequency or evenly spaced frequencies [3]. In order to fulfill this objective with two broadband correlated random excitations, the key is to define the parameter $\Delta f$ in equations (5) and (6) as the fundamental frequency. That choice leads to the fact that the random excitation is now seen as an equivalent deterministic excitation with one fundamental frequency and multiple harmonics. Yet, the method remains random since the numerical output PSD is obtained by averaging the estimates from the individual responses to one multipoints correlated random excitation.

One of the originality of the proposed methodology is to be able to consider the random excitation as a series of cosine functions with weighted amplitudes, evenly spaced frequencies and random phase angles. This new formulation will allow to use the HBM for the prediction of the nonlinear response of a mechanical system subjected to two broadband correlated random excitations. For the interested reader, different versions of HBM adapted to single-point random excitation have been previously studied and compared to a shooting method (based on time integration) in terms of robustness and computational efficiency [3].

As described in [3], if an expression of the nonlinear force $f_{nl}(t)$ is known, Alternate Frequency Time-method is used to determine coefficients $C_i$ and $S_i$ as functions of unknowns $A_i$ and $B_i$. The final set of equations which needs to be minimized with a continuation technique is given by:

$$H(X, F_1, F_2) = AX - B(F_1, F_2) - B_{nl}(X)$$  (7)

Figure 8 shows the comparison of simulation and experiments for the in phase and the opposite phase correlations. For each simulation, an ideal input PSD along the bandwidth [20 – 1000 Hz] has been created based on the RMS value of each effort (0.5 N RMS) and 100 estimates have been performed in order to reduce the variance of the estimated output PSD. Comparison between experiments and simulation enables to validate the mechanical model of the beam.
4 CONCLUSION

Experiments for a clamped-clamped beam have been performed in order to study the effects of a multipoints correlated random excitation to a nonlinear system. Correlation effects have been observed with the amplification and/or the attenuation of some symmetric or antisymmetric vibrations modes. Nonlinear effects, as previously observed in [3] for a random excitation centered around the frequency of the primary resonance of one mode, have been pointed out with the presence of secondary peaks corresponding to the harmonics of this mode. In the current study, combination of both correlation and nonlinear effects have been observed.

Once the mechanical model of the beam validated, on going work is focusing on the simulation, using the proposed Harmonic Balance Method for random excitations, of the secondary peaks in the bandwidth $[500 - 1000 \text{ Hz}]$. It will help the understanding of these nonlinear effects and their dependency to the correlation of the random excitations.
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Abstract. This paper investigates the vibration power flow transmission between nonlinearly coupled oscillators, each subjected to a harmonic excitation force with different phase angles. The harmonic balance method is used for analytical formulations of frequency-response relationship and time-averaged power flows. Numerical integrations are also conducted for validation of the analytical results and for comparison. Time-averaged transmitted power between the oscillators is used as an index to quantify the level of vibration transmission. The effects of the stiffness nonlinearity of the coupling interface on vibration power transmission are studied and revealed. It is found that when the excitation forces are of certain phase difference, the dynamic response of the oscillators and power flow between them may be reduced in the low-frequency range. The relative displacement amplitude between two oscillators may increase with the relative phase angle. It is also found that when the system is excited near resonances, the relative phase angle has little effect on the response amplitudes and time-average input power. It is also shown that time-averaged transmitted power is more sensitive than time-averaged input power to the relative phase angle. These findings lead to better understanding of vibration transmission mechanisms of coupled systems with different excitation forces and thus can facilitate enhanced designs of vibration suppression systems.
1 INTRODUCTION

There is a growing interest in the vibration behaviour of nonlinear mechanical systems for enhanced understanding and also for better use of nonlinear elements to improve the dynamic performance. Whilst many previous investigations have focused on the response characteristic in terms of the displacement or velocity responses, limited work has been reported on the corresponding vibration energy transmission within nonlinear systems. Correspondingly it is necessary to examine the vibration power flow input, transmission and dissipation mechanisms in nonlinear systems.

The power flow analysis (PFA) is a widely accepted tool for dynamic analysis of vibration systems. Vibration power flow combines the force and velocity amplitudes as well as their phase angle into one quantity, and hence provides a better indication of vibration transmission in oscillating systems. The PFA method is well-established for the linear systems [1-4]. In recent years, the PFA is developed to investigate vibration transmission within nonlinear dynamic systems. Xiong et al. [5] investigated the power flow performance of a nonlinear isolator mounted on a travelling flexible ship. The PFA approach has also been employed to investigate the power flow characteristics of the Duffing oscillator [6], a nonlinear vibration isolation system with negative stiffness mechanism [7], coupled oscillators with a nonlinear interface [8] and power flow between coupled nonlinear oscillators [9]. Work has also been reported on power flow and vibration transmission characteristics of non-smooth oscillating system with bilinear elements [10] and impact oscillators with linear and nonlinear constraints [11]. Most of these investigations consider a single external force, the vibration transmission and power flow behaviour of coupled systems subjected to multiple external excitation forces is not clear and needs investigations.

In this paper, vibration power flow characteristics of nonlinearly coupled oscillators excited by two harmonic forces with the same frequency but different phase angles are investigated. Both analytical harmonic balance method and numerical results are presented to reveal the effects of the relative phase angle between the two forces on the steady-state response amplitudes and on the time-averaged power flows. The remaining content of paper is organised as follows. The modelling and formulation parts are presented in section 2 and section 3, respectively. Section 4 examines the influence of phase angle lag on the vibration power flow transmission. Conclusions are drawn at the end of paper.

2 MODELLING

Figure 1 shows a schematic representation of the system comprising two linear subsystems with a nonlinear interface. Subsystem one consists of a mass $m_1$ with a linear spring with stiffness coefficient $k_1$ and a viscous damper with damping coefficient $c_1$ subjected to an external harmonic force $f_1 \cos \omega t$. Subsystem two comprises a mass $m_2$ attached to a linear spring with coefficient $k_2$ and a viscous damper with damping $c_2$ with another external force $f_2 \cos(\omega t + \varphi)$, where $\varphi$ is the relative phase angle between the two harmonic forces. The masses oscillate horizontally without friction and their static equilibrium positions, where $x_1 = x_2 = 0$, are taken as the reference. The two subsystems are connected by a nonlinear interface with restoring force $g(\delta) = k_3 \delta + k_4 \delta^3$, where $k_3$ and $k_4$ are the linear and nonlinear spring coefficients at the interface, respectively, $\delta = x_2 - x_1$ is the relative displacement between the two masses.

The governing equations of the coupled system are

\[ m_1 \ddot{x}_1 + k_1 x_1 + c_1 \dot{x}_1 - g(\delta) = f_1 \cos \omega t, \tag{1a} \]
\[ m_2 \ddot{x}_2 + k_2 x_2 + c_2 \dot{x}_2 + g(\delta) = f_2 \cos(\omega t + \varphi). \tag{1b} \]
Non-dimensional parameters and variables are introduced below to facilitate later calculations,

\[
\omega_1 = \sqrt{\frac{k_1}{m_1}}, \quad \omega_2 = \sqrt{\frac{k_2}{m_2}}, \quad \mu = \frac{m_2}{m_1}, \quad \lambda = \frac{k_3}{k_1}, \quad \beta = \frac{k_4 l_0^2}{k_1}, \quad \gamma = \frac{\omega_2}{\omega_1}, \quad X_1 = \frac{x_1}{l_0}, \quad X_2 = \frac{x_2}{l_0},
\]

\[
Y = X_2 - X_1, \quad \xi_1 = \frac{c_1}{2 m_1 \omega_1^2}, \quad \xi_2 = \frac{c_2}{2 m_2 \omega_2^2}, \quad F_1 = \frac{f_1}{k_1 l_0}, \quad F_2 = \frac{f_2}{k_1 l_0}, \quad \Omega = \frac{\omega}{\omega_1}, \quad \tau = \omega_1 t.
\]

where \(\omega_1\) and \(\omega_2\) are the natural frequencies of subsystems one and two, respectively, \(\mu\) is the mass ratio, \(\lambda\) and \(\beta\) are the non-dimensional stiffness ratios of the spring at the interface, \(\gamma\) is the natural frequency ratio, \(\xi_1\) and \(\xi_2\) are the non-dimensional displacement ratios of the masses, \(F_1\) and \(F_2\) are the non-dimensional force amplitudes, \(\Omega\) is the non-dimensional excitation frequency, and \(\tau\) is the non-dimensional time. Using these non-dimensional parameters, the governing equations (1a) and (1b) can be written into a non-dimensional form

\[
X_1'' + X_1 + 2 \xi_1 X_1' - \lambda Y - \beta Y^3 = F_1 \cos \Omega \tau, \quad (2a)
\]
\[
\mu(X_1 + Y)'' + 2 \mu \xi_2 Y(X_1 + Y)' + \mu \gamma^2 (X_1 + Y) + \lambda Y + \beta Y^3 = F_2 \cos (\Omega \tau + \phi), \quad (2b)
\]

where the primes denote differentiation operations with respect to the non-dimensional time \(\tau\). Eqs. (2a) and (2b) can be further transformed into first-order ordinary differential equations and solved using a fourth-order Runge-Kutta numerical integration method. Although this method can provide accurate predictions of the response, the computational cost is relatively high. In comparison, the harmonic balance method can be used to obtain the steady-state response at a lower computation cost.

Here, a first-order harmonic balance method is used to predict the steady-state response of the system. The displacement, velocity and acceleration of the mass \(m_1\) and the relative displacement between the two masses are assumed to be

\[
X_1 = a \cos(\Omega \tau + \phi), \quad X_1' = -a \Omega \sin(\Omega \tau + \phi), \quad X_1'' = -a \Omega^2 \cos(\Omega \tau + \phi), \quad (3a-3c)
\]
\[
Y = b \cos(\Omega \tau + \theta), \quad Y' = -b \Omega \sin(\Omega \tau + \theta), \quad Y'' = -b \Omega^2 \cos(\Omega \tau + \theta). \quad (3d-3f)
\]
Using Eq. (3) to replace the corresponding terms in Eq. (2a) and (2b) and balancing the coefficients of terms \(\cos(\Omega \tau)\) and \(\sin(\Omega \tau)\), it follows that

\[-a\Omega^2 \cos \phi + a \cos \phi - 2\zeta_1 a \Omega \sin \phi - \lambda \cos \theta - \frac{3b \beta^3}{4} \cos \theta = F_1, \tag{4a}\]
\[a\Omega^2 \sin \phi - \sin \phi - 2\zeta_1 a \Omega \cos \phi + \lambda \sin \theta + \frac{3b \beta^3}{4} \sin \theta = 0, \tag{4b}\]
\[\mu(-a\Omega^2 \cos \phi - b\Omega^2 \cos \theta) + 2\mu\zeta_2 y(-a\Omega \sin \phi - b\Omega \sin \theta) + \mu\gamma^2 (a \cos \phi + b \cos \theta) + \lambda \sin \phi + \frac{3b \beta^3}{4} \sin \phi = F_2 \cos \varphi, \tag{4c}\]
\[\mu(a\Omega^2 \sin \phi + b\Omega^2 \sin \theta) + 2\mu\zeta_2 y(-a\Omega \cos \phi - b\Omega \cos \theta) + \mu\gamma^2 (-a \sin \phi - b \sin \theta) - \lambda \cos \theta - \frac{3b \beta^3}{4} \cos \theta = -F_2 \sin \varphi. \tag{4d}\]

Note that Eq. (4) provides four nonlinear algebraic equations with four unknowns \(a, b, \phi\) and \(\theta\). The Newton-Raphson based numerical continuation could be employed to obtain the corresponding solutions for dynamics responses, phase angles and associated vibration power flow variables as formulated in the section below.

3 VIBRATION POWER FLOW ANALYSIS

3.1 Time-averaged input power

The non-dimensional instantaneous power input into the integrated system is the product of external forces and corresponding velocities

\[p_{\text{in}} = X_1' F_1 \cos \Omega \tau + X_2' F_2 \cos(\Omega \tau + \varphi), \tag{5}\]

where \(X_1'\) is the non-dimensional velocity of mass \(m_1\) and \(X_2'\) is the non-dimensional velocity of mass \(m_2\). The steady-state time-averaged input power over an excitation cycle is

\[\overline{p}_{\text{in}} = \frac{1}{\tau_s} \int_{\tau_0}^{\tau_0 + \tau_s} p_{\text{in}} \, d\tau \approx -\frac{a F_1}{2} \sin \phi - \frac{a F_2}{2} \sin(\phi - \varphi) - b F_2 \frac{\beta}{2} \sin(\theta - \varphi). \tag{6}\]

where \(\tau_0\) is the starting time for the averaging and \(\tau_s\) is the averaging time. The approximation made in Eq. (6) was based on a first-order analytical approximation of the steady state velocities, i.e., \(X_1' = -a\Omega \sin(\Omega \tau + \phi)\) and \(X_2' = X_1' + Y' = -a\Omega \sin(\Omega \tau + \phi) - b\Omega \sin(\Omega \tau + \theta)\), and an averaging time of one excitation cycle, i.e., \(\tau_s = 2\pi/\Omega\).

3.2 Time-averaged transmitted power

The non-dimensional transmitted power transferred from subsystem one to subsystem two through the nonlinear interface is product of transmitted force and non-dimensional velocity \(X_2'\) of the mass of subsystem two:

\[p_t = F_t X_2' = F_t (X_1' + Y'), \tag{7}\]

where \(F_t = -\lambda Y - \beta Y^3\) is the non-dimensional transmitted force. The steady-state time-averaged transmitted power from \(\tau = \tau_0\) to \(\tau = \tau_0 + \tau_s\) is

\[\overline{p}_t = \frac{1}{\tau_s} \int_{\tau_0}^{\tau_0 + \tau_s} p_t \, d\tau \approx -ab\Omega \sin(\theta - \phi) \left(\frac{1}{2} + \frac{3b \beta^3}{8}\right), \tag{8}\]

where first-order approximations of the steady-state displacements and velocities were used as in Eq. (6). In the approximation in Eq. (8), the averaging time \(\tau_s\) is set to be one excitation period, i.e., \(\tau_s = 2\pi/\Omega\).
4 RESULTS AND DISCUSSIONS

The effects of the relative phase angle $\varphi$ between two external forces on the level of vibration transmission of coupled system is investigated herein. The phase angle $\varphi$ changes from $0$ to $\pi/2$ and then to $\pi$ with the corresponding analytical results denoted by solid, dashed and dotted lines in Figs. 2 and 3. The squares, circles and triangles represent the direct numerical integration results obtained by the fourth-order Runge-Kutta method for the cases with $\varphi$ being $0$, $\pi/2$ and $\pi$, respectively. The other parameters of the system are $\mu = 0.5, \lambda = \gamma = 1, \zeta_1 = \zeta_2 = 0.01, \beta = 0.5, F_1 = F_2 = 0.1$.

Figure 2 examines the effects of phase angle $\varphi$ on the response amplitude of mass $m_1$ and relative displacement amplitude under dual forces excitations. Fig. 2 shows that there are two peaks in each displacement amplitude curve of mass $m_1$ but only one peak in the curve of relative displacement amplitude. It could be explained by modal analysis theory that the masses experience in-phase motion at the first resonance and out-of-phase motion at the second resonant frequency. When the relative phase angle equals $\pi$, i.e., two external forces acting in different directions, the first resonant peak of oscillator $m_1$ disappears. Fig. 2(a) also shows that the response amplitude of mass $m_1$ decreases as the increase of the relative phase angle $\varphi$ at a prescribed excitation frequency in the low-frequency range. In contrast, the relative displacement amplitude $b$ between the masses is the largest when $\varphi = \pi$ at a prescribed value of $\Omega$ in the low-frequency range. As the excitation frequency $\Omega$ becomes large in the high-frequency range, the effects of phase angle on the response amplitude $a$ becomes weak. Fig. 2(b) shows that at a specific value of $\Omega$ in the high-frequency range, the relative displacement amplitude $b$ is the largest when $\varphi = \pi$, compared with the other two cases. It is also noted that the relative phase angle $\varphi$ between two excitation forces has very small effects on the resonant peak frequencies as the resonant peaks of the three considered cases merge.

![Figure 2: Effects of phase angle lag $\varphi$ on the response amplitude $a$ and $b$. Other system parameters are $\mu = 0.5, \lambda = \gamma = 1, \zeta_1 = \zeta_2 = 0.01, \beta = 0.5, F_1 = F_2 = 0.1$.](image)

Figure 3 presents the influence of the relative phase angle $\varphi$ on the power flow transmission. Two resonant peaks are observed in each curve of both the time-averaged input power $\bar{p}_\text{in}$ and the time-averaged transmitted power $\bar{p}_\text{t}$, as shown in Fig. 3(a) and 3(b), respectively. Fig. 3(a) shows that there is a larger amount of input power into the coupled system for the $\varphi = 0$ case
when \( \Omega \) is small, as compared with the other two cases with different values of \( \varphi \). As the increase of excitation frequencies, the effects of different values of phase angle \( \varphi \) on \( \bar{p}_{m} \) is observed to be small. Fig. 3(b) shows that the phase angle has a significant influence on the time-averaged transmitted power \( \bar{p}_t \). Compared with the other two cases, the case with \( \varphi = \pi \) (i.e., the forces act in opposite directions) can result in lower power transmission level. It also demonstrated the relative phase angle between the two excitations may significantly change the peak values of the transmitted power behaviour. The results indicate that the phase angle of the excitation forces may have large influence on vibration transmission in nonlinear systems.

\[
\begin{align*}
(a) & \quad \Omega \text{ vs. } \bar{p}_{m} \\
(b) & \quad \Omega \text{ vs. } \bar{p}_t
\end{align*}
\]

Figure 3: Effects of phase angle lag \( \varphi \) on the time-averaged power flow \( \bar{p}_{m} \) and \( \bar{p}_t \). System parameters are \( \mu = 0.5, \lambda = \gamma = 1, \zeta_1 = \zeta_2 = 0.01, \beta = 0.5, F_1 = F_2 = 0.1 \).

5 CONCLUSIONS

The dynamic response and the time-averaged power flow characteristics of nonlinearly coupled oscillators subject to dual forces excitations with different phase angles are investigated. Both analytical harmonic balance method and numerical Runge-Kutta method are used to explore the effects of the relative phase angle on steady-state response amplitudes and vibration power flow variables. It is found dynamic response and power transmission in the system excited at low frequencies could be reduced by adjusting phase angle difference in dual excitations systems. The relative displacement amplitude between the masses may increase with the relative phase angle when away from the resonance. It is also found that the phase angle of the excitation forces may have small effects on the peaks of dynamic response and the time-averaged input power. It is also shown that the vibration transmission in terms of the time-averaged transmitted power between the two oscillators may be sensitive to the variations of the relative phase angle. The results provide some new insight into vibration transmission and power flow in nonlinear systems with more than one excitation forces. The PFA method may also be used for vibration transmission analysis of more complex nonlinear systems for enhanced design of vibration mitigation devices exploiting nonlinearity.
ACKNOWLEDGEMENTS
This work was supported by National Natural Science Foundation of China (Grant number 51605233) and by Ningbo Science and Technology Bureau under Natural Science Programme (Grant number 2019A610155).

REFERENCES
STOCHASTIC DYNAMICAL RESPONSE OF A NON-SMOOTH DYNAMICAL SYSTEM UNDER FILTERED WHITE NOISE

Saeed Gheisari Hasnijeh¹ and Arvid Naess²

¹Dept of Mechanical Engineering, University of Isfahan
Isfahan, Iran
e-mail: saeed.gheisari@gmail.com

²Dept of Mathematical Sciences, NTNU
Trondheim, Norway
e-mail: arvid.naess@ntnu.no

Keywords: Gear model, Stochastic dynamics, Path integration, Filtered noise

Abstract. The stochastic dynamic response of a spur gear pair model under filtered noise excitation is investigated. The spur gear pair is modeled as a single degree of freedom (SDOF) system in which nonlinear backlash and time-varying mesh stiffness as well as stochastic excitation are considered. Four cases are addressed, based on how the noise is incorporated in the loading terms. A first order filter is employed to generate various filtered noises with the same energy but different power spectrum. The combination of the SDOF gear model and the shaping filter leads to a three dimensional (3D) Markov model. The numerical path integration (PI) technique is adopted to obtain the probabilistic response of the gear model using an adaptive time-stepping method in order to increase the accuracy of the time integration. To model a narrow band noise excitation, a second order filter is applied to model the excitation, leading to a four dimensional (4D) Markov model. The results are verified by comparing with Monte Carlo simulations. The effect of the noise spectrum on the probabilistic response is evaluated for different loading cases.


1 INTRODUCTION

Gears are widely used in a variety of different industrial applications. Investigation on the dynamical behavior of gears is important for other fields of related research such as design, tribology, reliability assessment, etc. The first studies of the dynamics of gear systems are from the early 20th century and the topic has continued to be an active research area until now. Early gear models were linear, excluding or neglecting non-linearities such as backlash [1]. Nonlinear, time-varying (NTV) gear models were developed and investigated in the 90's [2–5]. More recently, researches have focused on multi-degrees of freedom (DOF) modeling of the gear mesh system, which lead to more realistic and complicated models as well [6,7]. All those studies belong to the category of deterministic dynamics.

Stochastic excitation may be prevalent in gear systems due to randomness in the external loading or within internal parameters. In some applications, such as wind turbine drivetrains, ship propulsions and automobile gearboxes, the effect of randomness is significant, which implies the necessity to conduct a stochastic analysis to obtain accurate and realistic results. Moreover, knowledge about the probability density function (PDF) of the response is of key importance for the purpose of reliability assessment and reliability-based design in such systems. This latter can be achieved by considering a stochastic component as part of the excitation. Under suitable modelling assumptions, this would typically lead to a stochastic differential equation (SDE). Although the simplest stochastic excitation is the Gaussian white noise (GWN), which is characterized by a uniform power across the frequency band, real stochastic loadings will invariably have varying spectral distributions. For instance, some wind loadings has a descending power spectral density (PSD) which can be approximated by a first order linear filter [8]. In this work, the random excitation is assumed to be a filtered Gaussian white noise, which leads to an n-dimensional SDE in the state space. The response of such systems is a Markov vector process and its transitional PDF is governed by the Fokker-Planck (FP) equation. However, the analytical solution of the FP equation is restricted to linear systems and a limited class of nonlinear models [9].

Tobe et al. [10,11] considered random excitation in gear systems using a statistical linearization technique. They also experimentally verified their theoretical results. Using statistical linearization leads to inaccurate results for systems with discontinuous non-linearities. This led Kumar et al. [12] to adopt a direct integration technique to study the dynamic response of a gear pair. Similarly, Neriya et al. [13] investigated a helical gear system which included both backlash and time-varying mesh stiffness, and was also subjected to a random transmission error. The mean value and variance of the response were calculated by the piecewise linearization method. Pfeiffer and Kunert [14] evaluated the rattling problem for a gear system. Wang and Zhang [15] considered the effect of speed-dependent random errors on the stochastic vibration of the gear model.

The path integration (PI) method provides a numerical approach to approximate the solution of FP equations. A basic version is used by Wehner and Wolfer [16] to solve nonlinear FP equations. Subsequently, Naess and Moe [17], Lin and Yu [18], Zhu [19], and others have applied and further developed the PI technique in order to evaluate several engineering problems. An efficient and accurate approach was applied by Naess et al. [20] for solving a SDOF gear model with a non-smooth restoring mechanism under stochastic excitation caused by Gaussian white noise. It is a unique feature of the PI method to deal with non-smooth stochastic dynamics. The dynamical model in [20] was assumed as nonlinear time-invariant (NTI), neglecting the variation of mesh stiffness with contact status. A short time Gaussian approximation (STGA) was adopted to approximate the conditional PDF [21] and captured the evolution of the response PDF using a stepwise solution technique. Later, Mo and Naess [22] showed that for chaotic
response of a gear system, the stochastic and deterministic attractors are very similar by comparing the response PDF with the Poincaré map of the deterministic system in [2]. In both papers, a fixed time step was used in general. However, in order to reduce numerical errors due to non-smooth dynamical behavior, a backward Runge-Kutta time-stepping algorithm combined with a Newton iteration method was used to split the fixed step into two sub-steps. This permits to accurately find out when the deterministic trajectory crosses the boundary between two regimes of nonlinearity. Another similar approach to account for the non-smooth backlash function was proposed by Wen et al. [23], who dealt with a linear dynamic model for each part of the state space. Although an important interaction between time-varying mesh stiffness and backlash nonlinearity in gear meshing systems was reported, a constant averaged stiffness was used in their model. Considering the stochasticity of the system, establishing the exact switching time between different regimes of the dynamical system is not meaningful since there is no deterministic trajectory. Therefore, the aforementioned approach may fail to be sufficiently accurate and efficient, a fact confirmed by the results obtained with Monte Carlo simulations. In order to decrease the calculation error, Hasnijeh et al. [24] applied a novel adaptive time-stepping method. The main idea of this method is to determine the time-step length based on the amount of marginal probability at non-smooth boundaries. They proved the efficiency of the adaptive method relative to the fixed time-stepping for non-smooth systems.

The simplest and usually the most reliable approach to determine the response PDF of SDEs is provided by the Monte Carlo simulation (MCS) method. In this approach, the response statistics are extracted from a large number of response realizations, which are generated using a stochastic integration method. Feng et al. [25] used MCS to investigate a stochastic spur gear model including the effects of sliding friction. MCS is useful as a verification tool for checking results obtained by other more efficient methods. However, it is a rather time-consuming method if highly accurate results are needed, especially for low probability events.

In the present paper, the response PDF of an SDOF nonlinear, time-varying gear model under the excitation of a filtered noise is obtained. The NTV gear model includes both backlash nonlinearity and time-varying mesh stiffness (TVMS). Three main sub-problems are addressed herein. The first assignment consists in proving the capability of the adaptive path integration (API) method to investigate non-smooth dynamical gear systems under the excitation of filtered white noise. A first order filter is used to generate the filtered white noise, extending the Markov property of this second-order system to the 3D state space. The second goal pursued here is to evaluate the effect of uncertain loading parameters on the response PDF. For this purpose, the applied additive noise of the problem is categorized into two different stochastic loading models. Finally, a parametric study is carried out to show the effect of the loading spectrum on different aspects of the response PDF. Three filtered versions of noises are applied with equal energies but different spectrum distributions. To assess the capability of the path integration method in dealing of systems with higher dimensions, a 4D system is also considered by using a second-order filter to generate a narrow-band noise. Results are verified by Monte Carlo simulations for all cases. To the best of the authors’ knowledge, the response PDF of a gear model under filtered noise has not been investigated before. The response PDF contains a lot of raw information which can be utilized in different ways depending on the purpose of the analysis, such as mechanical design and reliability analysis. In addition, the effect of the input frequency spectrum on the response PDF is studied for each stochastic excitation case.

### 2 STOCHASTIC DYNAMICAL MODEL

Fig. 1 depicts the spur gear pair model considered here. The equation of motion for this model is given in dimensionless form in Eq. (1), and its derivation is discussed in [1, 24].
In Eq. (1), \( q \) is the difference between the dynamic transmission error and the static transmission error, \( \zeta \) denotes damping ratio, \( k_h \) is the time-varying mesh stiffness, \( f \) represents the non-linear backlash function, \( \Omega \) is the excitation frequency, and \( F_m \) and \( F_{ah} \) are the mean and alternating components of the loading, respectively.

Eq. (1) is a two-dimensional state space NTV problem and may have multi-solutions, depending on the parameter values. The deterministic solution of this system can include no-impact, single-sided or double-sided impact cases, maybe with several subharmonics [2]. In the case of a multi-solution problem, the initial conditions will determine which deterministic solution would occur. As opposed to deterministic dynamics, the probabilistic response of the system may include both solution types simultaneously because of the stochastic essence of the excitation and also due to uncertain initial conditions [3]. In order to evaluate the effect of uncertainty in loading components on the dynamical behavior of the gear system, two separate cases are defined in the following based on an additive noise \( F_s \) and intensity parameter \( \lambda \).

Case A: Uncertainty in the mean component of the loading which may arise from external torque fluctuation

\[
\ddot{q}(t) + 2\zeta\dot{q}(t) + k_h(t)f(q(t)) = F_m + F_{ah}\cos(\Omega t) + \lambda F_s
\]  

Case B: Uncertainty in the alternating component of the loading that may be caused by manufacturing errors [4–6]

\[
\ddot{q}(t) + 2\zeta\dot{q}(t) + k_h(t)f(q(t)) = F_m + (F_{ah} + \lambda F_s)\Omega_h^2\cos(\Omega_h t)
\]
3 FILTERED WHITE NOISE

3.1 First order linear filter

The noise component is assumed to be a stationary process, allowing the use of the shaping filter techniques in order to generate it from a Gaussian white noise [7]. In this study, the stochastic excitation is considered to have a particular power spectral density (PSD) function which can be modeled as follows

\[ \hat{F}_s = -\alpha F_s + \gamma N_t \]  

where \( N_t \) is the standard Gaussian white noise process and, \( \alpha \) and \( \gamma \) are filter parameters. Knowing that \( N_c dt = dW(t) \) [8] and defining \( x_1 = q(t), x_2 = \dot{q}(t) \) and \( x_3 = F_s(t) \), the state space form of Eq. (3) can be rewritten as

\[
\begin{align*}
\frac{dx_1}{dt} &= x_2 \\
\frac{dx_2}{dt} &= \left[ F_m + F_{ah}\Omega_h^2 \cos(\Omega_h t) - 2\zeta x_2 - k_h(t)f(x_1) + \lambda x_3 \right] \\
\frac{dx_3}{dt} &= -\alpha x_3 dt + \gamma \, dW(t)
\end{align*}
\]

where \( W(t) \) now denotes a standard Wiener process with stationary and independent increments. Similar forms will be obtained for Eq. (4). The power spectral density function for \( F_s \) is,

\[ S(\omega) = \frac{\gamma^2}{2\pi(\omega^2 + \alpha^2)} \]  

3.2 Second order linear filter

To evaluate the capability of the path integration method in dealing with non-smooth systems of higher dimensions, the gear model in combination with a second order linear filter is also considered. The filter equations are as follows [7]

\[
\begin{align*}
\dot{G}_s &= -\alpha F_s \\
\dot{F}_s &= G_s - \beta F_s + \gamma N_t
\end{align*}
\]

\( \alpha, \beta \) and \( \gamma \) are filter parameters. In the current study, the second order filter is only used for case A. Defining \( x_3 = G_s \) and \( x_4 = F_s \), the 4D state space model for Eq. (3) can be written as

\[
\begin{align*}
\frac{dx_1}{dt} &= x_2 \\
\frac{dx_2}{dt} &= \left[ F_m + F_{ah}\Omega_h^2 \cos(\Omega_h t) - 2\zeta x_2 - k_h(t)f(x_1) + \lambda x_4 \right] \\
\frac{dx_3}{dt} &= -\alpha x_3 dt \\
\frac{dx_4}{dt} &= (x_3 - \beta x_4) dt + \gamma \, dW(t)
\end{align*}
\]

The power spectral density function for \( F_s \) is obtained as follows,

\[ S(\omega) = \frac{\gamma^2\omega^2}{2\pi(\omega^2 + \alpha^2)^2 + (\beta\omega)^2} \]

The advantage of being able to use a second order filter is that it allows a study of the effect of narrow band excitation processes on the response of the gear system.

4 THE PATH INTEGRATION METHOD

Eq. (6) can be expressed by the standard Itô SDE form as follows,

\[ dx(t) = \alpha(x, t) dt + \beta(t) dW(t) \]
Since the main goal of the current study is to investigate 3D problems, the formulation is developed for a 3D state space model. The formulation can be easily generalized to higher dimensions. Therefore, $x(t) = (x_1, x_2, x_3)^T$ is a 3D state space vector process, $\alpha(x, t)$ is the drift vector and $\beta(t)$ is the diffusion matrix and the vector $dW(t) = W(t + dt) - W(t)$ denotes the independent increments of a standard Wiener vector process. The SDE (11) has a unique solution in the strong sense for every set of parameter values [9]. This solution has a joint probability distribution of states for a specific time that can be calculated through application of the numerical PI method.

The response of the dynamical system (11) is a Markov process and the transition probability density function (TPDF), $p(x, t|x', t')$, satisfies the Fokker-Planck (FP) equation, which is written as follows

$$\frac{\partial}{\partial t} p(x, t|x', t') = -\sum_{i=1}^{3} \frac{\partial}{\partial x_i} a_i(x, t)p(x, t|x', t') + \frac{1}{2} \sum_{i=1}^{3} \sum_{j=1}^{3} \frac{\partial^2}{\partial x_i \partial x_j} (\beta(t) \beta^T(t))_{ij} p(x, t|x', t')$$

(12)

In addition to several numerical methods presented for solving the FP equation directly, the probabilistic evolution of the state space vector process $x(t)$ can be captured based on the Markov property of the response using the basic equation of the PI method

$$p(x, t) = \int p(x, t|x', t')p(x', t')dx'$$

(13)

where $\Gamma$ is the state space and $dx' = \prod_{i=1}^{3} dx_i$. In fact, the method consists of evaluating the TPDF core hence determining the PDF $p(x, t)$ of the state space vector $x$ at time $t$ from the previous PDF $p(x', t')$ at time $t'$ through Eq. (13). To implement the PI method, a discrete time approximation is needed. Naess and Moe [17] proposed a fourth-order Runge-Kutta-Maruyama (RKM) for the numerical solution of (11) as follows

$$x(t) = x(t') + r(x(t'), t', \Delta t) + \beta(t')\Delta W(t')$$

(14)

The deterministic part of Eq. (14) is the explicit fourth-order Runge–Kutta (RK4) approximation $x(t) = x(t') + r(x(t'), t', \Delta t)$, which represents the time evolution of the deterministic part of (11) with a global error of order $O(\Delta t^5)$, where $\Delta t = t - t'$. Numerical experiments predict that the approximation to the deterministic part outweighs other residues in terms of accuracy in the solution of Eq. (11) [8]. Thus, a fourth-order RKM is applied in the form of $r(x(t'), t', \Delta t)$ for the deterministic part of Eq. (11). The Wiener process $W(t)$ has independent increments, hence $\Delta W(t') = W(t) - W(t')$ is a Gaussian variable and the TPD $p(x, t|x', t')$ is a Gaussian PDF for every $t'$. For sufficiently small $\Delta t$, the time sequence $\{x(t_i)\}_{i=0}^{\infty}$ becomes a Markov chain which can approximate the time-continuous Markov solution of the SDE (11). For the model given by Eq. (6), the conditional PDF $p(x, t|x', t')$ follows a degenerate multi-dimensional Gaussian PDF [11],

$$p(x, t|x', t') = \delta(x_1 - x_1' - r_1(x(t'), t', \Delta t)) \delta(x_2 - x_2' - r_2(x(t'), t', \Delta t)) \hat{p}(x_3, t|x', t')$$

(15)

where $\delta(.)$ denotes the Dirac delta function and

$$\hat{p}(x_3, t|x', t') = \frac{1}{\sqrt{2\pi r^2 \Delta t}} \exp \left\{-\frac{(x_3 - x_3' - r_3(x(t'), t', \Delta t))^2}{2r^2 \Delta t} \right\}$$

(16)

in which $r_i(x', t', \Delta t) i = 1, 2, 3$ are Runge-Kutta increments corresponding to each state. If the initial PDF $p_0(x^{(0)}) = p(x, t_0)$ is specified, Eq. (13) can be written in a stepwise format as follows
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Eq. (17) expresses the mathematical formulation of the PI technique as used in this study. A finite region of integration that covers almost the whole probability range of the response should be introduced for evaluating Eq. (17), with consideration that the computational time is dramatically influenced by the state space discretization resolution. If the region of integration is determined appropriately, the probability loss that arises would be negligible. The initial PDF can, in principle, be chosen quite arbitrarily as long as there is nonzero variance in all spatial dimensions. This is necessary for the numerical algorithms to work properly. What determines the choice of the initial PDF depends on the specific problem investigated. For the purpose of this paper, the initial PDF is assumed to be Gaussian, as follows:

\[ p_0(x^{(0)}) = p(x^{(0)}, t_0) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi \sigma_{x_i}^{(0)}}} \exp \left( -\frac{1}{2} \left( \frac{x_i - \mu_i^{(0)}}{\sigma_{x_i}^{(0)}} \right)^2 \right) \]  

where \( \mu_i^{(0)}, i = 1,2,3 \) denote initial mean values and \( \sigma_{x_i}^{(0)} > 0, i = 1,2,3 \) represent standard deviations.

A challenging issue in the numerical calculations of non-smooth dynamics is the abrupt change in their behavior. In the deterministic problems, it can be overcome by identifying the transition point between two different dynamical regimes within a time step and splitting it into two sub-steps with different dynamics. However, in the corresponding stochastic dynamic analysis, there is no specific trajectory that would allow the transition points to be identified. In this study, a new adaptive time-stepping scheme is used in order to reduce both the numerical error and calculation runtime in comparison with the fixed time-step method [1]. The main idea behind this adaptive time-stepping method is to decrease the time step proportionally to the magnitude of the marginal probability density at the non-smooth boundaries. In the considered gear system, there are two boundaries \( x_1 = -1 \) and \( x_1 = 1 \) that separate three different dynamical zones. The mathematical formulation behind this approach can be written as follows:

\[ \Delta t_i = t_i - t_{i-1} = \max \left( \left( 1 - \frac{\max[p_{x_1}(-1,t_{i-1}),p_{x_1}(1,t_{i-1})]}{p_{x_1}^{(\text{max})}} \right) \Delta t_{\text{max}} \right), (\Delta t_{\text{min}}) \]  

where \( p_{x_1} \) is the marginal PDF for the state variable \( x_1 \) and \( p_{x_1}^{(\text{max})} \) is its maximum value. \( \Delta t_{\text{max}} \) is the maximum time step, and a minimum time increment \( \Delta t_{\text{min}} \) is introduced in order to avoid a zero length step when the marginal PDF approaches its maximum at the specified boundaries.

5 RESULTS AND DISCUSSION

5.1 Deterministic dynamical behavior

The deterministic dynamics of the model is investigated in order to compare probabilistic response with the deterministic results. A square-wave is considered as follows:

\[ k_h(t) = \begin{cases} 0.8 & (n-1)t_p \leq t < (n-1)t_p + t_p/2, \ n = 1,2,3 \cdots \\ 1.2 & (n-1)t_p + t_p/2 \leq t < nt_p, \ n = 1,2,3 \cdots \end{cases} \]  

where \( t_p \) is the gear mesh period. It has been reported that the interaction between time-varying mesh stiffness and backlash nonlinearity becomes more pronounced in the multi-solution zone and especially for heavily loaded systems [12]. As a dimensionless case of study, parameters \( \zeta = 0.05, F_m = 0.3 \) and \( F_{ah} = 0.1 \) are borrowed from references [2,3,12]. This is a heavily loaded gear pair system, since \( \tilde{F} = F_m/F_{ah} = 3 \) [2]. For \( \Omega_h = 0.65 \) there are two coexisting
solutions, which are named by Kahraman [2] as the no impact and the single-sided impact solutions (Fig. 2-a). The deterministic domain of attraction is shown in (Fig 2-b). The deterministic system will adopt one of the solutions depending on the initial condition. The initial distribution parameters in this paper are chosen as $\mu^{(0)}_{x_1} = \mu^{(0)}_{x_2} = 0$, $\sigma^{(0)}_{x_1} = 0.5$ and $\sigma^{(0)}_{x_2} = 0.25$ which covers both basins of attraction, but mostly the single-sided impact solution. The difference between applying deterministic versus stochastic initial condition is illustrated schematically in Fig. 2-b.

Figure 2: a) Multi-solution system with limit cycles in phase plane. b) Stochastic initial distribution versus deterministic initial condition in the domain of attraction of the system.

5.2 Stochastic dynamics of 3D Problems

In order to investigate the effect of introducing noise spectrum on the probabilistic response of the gear model, three different stochastic excitations are considered here. The filter parameters for the three cases illustrated in Fig. 3 are specified in such a manner that the energy of the noise is kept constant. The intensity of noise for all cases of study is $\lambda = 0.05$.

Figure 3: Frequency spectrum for different noises

The first goal of the current study is to show the capability of the adaptive path integration method to obtain accurate response PDF of a non-smooth random dynamical system under filtered noise. The evolution of the response PDF is captured via the PI technique with an adaptive time-stepping approach. Comparisons of the marginal PDFs for $t = 10 t_p$ obtained by Monte Carlo simulations are shown in Figs. 4 and 5 for cases A, B, respectively. The accuracy and precision of the method are confirmed qualitatively for all cases due to good agreement between the PI and MCS results.
In order to better illustrate both the effects of noise spectrum and loading uncertainty, the joint PDFs for cases A and B are also plotted in Figs. 6 and 7. In contrast to deterministic dynamic systems which assume a unique solution, the stochastic system response will be characterized by a probability distribution influenced by a nondeterministic distribution of initial conditions as well as an additive stochastic excitation. In this study, the initial distribution covers both basins of attraction of each solution. According to similar studies [18,23], it is expected that both no-impact solutions and single-sided impact solutions coexist. As the effect of uncertainty in these two categories reveals quite different results, the necessity of investigating the source of stochastic excitation in such nonlinear dynamical systems becomes obvious. It is also seen that the spectrum shape of the additive noise partly affects the probabilistic response in cases A and B.

The uncertainty in each component of the loading is basically due to external torque perturbations or manufacturing errors in the real system [26–28], but this matter is not pursued in the context of the current paper. The methodology and results that are presented in this study can have important implications in engineering applications of gear systems under uncertain excitation. The probability distribution function of the gear system response contains subtle information about the system, which is essential for the purpose of reliability-based design of such systems.
5.3 Stochastic dynamics of the 4D Problem

Considering parameter values $a = 1.5, \beta = 0.5$ and $\gamma = 1$, the frequency spectrum of the filtered noise is illustrated in Fig. 10. This spectrum can be considered as an approximation of a narrow-band noise. The intensity of the noise for all cases of study is set to $\lambda=0.05$.

The response PDF is calculated by the path integration method and compared with Monte Carlo simulations. Fig. 9 indicates marginal PDFs and Fig. 10 shows joint PDFs for $t = 10t_p$. Although increasing the dimensions of the problem raised the computational cost, the accuracy and precision of the results are satisfactory for the solution of this non-smooth 4D problem. This shows the capability of the path integration method in dealing with higher dimensional problems.
CONCLUSIONS

In the current study, the probabilistic response of a spur gear pair under uncertain loading is investigated. The single degree of freedom gear model contains both backlash nonlinearity and time-varying mesh stiffness. Based on which component of the loading contains uncertainty, two different sub-problems are defined. The uncertainty is assumed to be represented by a first order filtered white noise, resulting in a 3D state space problem. An efficient numerical path integration technique in combination with a novel adaptive time-stepping scheme is applied in order to capture accurately the evolution of the response PDF. Marginal PDFs calculated via the PI method are compared with those obtained by Monte Carlo simulations for each of the cases that are studied. The comparisons confirm the accuracy and precision of the methodology. The effect of uncertain loading on the stationary response is quite different depending on its origin. This demonstrates the importance of identifying the stochastic source in investigating the dynamics of gear systems. The effect of spectra on the dynamic behavior is also studied by considering three noise representations with equal energies but different frequency spectrum in each case. In addition, an extension of the problem to 4D, combining the gear model with a second order filter is investigated to show the capability of path integration method in dealing with higher dimensional problems. The response PDF contains raw but qualitatively important information that needs further interpretations according to the application.
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Abstract. This work presents a new numerical integration method for determining dynamics of a class of multibody systems with impact and friction. The method is based on the development of a novel return mapping and its proper incorporation into an augmented Lagrangian formulation. Namely, when an impact is detected during a time step, this map is applied at the end of the step to bring the system position back to the configuration manifold of the allowable motions. The novelty of this map is related to the fact that it is performed within a non-flat manifold. Moreover, once an impact is detected, the post-impact state is determined by analytical means. This is achieved by first performing a proper coordinate transformation, bringing the system into a new set of coordinates, which are suitable for describing the impact dynamics. In this coordinate set, the dominant dynamics is governed by a system of three equations of motion only, which are valid during the short contact interval. In this way, the inherent numerical stiffness of the class of systems examined is properly addressed. Finally, the accuracy and efficiency of the new method is demonstrated by applying it to a several mechanical examples.
1 INTRODUCTION - OBJECTIVES

A new numerical scheme is developed, leading to an accurate and efficient determination of the dynamics of a class of multibody mechanical systems subjected to a single unilateral and a set of bilateral motion constraints. The existing methods can be classified in two categories, known as event-driven or time-stepping methods. When an event-driven method is applied, a standard integrator is employed during an impact free phase of the system up until a contact is detected. The state of the system at the beginning of the next impact free part of the motion is then determined by applying a complementarity formulation or an augmented Lagrangian method [1,2]. When a time-stepping method is used, a temporal discretization of the generalized displacements and velocities is performed by selecting a time step regardless of the presence or absence of switching points [2,3]. These methods evaluate the impulse of both the impulsive and non-impulsive forces over the time step. Eventually, they yield the position and velocity at the end of the time step by solving a complementarity problem or applying an augmented Lagrangian method. Consequently, the time-stepping methods are more efficient for large scale systems, exhibiting a large number of closely spaced events. Their main drawback is that they have a low order of accuracy due to the discontinuities induced by the impacts [4,5].

The main objective of this work is to present a new method for the direct integration of the equations of motion for multibody systems with frictional impacts. For systems with bilateral constraints only, a suitable numerical integration methodology was developed recently, based on an augmented Lagrangian formulation [6]. That methodology is now extended to systems involving a unilateral constraint as well. This task is achieved by developing a suitable return map, which is activated any time an impact event is detected when using a time-stepping integration method. The idea of a return map is similar to that applied earlier to other problems of mechanics, including friction or plasticity effects [7,8]. However, these methods were applied to Euclidean manifolds and were based on a projection to the closest point on the restricting surface. Here, a significant modification is necessary since the configuration space is non-Euclidean. In addition, following the detection of an impact event, the equations of motion are transformed into a set of three equations only, evolving over a much smaller time scale than the others, which are solved separately, until the end of the impact event [9]. This is a key to overcoming numerical stiffness problems in an efficient manner. These advantages are demonstrated in the second part of this study by using some typical mechanical examples.

The material of this paper is organized as follows. First, the essential dynamic characteristics of the class of constrained multibody mechanical systems examined are presented briefly in the following section. Next, the main idea of the return map is introduced. Namely, the basic ingredients of the new numerical algorithm, leading to development of a suitable return mapping process, are presented. Then, selected numerical results are presented for several mechanical examples. Finally, a summary of the main results, together with possible future extensions are included in the last section.

2 CLASS OF SYSTEMS EXAMINED - NUMERICAL INTEGRATION

This work focuses on dynamics of a class of multibody mechanical systems, subject to a set of bilateral constraints and a single frictional contact constraint. The equations of motion were obtained in earlier studies of the authors within the general framework of Analytical Dynamics [6,9]. In brief, the motion is described by a set of generalized coordinates \( q = (q^1 \ldots q^n) \), locating the position of a point \( p \) along a curve of the configuration manifold \( M \) for any time \( t \) [10,11]. The tangent vector \( \dot{v} \) to this curve represents the generalized ve-
locity and belongs to an $n$-dimensional vector space $T_pM$, the tangent space of manifold $M$ at $p$. Consequently, if $\mathcal{B}_e = \{e_1, \ldots, e_n\}$ is a basis of $T_pM$, then $v = v^j e_j$, by using the common summation convention on repeated indices. Also, each vector is related directly to a covector, by employing the duality pairing $u^j(w) = \langle u, w \rangle$, $\forall w \in T_pM$, where $\langle \cdot, \cdot \rangle$ is the inner product of $T_pM$ [12]. Moreover, the elements of the dual (cotangent) space $T^*_pM$ represent generalized momenta with components

$$p_i = g_{ij} v^j, \quad (i, j = 1, \ldots, n),$$

where $g_{ij}$ are the components of the metric tensor at point $p$.

When there are no motion constraints, the solution path on manifold $M$ is determined by Newton’s second law

$$\nabla^*_v p^*_M = f^*_v = 0.$$  

Covectors $p^*_M = p_i \xi^i$ and $f^*_v = f_i \xi^i$ represent generalized momenta and applied forces, respectively. The covariant differential of covector $p^*_M$ along a curve with tangent vector $v$ takes the form

$$\nabla^*_v p^*_M(t) = (\dot{p}_i - \Lambda^{ij}_n p^*_n v^j) \xi^i,$$

where the quantities $\Lambda^{ij}_n$ are known as affinities [12].

The presence of a contact event is modeled by an inequality of the form

$$\rho(p) \geq 0.$$  

Then, the motion of point $p$ is restricted to lie on one side of a hypersurface in $M$. In this way, the function $\rho$ establishes a new manifold

$$X = \{p \in M \mid \rho(p) \geq 0\},$$

with dimension $n$. Apart from the boundary $\partial X$, defined by the equality in expression (4), this manifold possesses an interior $X^o = X \setminus \partial X$. This theoretical setting makes possible the direct application of results from the theory of manifolds with a boundary [13]. Also, the impulse occurs along the direction defined by the convector

$$d \rho = (\partial \rho / \partial x^i) \xi^i,$$

where $\rho = \rho(\varphi^{-1}(x))$ and $x = \varphi(p)$ is a special coordinate set of the manifold employed in the vicinity of a boundary point.

The presence of bilateral motion constraints is signaled by equalities, with general form

$$\psi^R = u^R(q)v^j = 0, \quad (I = 1, \ldots, n \text{ and } R = 1, \ldots, k).$$

For a holonomic constraint, the corresponding equation can be integrated and put in the form

$$\dot{\varphi}^R(q) = 0.$$
If the constraints are given by Eq. (9), the equations of motion on manifold $M$ are obtained by
\[ h^* = h^*_M - h^*_C = 0, \] (13)
in place of Eq. (2), where
\[ h^*_M = h_i \epsilon_i^j \] with $h_j = (g_{ij})_j - \Lambda^k_{li} g_{kj} v^j v^k - f_i \] (14)
and
\[ h^*_C = \sum_{R=1}^{k} h_R \alpha_i^j \epsilon_i^j \] with $h_R = (\bar{m}_{RR} \dot{\lambda}_R) \bar{x}_R + \bar{c}_{Rr} \dot{\lambda}_R + \bar{k}_{Rr} \dot{\lambda}_R - \bar{f}_R. \] (15)
The convention on repeated indices does not apply to index $R$. Also, the quantities $\bar{m}_{RR}$ and $\bar{f}_R$ are determined completely by the constraints, while the coefficients $\bar{c}_{Rr}$ and $\bar{k}_{Rr}$ are also selected in an appropriate manner [14]. Finally, substitution of Eqs. (14) and (15) into Eq. (13) leads to a set of $n$ second order ODEs in the $n+k$ unknowns $q^i$ and $\dot{\lambda}^R$. A complete mathematical formulation is obtained after including the $k$ equations of the constraints, which are expressed originally by Eq. (9) and put eventually in the following second order ODE form
\[ g_R = (\bar{m}_{RR} \dot{q}^R) + \bar{c}_{Rr} \dot{q}^R = 0 \] or \[ g_R = (\bar{m}_{RR} \dot{\phi}^R) + \bar{c}_{Rr} \dot{\phi}^R + \bar{k}_{Rr} \dot{\phi}^R = 0, \] (16)
for a non-holonomic and a holonomic constraint, respectively.

The picture becomes more involved in the presence of friction [9,15]. In general, the complexity of the resulting set of equations of motion precludes application of procedures leading to analytical solutions and makes difficult even the selection and application of appropriate numerical techniques. Consequently, the focus of the present study is to initiate the establishment of a theoretically sound and numerically efficient process for solving these equations. This process involves several challenging tasks. One of them is to set up a suitable algorithm, which leads first to detection of a contact event and then to prediction of a pre-impact state of the system in a sufficiently accurate and efficient manner. This is the main objective of the present study.

3 RETURN MAP

To facilitate the discussion, Fig. 1 is provided. First, at time $t_m$ the system configuration is represented by a point $p_m$, with coordinates $q_m$, which lies in the interior $X^0$ of the corresponding constrained manifold $X$. However, at the next discrete time $t_{m+1}$, the new configuration point $p_{m+1}^{(k)}$, with $k=1$, is found to lie outside $X$, indicating that an impact event may have occurred. In practice, this is verified by using an appropriate contact detection algorithm [16,17]. The next step is to return to a point on the boundary $\partial X$, representing the configuration of the system where the impact took place. This is achieved through development and application of a suitable return mapping. In the present work, this step is performed with extra care, since the configuration manifold $M$ is non-Euclidean. First, due to the non-flatness of the configuration space, a special type of curves is employed in performing a spatial discretization. Specifically, these are selected to be the straightest curves, known as autoparallels [12]. In addition, the boundary $\partial X$ is locally convex (i.e., it is a half-space or a corner for a single or multiple contact, respectively [9,18]). Based on the above, the task of returning from $p_{m+1}^{(k)}$ back to a point $p_{m+1}^{(j)}$ on the boundary $\partial X$ in a unique way is reduced to finding the auto-
parallel joining these points, having the shortest length among a family of autoparallels. This leads naturally to construction of suitable Jacobi fields along these curves [19].

\[ T(t) = \frac{1}{2} \int_0^t \langle \mathbf{y}(r), \mathbf{y}(r) \rangle dr, \]  

where \( \mathbf{y}(r) \) is the tangent vector of \( \gamma(r) \) [11,12]. Using this definition as a basis, the energy function

\[ L(s) = \frac{1}{2} \int_0^1 \langle \mathbf{y}(r,s), \mathbf{y}(r,s) \rangle dr \]  

is introduced next for each \( \gamma' \) curve of the two-dimensional surface created around a Jacobi field, parameterized so that \( r = 0 \) at the pole \( p \) and \( r = 1 \) at its other end and having tangent vector \( \mathbf{y}(r,s) \) (see Fig. 2). Then, the special value of \( s \), at which this function possesses an extreme value is found by imposing the condition

\[ \varphi(s) = L'(s) = \frac{\partial}{\partial s} L = 0, \]  

where \( \frac{\partial}{\partial s} L \) represents the derivative of \( L \) along the direction defined by vector \( \frac{\partial}{\partial s} \). In order to check whether this extremum corresponds to a minimum or a maximum value of the energy function \( L(s) \), its Hessian should be constructed in an appropriate manner on the configuration manifold [20], according to the following definition

\[ H(s) = L''(s) = \frac{\partial^2}{\partial s^2} L(s). \]
It can be shown that the Hessian function is at least locally positive, rendering the energy function $L(s)$ locally convex [18].

In addition, the curve selected crosses the boundary of the allowable motions in a normal way, while the corresponding Jacobi field has no component normal to this autoparallel. In this way, the new return map can be considered as a generalization of the classical orthogonal projection operation performed in Euclidean spaces [8,21,22]. Based on this theoretical foundation, a complete numerical algorithm was set up, providing the means to project points escaping from the constrained configuration manifold during the numerical integration, back to the set of allowable motions [18]. Once this process converges to a point near $\partial X$, the equations of motion are transformed into a special set of coordinates, where the dominant dynamics is governed by three differential equations only [9]. These equations are then solved until the end of the impact event, where they are transformed back to the original coordinates. In this way, the inherent numerical stiffness problem is treated in an efficient manner.

4 NUMERICAL RESULTS

The set of numerical results presented next focuses on performance of the return map, which plays a central role in the integration scheme developed. This procedure was developed in a way that can fit within any of the available methodologies for the integration of the equations of motion of constrained systems. Here, the equations of motion employed in producing the numerical results form a set of second order ODEs in both the generalized coordinates and the Lagrange multipliers related to the constraint action [14]. For systems with bilateral constraints, these equations were solved by developing a suitable numerical integration methodology, based on an augmented Lagrangian formulation [6].

In all the examples studied next, knowledge of the function $\rho$, defined as in Eq. (6), permits evaluation of its differential $d\rho$. This is a covector related to vector $\nabla \rho$, the gradient vector of $\rho$, through Eq. (1). In matrix form,

$$d\rho^T = G \nabla \rho \Rightarrow \nabla \rho = G^{-1} d\rho^T$$

(21)

where the (invertible) matrix $G = [g_{ij}]$ includes the components of the metric tensor in the selected basis. In addition, covector $d\rho$ is related to a covector $d\hat{\rho}$ of the physical space by a linear mapping [15], as follows
In general, the matrix \( D \) in this mapping is established by relating the relative velocity \( V \) at the contact point in the physical space with the generalized velocities, by
\[
V = D \dot{q}
\]  
(23)

Then, combination of Eqs (21) and (22) yields eventually
\[
\nabla \rho = G^{-1}(d \dot{\rho}D)^T.
\]  
(24)

The gradient vector \( \nabla \rho \) is normal to the boundary hypersurface \( \partial X \). In this case, the representative vector of \( d \dot{\rho} \) is normal to the local contact surface in the physical space.

4.1 Impact of a particle within a circular ring

The first mechanical system examined is a particle with mass \( m \), moving in the interior of a rigid circular ring of radius \( R \), as shown in Fig. 3a. This example involves a planar translation only, so that the particle position can be determined by two Cartesian coordinates, \( q^1 \) and \( q^2 \), while the original configuration space is \( M = \mathbb{R}^2 \). In this case, the inward normal to the boundary \( \partial X \), consisting of the perimeter of the ring, is
\[
n = \nabla \rho = \frac{1}{m} d \rho^T
\]  
(25)

Moreover, if \(( q^1_b, q^2_b )\) are the coordinates of the bisection point \( p_m^{(i,j)} \), the normal vector to the boundary \( \partial X \) is
\[
n = -\frac{1}{m \sqrt{(q^1_b)^2 + (q^2_b)^2}} (q^1_b, q^2_b)^T
\]  
(26)

Then, the tangent vector to \( \partial X \) at that point is given by
\[
\xi = \nu - \frac{k^{(i,j)}_n}{\nu \cdot n} n
\]  
(27)

![Figure 3: (a) Particle in a circular ring and (b) details of the projection from pole \( P \) to boundary \( \partial X \).](image)

The second term in the right hand side of Eq. (27) corresponds to the classical orthogonal projection of vector \( \nu \) on vector \( n \), arising in a flat manifold [21,22].

First, in Fig. 3b are shown details of the projection from the pole \( P \) back to \( \partial X \). Next, in Fig. 4 are shown selected numerical results for the example considered, for a particle of unit mass and a ring of radius \( R = 0.74 \text{m} \). The initial position of the particle was at \((0.1 \text{m}, -0.5 \text{m}), \)
while its initial velocity was (10m/s, -2m/s). The results presented were obtained for \(k = 1\), by choosing different initial length steps \(s^{(j,2)}_{m=1,1}\) along the direction defined by the tangent vector \(\sum_{m=1,1}\) in order to locate point \(p^{(j,3)}_{m=1,1}\), according to the process described earlier. Specifically, the reference length step was selected to coincide with the length of the straight line (autoparallel) joining points \(p^{(1,1)}_{m=1,1}\) and \(p^{(j,2)}_{m=1,1}\). First, in Fig. 4a are depicted results illustrating the number of iterations needed in order to locate the correct value of coordinate \(q^1\) at impact, for the same pole \(p^{(1,1)}_{m=1,1}\). Qualitatively similar results were also obtained for coordinate \(q^2\). Likewise, in Fig. 4b are presented results for the norm of vector \(e^{(j,2)}_{m=1,1}\), normalized by the norm of the velocity vector of the autoparallel joining points \(p^{(1,1)}_{m=1,1}\) and \(p^{(j,2)}_{m=1,1}\). Obviously, selecting an initial step value close to the characteristic length step \(s_0\) leads to a rapid convergence.

The above numerical results indicate that the smaller the value of \(s_{23}\) (compared to \(s_0\)) the larger the number of iterations needed for convergence. In such a case, the two-dimensional smooth surface created between the two end autoparallels emanating from the pole and ending at points \(p^{(j,2)}_{m=1,1}\) and \(p^{(j,5)}_{m=1,1}\) (see Fig. 1) does not include the minimizing autoparallel during the initial iterations. On the other hand, convergence difficulties were also encountered for \(s_{23} > s_0\), due to several reasons. The most frequent was the non-intersection of the autoparallel passing through the pole \(p^{(1,1)}_{m=1,1}\) and point \(p^{(j,3)}_{m=1,1}\) with the boundary \(\partial X\). Cases where point \(p^{(j,3)}_{m=1,1}\) was found in the interior \(X^o\) or point \(p^{(j,6)}_{m=1,1}\) was located out of the constrained manifold \(X\), due to loss of convexity of the boundary \(\partial X\) or failure of the contact detection algorithm, were also encountered. In all these cases, the successful remedy to achieve convergence was to reduce the value of \(s_{23}\).

### 4.2 Impact of a rigid body with a rigid wall

Next, a rigid body hitting a rigid wall is considered, as depicted in Fig. 5. As configuration space of the free body is selected the six-dimensional product \(M \equiv \mathbb{R}^5 \times M(3)\) [23]. Then, the position and orientation of the body with respect to an inertial reference frame \(\mathbb{F}\) (or \(O\chi^1\chi^2\chi^3\)) in the physical space is represented by a point on this manifold, with generalized coordinates \(q(t) = (q^T_C q^T_R)^T\). Part \(q_C\) specifies the position of the body center of mass \(C\),
while \( q_R \) describes the body orientation in the physical space. The tangent vector to the auto-
parallel curves is also split in a similar form. The first part leads to curves corresponding to
segments of straight lines, while the rotational part leads to special curves on the manifold,
with each point on these curves related to a \( 3 \times 3 \) rotation matrix \( R \), providing the orientation
of the body with respect to \( \mathcal{F} \). Moreover, for two points along such a curve, located at a distance \( \Delta s \),

\[
R(s + \Delta s) = R(s) \exp(\Delta s \tilde{\nu}_R)
\]

where the entity \( R(s + \Delta s) = R(s) \exp(\Delta s \tilde{\nu}_R) \) represents a \( 3 \times 3 \) skew-symmetric matrix hav-
ing \( \tilde{\nu}_R \) as axial vector [24].

\[\text{Figure 5: A rigid body hitting a plane rigid wall.}\]

Next, in Fig. 6 are shown numerical results corresponding to impact of a homogeneous sol-
id ellipsoid with a rigid ground. The ellipsoid has a unit mass and principal semi-axes equal to
0.1m, 0.3m and 0.15m, while the position of the rigid plane is determined by selecting
\((s_1, s_2, s_3) = (-0.2, 0.1, 1.0)\). Moreover, the initial position of the ellipsoid center of mass is at
point \((0.3\text{m}, 0.4\text{m}, 0.2\text{m})\), while the components of the initial angular velocity of the ellipsoid
in the body frame are \( \Omega = (0.3, 0.1, 0.2) \) rad/sec. Finally, the set of results presented next were
obtained for different length steps \( s_{23} \) along vector \( \mathbf{s}_{\text{w}_{m+1,k}}^{(j,2)} \) locating point \( \mathbf{p}_{m+1,k}^{(j,3)} \), as shown in
Fig. 1. Also, the reference length step \( s_0 \) was selected as in the previous example. Again, all
the results presented next were obtained for \( k = 1 \), while similar behaviour was also encoun-
tered for \( k > 1 \), when needed.

In the set of results shown in Fig. 6, the motion of the ellipsoid center of mass is restricted
by a spherical joint, so that only rotation of the ellipsoid is possible to occur. First, in Fig. 6a
is illustrated the convergence obtained in the value of one of the Euler angles for a given pole
\((k = 1)\) and variable \( j \). Similar results were also obtained for the other two Euler angles of
the ellipsoid and for other poles. Likewise, in Fig. 6b are presented results for the norm of
vector \( \mathbf{X}_m^{(j,2)} \) obtained at the point where the shortest autoparallel crosses the boundary \( \partial \mathcal{X} \).
Again, selecting a value of the initial length step along vector \( \mathbf{s}_{\text{w}_{m+1,l}}^{(j,2)} \) close to the characteristic
length step \( s_0 \) leads to a rapid convergence. In addition, similar convergence difficulties with
those mentioned in the previous example were also encountered for \( s_{23} > s_0 \), which were overcome by decreasing the value of \( s_{23} \).

Figure 6: Collision of a rigid ellipsoid (with a pinned center of mass) with a rigid ground: (a) convergence in an Euler angle and (b) norm of vector \( \xi \) at the point where the shortest autoparallel crosses the boundary \( \partial X \).

4.3 Impact of two solid bodies

The algorithm developed can be applied to general single point collisions, with any combination of solid bodies. For instance, in Fig. 7a is illustrated the convergence obtained in one of the Euler angles of the ellipsoid, while a similar diagram for a translational coordinate of its mass center is shown in Fig. 7b. Then, in Fig. 7c are shown results for one of the box Euler angles. Finally, in Fig. 7d are presented results for the norm of vector \( \xi \) obtained at the point where the shortest autoparallel crosses \( \partial X \). Once again, selecting a value close to the reference length step \( s_0 \) leads to a rapid convergence. Also, convergence was achieved eventually in all cases, by properly adjusting the length step.

Figure 7: Collision of an ellipsoid with a box: (a) convergence of one Euler angle of the ellipsoid, (b) convergence of one translational coordinate of the ellipsoid, (c) convergence of one Euler angle of the box and (d) norm of vector \( \xi \) at the point where the shortest autoparallel crosses the boundary \( \partial X \).
Finally, it is noted that the same analysis is also applicable to mechanical systems involving deformable bodies, as well, by assuming that they have been discretized geometrically before. For instance, if the dominant flexibility effects of a free solid body are described by \( n \) elastic modes, included in a \( 3 \times n \) matrix \( \Phi \), the configuration manifold is represented by an \((n + 6)\)-dimensional product space, \( \mathbb{M} = \mathbb{R}^3 \times M(3) \times \mathbb{R}^n \) [24,25]. This implies that the array with the generalized coordinates \( \underline{q}(t) \) is now split in parts \( \underline{q}_c \), \( \underline{q}_r \) and \( \underline{q}_f \), with the last part representing the flexibility effects.

4.4 Dice tossing

The time integration method developed can be applied to general single point collisions, with any combination of solid bodies and any geometric shape. For instance, a set of numerical results is presented next, obtained for motion of a die thrown over a rigid ground. This motion is viewed from a coordinate system \( O_{xyz} \), which is fixed on the ground. It is affected by gravity, acting along the negative \( z \)-axis and involves frictional impacts. The die considered is a homogeneous rigid cube, with a mass of 0.016 kg and edge length 0.02 m. It starts from a position above the ground, with the cube edges parallel to the axes of the \( O_{xyz} \) coordinate system. Moreover, the initial position and (linear and angular) velocity are chosen to satisfy two scenarios. In the first, the cube executes a planar motion, taking place in the vertical plane \( O_{zx} \). Namely, it hits the ground with one of four of its eight edges only, so that the motion is equivalent to a square hitting the horizontal line \( O_x \). In the second scenario, the initial conditions are modified so that the cube exhibits a spatial motion and hits the ground with one of its vertices. In all cases, the value of the kinematic restitution parameter was selected as \( e = 0.5 \). In addition, the value of the coefficient of friction between the die and the ground was chosen as \( \mu = 0.05 \) or 0.20, while the maximum penetration ratio was selected as \( \delta = 0.20 \).

The first set of numerical results is presented in Fig. 8. Here, the initial position of the cube center is at \((0, 0, 0.3) \) m, while its initial velocity is \((0.5, 0, -0.5) \) m/s. Moreover, the initial angular velocity of the cube is \((0, 10, 0) \) rad/s. These initial conditions lead to a subsequent plane motion of the cube, which is continued even after the bouncings on the ground due to the symmetry of the cube geometry. First, in Fig. 8a is shown the projection of the trajectory executed by the cube center of mass on the horizontal plane \( O_{zx} \) for the two values selected for \( \mu \). Likewise, in Fig. 8b is shown the projection of the same trajectory on the horizontal plane \( O_{xy} \). Then, the histories of the two non-zero velocity components of the mass center are shown in Fig. 8c. Finally, the history of angular velocity of the cube is presented in Fig. 8d. A remarkable result is that, for the case with \( \mu = 0.20 \), the cube starts moving in the opposite direction than it was thrown after the first impact, as it becomes clear by Figs. 8a and 8c.

Next, in the set of results presented in Fig. 9, the initial position of the cube center and its initial velocity are kept the same as in the previous case. However, an angular velocity component about the \( x \)-axis is added, so that the initial cube angular velocity is \((10, 10, 0) \) rad/s. These initial conditions lead to a general spatial motion of the cube. First, in Fig. 9a is shown the projection of the trajectory executed by the cube center of mass on plane \( O_{zx} \) for the two values selected for the coefficient of friction. Likewise, in Fig. 9b is depicted the projection of the same trajectory on plane \( O_{xy} \).
Figure 8: Plane die tossing. Projection of the trajectory of the cube center on: (a) the vertical plane $Ox_z$ and (b) the horizontal plane $Oxy$. Histories of: (c) the velocity components of the mass center and (d) the angular velocity of the cube.

Figure 9: Spatial die tossing. Projection of the trajectory of the cube center on: (a) the vertical plane $Ox_z$ and (b) the horizontal plane $Oxy$. 
Finally, the emphasis was placed on the dynamics of the cube during the first impact phase. For this, the velocity components of the cube contact point are shown in Fig. 10. First, the tangential velocity $V_x$ is presented in Fig. 10a, while the corresponding tangential velocity $V_y$ and normal velocity $V_z$ are included Fig. 10b, for the plane motion of the die. Similar results are also included in Figs. 10c and 10d, for the spatial cube motion. In all cases examined, a smooth change is observed to occur in the velocity components throughout the impact phase.

Figure 10: Velocity components of the cube contact point during the first impact phase: (a) tangential component $V_x$ (plane motion), (b) tangential component $V_y$ and normal component $V_z$ (plane motion), (c) tangential component $V_x$ (spatial motion), (d) tangential component $V_y$ and normal velocity component $V_z$ (spatial motion).

5 SUMMARY AND EXTENSIONS

In the first part of this study, the basic steps of a return map, which can be a vital part of any time stepping scheme for capturing dynamics of multibody systems involving impacts, were presented. A theoretical basis for this map was built using concepts of differential geometry, referring to Jacobi fields on manifolds. This need arises from the fact that the configuration space of the class of systems examined is non-Euclidean. Specifically, application of this map in order to return a point from the outside to the boundary of the constrained manifold, defined by a unilateral constraint, leads to a curve with the shortest length among a special set of curves emanating from the outer point. These curves represent the straightest curves on a manifold and are known as autoparallels. In addition, the final curve selected crosses the boundary of the allowable motions in a normal way. In this way, the new return map is a gen-
eralization of the classical orthogonal projection operation performed in Euclidean spaces. Based on these ideas, a complete numerical algorithm was set up, providing the means to project points escaping from the constrained configuration manifold during the numerical integration, back to the set of allowable motions. Finally, these ideas were verified in the second part of this work, by presenting numerical results for a selected set of mechanical examples.

The return map developed can be applied to any discrete mechanical system subject to a set of bilateral motion constraints and a single unilateral constraint. A first possible step is to extend this map for handling cases with multiple impacts. This is a theoretically challenging subject, involving consideration of configuration manifolds with corners, having a large engineering importance [1,3,26]. Another useful extension is to embed this map into a complete time-stepping methodology, employed for the direct integration of the equations of motion of multibody systems with impacts. In particular, violation of a unilateral constraint during time integration is associated with interpenetration, which may occur during the numerical process but is not physically acceptable. In such cases, application of this map can provide appropriate values of the position and velocity, which can then be used as the pre-impact state of the class of dynamical systems examined. This, in turn, is a necessary step for the evaluation of the post-impact state and the subsequent return to a new smooth part of the motion.
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Abstract. Single-degree-of-freedom (SDOF) nonlinear oscillators are widely used for modelling systems with just one degree-of-freedom in addition to single mode approximations to structural elements such as beams and cables, as well as other multi-degree-of-freedom (MDOF) applications. In this work, an investigation of the behavior of SDOF nonlinear oscillators is carried out using the method of direct normal forms. So far, this method has only been considered as a theoretical technique used for solving limited nonlinear dynamical systems in which low orders of nonlinearities appear, involving quadratic and cubic nonlinearities. In this work, thanks to the implementation of symbolic computations, the method of direct normal forms is generalized for solving nonlinear SDOF systems with any order of polynomial (or geometric) weak nonlinearities. Using this new approach, the effect of any higher order nonlinear term, or any combination of nonlinear terms can be investigated. Backbone curve relations are obtained for a selection of example systems representing both hardening and softening systems, and the results are verified by comparing the approximate analytical solutions to numerical solutions generated using COCO numerical continuation toolbox in Matlab.
1 INTRODUCTION

Nonlinear normal forms method is a well-established technique for obtaining approximate solutions for nonlinear oscillators with various types of weak (typically smooth) nonlinearities. In principle, it can be used for either SDOF or MDOF problems; although for systems with more than a few degrees-of-freedom the algebraic complexity quickly escalates. It is also possible for the analyst to select certain resonant (or non-resonant) cases to study, by making one (or sometimes more) near-identity transforms [3]. The analytical basis of the technique is to use matrix algebra via a series of analytical steps that finally detect the desired resonances and can be used to find approximate solutions, such as so-called backbone curves, for the SDOF or MDOF system being considered.

While this method has the potential to be applied for a wide range of applications, it can generate large and complicated mathematical terms. As a result, it could be helpful to use symbolic packages, which can deal with such complex mathematical expressions and also offer the possibility of enhancing the accuracy of solution by increasing the number of terms truncated in the solution.

Another way to simplify such computations is to reduce the system order prior to computation. This is a pragmatic way to decrease the matrix sizes involved, however the size of the residual terms (i.e. those excluded by the reduction) should be estimated in order to ensure the accuracy of the final solution. Using a computation package, such as Maple software, makes it possible to build a highly structured code that can, in principle, solve for any order of nonlinearity and potentially a large number of nonlinear terms. In this work, the number of terms is limited to two.

The origin of the idea of normal form transformations is attributed to the work of Poincaré. Following this, the application of normal forms method for SDOF and MDOF is discussed widely in the literature. Notably the Hamiltonian normal form (and Birkhoff normal forms) were introduced for conservative dynamical systems [21], and are typically used to model undamped unforced applications in physics and engineering. The work of Arnold [22] did much to extend and promote the idea of normal form transformation in engineering mechanics. The normal form approach was extended to problems of forced and damped systems of coupled nonlinear oscillators by Jezequel and Lamarque, [24], and given recast in a perturbation framework by Nayfeh [25].

Because most mechanical vibration problems are naturally described by sets of second-order differential equations, a variant of the normal forms method applied directly to second order dynamical problems was first introduced by Neild and Wagg in [3]. The authors originally referred to this modified technique as ‘second order normal forms’. This approach will be used during the formulation and discussion in this work.
Compared with other techniques, the primary advantage of the direct normal forms is the ability of inherently computing the harmonics without pre-assuming any specific harmonic components included in trial solutions. Thus, no prior knowledge of the harmonic components in the response of the system is required and no additional complexity is needed when considering the harmonics. Furthermore, the process of direct normal forms can be formulated in a matrix-based manner, which makes its application more appropriate for the computer automation.

The direct normal form technique has been used in a number of conducted research works, investigating nonlinear dynamics of mechanical systems. Xin et al., [9], considered the SDOF nonlinear oscillators of polynomial-type nonlinearities using the direct normal form technique, their work involved investigation of velocities and displacements, whilst illustrating the contributions of the different polynomial nonlinearities in different forms to the system response by the resulting resonance response functions (RRFs).

Shaw et al. [23], studied the performance of the nonlinear vibration isolator using the direct normal form technique. The system was modelled as a SDOF oscillator with cubic and quintic nonlinear terms. The authors estimated a group of backbone curves of the nonlinear vibration isolator by considering its equivalent conservative system. Cammarano et al. [9] investigated the optimal load for the nonlinear energy harvester in the case of purely resistive loads. Their work was carried out both analytically and numerically, and the results showed that analytical solutions obtained using direct normal forms were in very close agreement with the numerical results within the frequency range of interest. The direct normal form technique was also applied to study the nonlinear dynamic behaviors of MDOF systems, see for example [9] and references therein.

However, in order to generalise the applications of direct normal forms, thanks to the implementation of Maple symbolic computations, this work focuses on studying SDOF nonlinear systems with higher orders of geometric nonlinearities. One reason for taking this approach is that, when attempting the direct normal forms analysis of such systems, usual hand calculations, can be extremely difficult as the number of terms included increases.

Due to the inherent nature of nonlinearities, the use of direct normal forms is not limited to nonlinear oscillators; many real-life engineering applications exhibit geometric, or even damping nonlinearities quite naturally. Therefore, the direct normal form technique has been used to study nonlinear beams, cables, shells, plates and multi-storey buildings - see [3] for detailed description of many of these applications. In this work, the direct normal forms method is used to analyse some SDOF oscillators with one, or two, geometric nonlinear terms. The application of this method, with the aid of symbolic computation algorithm, enables a robust computational method for the investigation of the dynamics exhibited by these types of oscillators using backbone curves.
2 DIRECT NORMAL FORMS METHODOLOGY

For the case of unforced vibrating systems, the technique is applied using four main consecutive steps:

Step 1: Linear modal transformation in order to decouple the linear terms.
Step 2: Derivation of the equation of motion for the nonlinear transformation.
Step 3: Applying the near-identity transform.
Step 4: Solving the resulting normal forms equation (or equations).

In addition, studying systems that are externally forced usually requires one further transformation, in which, any non-resonant forcing terms are to be excluded. Finally, damping term (usually viscous damping) is normally included within the nonlinear vector.

2.1 Computation of backbone curves using direct normal forms

Consider the case of nonlinear forced-damped SDOF oscillator, whose equation of motion may be written as:

\[ M \ddot{x}(t) + C \dot{x}(t) + K x(t) + N_\varepsilon(x, \dot{x}, r) = P_r, \]

where the over dots represent derivation with respect to time, \( x \) represents the physical displacements, \( M, C \) and \( K \) denote the mass, damping coefficient and linear stiffness respectively, \( N_\varepsilon(x) \) is the nonlinear restoring force, \( \varepsilon \) is used to denote smallness of the nonlinear terms, the amplitude of the forcing term is denoted by \( P_r \), and \( r \) is the forcing vector which can be written as \( r = \{ r_p, r_m \} \). Herein, both damping and nonlinear terms are assumed to be efficiently small compared to the linear stiffness and the forcing term, hence, more conveniently Eq. (2) can be rewritten as:

\[ M \ddot{x}(t) + K x(t) + \overline{N}_\varepsilon(x, \dot{x}, r) = P_r, \]

where \( \overline{N}_\varepsilon(x, \dot{x}, r) = N_\varepsilon(x, \dot{x}, r) + C \dot{x}(t) \)

As mentioned earlier, direct normal forms analysis is applied using four main steps, for convenience, only key parts of the analysis are to be discussed in this work while the complete detailed analysis of this type of systems is extensively discussed in [3]. Moreover, for the application of the direct normal form technique, the nonlinear terms are assumed to be expressed in a polynomial form in terms of \( x \).

From Eq. (1) all nonlinear terms are gathered in one term, \( \overline{N}_\varepsilon(x) \). Herein, both damping and nonlinear terms are assumed to be efficiently small compared to the linear stiffness and the forcing term, hence, more conveniently Eq. (2) can be rewritten as:

\[ M \ddot{x}(t) + K x(t) + \overline{N}_\varepsilon(x, \dot{x}, r) = P_r, \]

where \( \overline{N}_\varepsilon(x, \dot{x}, r) = N_\varepsilon(x, \dot{x}, r) + C \dot{x}(t) \).
Now, the application of direct normal forms begins, by writing Eq. (2) in its linear modal normal form, using the transformation \( x \rightarrow q \), simply by applying \( x = \Phi q \), where \( \Phi \) is the matrix containing the mode shapes, then, Eq. (2) becomes

\[
\ddot{q} + \Lambda q + \overline{N}_q (q, \dot{q}, r) = \mathbf{P}_q r,
\]

where \( \overline{N}_q (q, \dot{q}, r) = (\Phi^T M \Phi)^{-1} \Phi^T \overline{N}_x (\Phi q, \Phi \dot{q}, r) \), \( \mathbf{P}_q = (\Phi^T M \Phi)^{-1} \Phi^T \mathbf{P}_x \).

Herein, \( q = u + \varepsilon H(u) \) where \( u \) and \( H(u) \) are the fundamental and harmonic components of \( q \) respectively.

The assumed solution has the form

\[
u = u_p + u_m = \left( \frac{U}{2} e^{-i\phi} \right) e^{i\omega_n t} + \left( \frac{U}{2} e^{i\phi} \right) e^{-i\omega_n t},
\]

where \( U, \phi \) and \( \omega_n \) are the displacement amplitude, phase lag, and response frequency, respectively.

In order to complete the analysis, \( \overline{N}_q \), in view of Eq. (4), should be decomposed into two vector \( \mathbf{n}^* \) and \( \mathbf{u}^* \) where \( \mathbf{n}^* \) is a row vector contains the coefficients part and \( \mathbf{u}^* \) is a column vector represents the nonlinear functions of \( u \).

For the case of polynomial nonlinear terms (as appears in Eq. 2), the \( \ell^{th} \) element of \( \mathbf{u}^* \) may be written as

\[
u^*_\ell = u^*_{m,n} u^*_{m,n} \]

Where \( s_{p,\ell} \) and \( s_{m,\ell} \) are exponents of \( u_p \) and \( u_m \) in the \( \ell^{th} \) element of \( \mathbf{u}^*_{(j)} \) respectively. This step is symbolically done in the proposed algorithm for every term in \( \mathbf{u}^* \). In order to identify the resonant nonlinear terms retained in \( \mathbf{n}_{u(j)} \) from \( \mathbf{n}_{(j)} \), a vector \( \mathbf{\beta}_{(j)} \), is introduced, i.e.

\[
\mathbf{\beta}_{(j)n,\ell} = \left[ \sum_{n=1}^{N} (s_{p,j,\ell,n} - s_{m,j,\ell,n}) \omega_m \right]^2 - \omega_m^2
\]

Finding \( \mathbf{\beta}^* \) matrix is crucially important to complete the analysis, and it is performed symbolically with a series of iterative loops that capture the power indices in Eq. (5) and then substitute the result in Eq. (6).

The procedure discussed above is a short summary of the direct normal forms technique. In the following subsection, two examples of SDOF nonlinear oscillators are studied; the first example represents a SDOF conservative (unforced and undamped) oscillator with two different orders of geometric nonlinearities, whereas the second example is a SDOF oscillator with
viscous damping and harmonic forcing applied away from resonance. Lastly, the frequency response of a general system of a forced damped nonlinear oscillator with two types of geometric nonlinearities is studied. It is important to mention that all manipulations and solutions to be shown are computed using Maple symbolic computation packages with the aid of the COCO toolbox in Matlab for numerical comparisons and verifications.

2.2 SDOF conservative oscillator with various nonlinearities

Considering the following general formula for unforced, un-damped SDOF oscillator,

\[ \ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x^{\mu}(t) + \alpha_2 x^{\nu}(t) = 0, \]  

(7)

where \( \omega_n \) is the natural frequency of the system, \( \alpha_1 \) and \( \alpha_2 \) are arbitrary small coefficients for the nonlinear terms, \( \mu \) and \( \nu \) are the lower and higher orders of the nonlinear terms, respectively. Furthermore, in order to achieve stable energy levels, at least one of the nonlinear orders (i.e. \( \mu \) and \( \nu \)) should be an odd number, for detailed discussion of the potential functions and how they are used to study the stability level of the system refer to [3].

Using this approach it is possible to compare the results for different configurations of \( \mu \) and \( \nu \). Such systems with different parameters and orders of nonlinearities can be theoretically used for modelling some engineering applications. In principle, the symbolic computations method introduced in this work has the potential to be applied to general SDOF systems with any number of nonlinear terms. In order to test this method we start with two nonlinear terms described by Eq. (7) and increase the order, accordingly, it is possible to understand the capabilities and limitations of this method.

The following procedure illustrates the use of symbolic computations of a normal form method in order to solve Eq. (7) for \( \mu = 2 \) and \( \nu = 7 \), nevertheless, following the same procedure, it is possible to solve the equation for any other values, as long as at least one exponent is odd.

Direct normal forms analysis of such systems undergoes a series of transformations that involve complex mathematical manipulations, in this work the most important results are shown, focusing on the utilization of symbolic computation software, i.e. Maple. Rewriting Eq. (7) with \( \mu = 2 \) and \( \nu = 7 \), leads to

\[ \ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x^2(t) + \alpha_2 x^7(t) = 0, \]  

(8)

The first step is using Eq. (3) in view of Eq. (2) to make the linear modal transformation, in this step it should be noticed that for SDOF systems the transform is unity and \( x = q \), then

\[ \ddot{q} + \Lambda q + N_q(q) = 0, \]  

where \( \Lambda = \omega_n^2 \) and \( N_q(q) = \alpha_1 q^2 + \alpha_2 q^7 \) 

(9)
The second step is the near-identity transform, and for $\varepsilon = 1$, rewriting the nonlinear terms using $u$, one should obtain $N_q(u) = \alpha_1 u_1^2 + \alpha_2 u_1^7$ and $u_i = u_{pl} + u_{m1}$, thus

$$n_{(1)}(u) = n^* u^* (u_{pl}, u_{m1}) = \alpha_1 (u_{pl} + u_{m1})^2 + \alpha_2 (u_{pl} + u_{m1})^7$$  \hspace{1cm} (10)$$

Expanding Eq. (10), $n_{(1)}(u)$ will contain many terms (11 term in this case), these terms have to be primarily decomposed into coefficients and nonlinear functions vectors $n^*$ and $u^*$, respectively.

$$n^* = \begin{bmatrix} \alpha_1 & \alpha_1 & \alpha_2 & 2\alpha_1 & 7\alpha_2 & 21\alpha_2 & 35\alpha_2 & 35\alpha_2 & 21\alpha_2 & 7\alpha_2 \end{bmatrix}$$

$$u^* = \begin{bmatrix} u_{m1}^2 & u_{pl}^2 & u_{m1}^7 & u_{pl}^7 & u_{pl} u_{m1}^6 & u_{pl} u_{m1}^5 & u_{pl}^3 u_{m1}^4 & u_{pl}^4 u_{m1}^3 & u_{pl}^5 u_{m1}^2 & u_{pl}^6 u_{m1} \end{bmatrix}^T$$  \hspace{1cm} (11a, 11b)$$

As the number of nonlinear terms and their corresponding orders increase, or when considering higher order accuracy (i.e. $\varepsilon_2$, $\varepsilon_3$, ...) this initial step becomes harder to be manipulated by usual hand calculations. Symbolically, the proposed algorithm can be efficiently completed to do this step and produce $n^*$ and $u^*$ matrices.

Using the proposed symbolic algorithm, we have been able to study several SDOF oscillators with two weak nonlinearities of variable orders. The key point in applying direct normal forms, especially for SDOF problems, is the number of terms involved in the matrices. Table 1 shows the number of terms for cases of conservative nonlinear oscillators of various orders of nonlinearities, i.e. for different configurations of $\mu$ and $\nu$. Values in the highlighted cells represents the case when only one nonlinear term appears in the EOM.

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$\nu$</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>9</th>
<th>11</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>11</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>6</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>14</td>
<td>8</td>
<td>18</td>
<td>20</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td>21</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td>10</td>
<td>22</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td>21</td>
<td>23</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>22</td>
<td>12</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>17</td>
<td>19</td>
<td>21</td>
<td>23</td>
<td>25</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>18</td>
<td>20</td>
<td>22</td>
<td>24</td>
<td>25</td>
<td>14</td>
<td></td>
</tr>
</tbody>
</table>
The increasing number of terms appearing in Table 1 leads to additional difficulties for hand calculations to be performed. Importantly, more complex systems will lead to a higher number of terms; some examples of more complex cases include:

- the EOM involves viscous damping (in this case two additional terms are to be added to those in Table 1),
- the system contains more than two types of polynomial nonlinearities,
- solving the EOM for a higher order accuracy (i.e. $\varepsilon_2$)
- and when using the direct normal forms technique for MDOF systems,

all of the aforementioned cases can yield to a dramatic increase in the size of the matrices, thus, the mathematical complexity is also increased, these causes can justify turning to symbolic computation method.

In order to complete the analysis, by applying Eq. (6), $\beta^*$ can be written as

$$
\beta^* = \begin{bmatrix}
3\omega_i^2 & 48\omega_i^2 & 3\omega_i^2 & 48\omega_i^2 & -\omega_i^2 & 24\omega_i^2 & 8\omega_i^2 & 0 & 0 & 8\omega_i^2 & 24\omega_i^2
\end{bmatrix}
$$

(12)

It should be emphasized that, according to direct normal forms analysis, any zero value in $\beta^*$ matrix indicates the presence of a resonant term; while any nonzero value indicates a non-resonant or harmonic term.

The next step, illustrates the resulting coefficients of resonant terms $n_u^*$ and of harmonic terms $h^*$ for both resonant and non-resonant cases (refer to [3] for detailed analysis). In symbolic programming, this step is based on conditional loop manipulation for each element in $\beta^*$ with respect to $n^*$. The results are

$$
n_u^* = \alpha_2 \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 35 & 35 & 0 & 0
\end{bmatrix}
$$

(13a)

$$
h^* = \frac{1}{\omega_i^2} \begin{bmatrix}
\frac{\alpha_1}{3} & \frac{\alpha_1}{48} & \frac{\alpha_2}{3} & \frac{\alpha_2}{48} & -2\alpha_1 & \frac{7\alpha_2}{24} & \frac{21\alpha_2}{8} & 0 & 0 & \frac{21\alpha_2}{8} & \frac{7\alpha_2}{24}
\end{bmatrix}
$$

(13b)

If the analysis is only truncated to $\varepsilon_1$ accuracy, which regularly leads to acceptable inspection of the nonlinear effects of small nonlinearities, the final step is rewriting the transformed equation of motion. For the non-resonant case, Eq. (9) in $u$-transformed coordinate system becomes

$$
\ddot{u} + A u + n_u^* u^* = 0,
$$

$$
\ddot{u} + \omega_n^2 u + 35(u_{m1}^4 + u_{m1}^4) = 0,
$$

(14)
and the near identity transform is written as

\[ \mathbf{q} = \mathbf{u} + \mathbf{h}^* \mathbf{u}^*, \]

\[
\mathbf{q} = \mathbf{u} + \frac{1}{3\omega_{r1}^2} \left( \frac{\alpha_1 u_{m1}^2}{16} + \frac{\alpha_2 u_{m1}^2}{16} + \frac{\alpha_2 u_{m1}^7}{4} - 6\alpha_1 u_{p1} u_{m1} + \frac{7\alpha_2 u_{p1} u_{m1}^6}{8} + \frac{63\alpha_2 u_{p1} u_{m1}^5}{8} + \frac{63\alpha_2 u_{p1} u_{m1}^2}{8} + \frac{7\alpha_2 u_{p1} u_{m1}^6}{8} \right) \tag{15} \]

Substituting in the assumed solution Eq. (4), and solving the positive (or negative) complex exponential terms by exact balancing, one can get the equation of the backbone curve for this system, which is

\[ \omega_{r1}^2 = \omega_n^2 + \frac{35}{64} \alpha_2 U^6 \tag{16} \]

Following the same aforementioned procedure, one should be able of finding the backbone curve for any values of \( \nu \) and \( \mu \) in Eq. (7). One advantage of having a computer pattern in such case is the ability of doing several runs with different conditions. Table 2 shows the backbone curve obtained for the first four values of \( \nu \) when \( \mu = 2 \) for the \( \varepsilon_1 \) expansion. It is clear that a general pattern is repeated for the backbone equation found, so if \( \mu = 2 \) it could be generalized for any value of \( \nu \) that

\[ \omega_{r1}^2 = \omega_n^2 + \eta \alpha_2 U^{\nu - 1}, \quad \nu = 3, 5, 7, \ldots \tag{17} \]

Where \( \eta \) is a constant.

Table (2): Backbone curve equations of \( \varepsilon_1 \) accuracy for different values of \( \nu \) while \( \mu = 2 \)

<table>
<thead>
<tr>
<th>Value of ( \nu )</th>
<th>Equation of motion</th>
<th>Backbone curve equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( \ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x(t)^2 + \alpha_2 x(t)^3 = 0 )</td>
<td>( \omega_{r1}^2 = \omega_n^2 + \frac{3}{4} \alpha_2 U^2 )</td>
</tr>
<tr>
<td>5</td>
<td>( \ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x(t)^2 + \alpha_2 x(t)^5 = 0 )</td>
<td>( \omega_{r1}^2 = \omega_n^2 + \frac{5}{8} \alpha_2 U^4 )</td>
</tr>
<tr>
<td>7</td>
<td>( \ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x(t)^2 + \alpha_2 x(t)^7 = 0 )</td>
<td>( \omega_{r1}^2 = \omega_n^2 + \frac{35}{64} \alpha_2 U^6 )</td>
</tr>
<tr>
<td>9</td>
<td>( \ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x(t)^2 + \alpha_2 x(t)^9 = 0 )</td>
<td>( \omega_{r1}^2 = \omega_n^2 + \frac{63}{128} \alpha_2 U^8 )</td>
</tr>
</tbody>
</table>
Practically, for weak nonlinear case, the values of $\alpha_1$ and $\alpha_2$ should be small, typically less than unity, Fig. (1) shows the backbone curves for the conservative oscillators appearing in Table 2, using the following numerical values; $\alpha_1 = 0.2$, $\alpha_2 = 0.1$ and $\omega_n = \pi$ rad/s.

![Backbone curves for different values of $\nu$ and $\mu = 2$](image)

Furthermore, we could obtain the backbone curve relation truncated to $\varepsilon_1$ accuracy for any values of $\nu$ and $\mu$ in Eq. (7). Table 3 shows some examples of these results.

<table>
<thead>
<tr>
<th>Value of $\nu$</th>
<th>Value of $\mu$</th>
<th>Equation of motion</th>
<th>Backbone curve equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>5</td>
<td>$\ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x^3(t) + \alpha_2 x^5(t) = 0$</td>
<td>$\omega_{r1}^2 = \omega_n^2 + \frac{3}{4} \alpha_1 U^2 + \frac{5}{8} \alpha_2 U^4$</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>$\ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x^4(t) + \alpha_2 x^7(t) = 0$</td>
<td>$\omega_{r1}^2 = \omega_n^2 + \frac{35}{64} \alpha_2 U^6$</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>$\ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x^5(t) + \alpha_2 x^9(t) = 0$</td>
<td>$\omega_{r1}^2 = \omega_n^2 + \frac{5}{8} \alpha_1 U^4 + \frac{63}{128} \alpha_2 U^8$</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>$\ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x^6(t) + \alpha_2 x^9(t) = 0$</td>
<td>$\omega_{r1}^2 = \omega_n^2 + \frac{63}{128} \alpha_2 U^8$</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>$\ddot{x}(t) + \omega_n^2 x(t) + \alpha_1 x^7(t) + \alpha_2 x^{11}(t) = 0$</td>
<td>$\omega_{r1}^2 = \omega_n^2 + \frac{35}{64} \alpha_2 U^6 + \frac{231}{512} \alpha_2 U^{10}$</td>
</tr>
</tbody>
</table>
The following findings are noted:

- Any even nonlinearity found in the EOM is removed by the normal form transformation and does not appear in the backbone curve. This phenomenon is found in literature in terms of quadratic nonlinearity, here we generalise this finding for any even nonlinearity.

- Referring to Table 3 and comparing with Table 2, it is clear that the frequency detuning accompanied with direct normal forms resulted in, at least for $\varepsilon_1$ accuracy, a behavior similar to superposition regarding the final backbone curve expression.

- Some of these results are numerically verified using COCO numerical continuation toolbox in Matlab (see Fig. (3)), and acceptable agreement between analytical backbone curves and numerical backbone manifolds is seen.

In conclusion, in order to generalise the $\varepsilon_1$ backbone curve relation for any SDOF nonlinear oscillator with two types of nonlinearities, Eq. (7), in view of Table 1 and Table 2, provided that $\nu$ and $\mu$ are odd, the following relation can be obtained

$$\omega_{1}^{2} = \omega_{n}^{2} + \eta_{1} \alpha_{1} U^{\nu-1} + \eta_{2} \alpha_{2} U^{\mu-1}$$  (18)

Where $\eta_{1}$ and $\eta_{2}$ are constants directly related to the order of the nonlinearity, Table 4 shows the values of this constant for several orders of the nonlinear terms. Finally, as mentioned earlier, any even nonlinearity in the EOM will be removed by the normal form and will not appear in Eq. (18).

<table>
<thead>
<tr>
<th>Order of nonlinearity</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>9</th>
<th>11</th>
<th>13</th>
<th>15</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{1}$</td>
<td>3</td>
<td>5</td>
<td>35</td>
<td>63</td>
<td>231</td>
<td>429</td>
<td>6435</td>
<td>12155</td>
</tr>
<tr>
<td>$\eta_{2}$</td>
<td>4</td>
<td>8</td>
<td>64</td>
<td>128</td>
<td>512</td>
<td>1024</td>
<td>16384</td>
<td>32768</td>
</tr>
</tbody>
</table>

Using Eq. (18) and Table 4 it is possible to get the conservative backbone curve relation for any nonlinear oscillator with two different types of polynomial nonlinearities. As an example, if the EOM contains both cubic and quintic nonlinearities, i.e.

$$\ddot{x}(t) + \omega_{n}^{2} x(t) + \alpha_{1} x^{3}(t) + \alpha_{2} x^{5}(t) = 0,$$

then, the conservative backbone curve of $\varepsilon_1$ accuracy will be

$$\omega_{1}^{2} = \omega_{n}^{2} + \frac{3}{4} \alpha_{1} U^{2} + \frac{5}{8} \alpha_{2} U^{4}$$
2.3 Non-resonant Duffing oscillator with cubic nonlinearity

As an example of a more complex system, we now consider the system of a Duffing oscillator with cubic nonlinearity, viscous damping and forcing away from resonance where the ratio between the driving frequency and the natural frequency is \(1/3\) (i.e. \(a = 1/3\)),

\[
\ddot{x}(t) + 2\zeta \omega_n \dot{x}(t) + \omega_n^2 x(t) + \alpha x^3(t) = R \cos(\Omega t)
\]

Using the proposed direct normal forms technique applied symbolically, it is required to generate analytical conservative backbone curve equations for \(\varepsilon_i\) accuracy, and compare with forced (and lightly damped) response curves. The step by step procedure involves large matrices and algebraic terms, hence, only the key results are to be shown, while further results for matrix algebra manipulations can be found in Appendix 1. After applying direct normal forms analysis we get

\[
\frac{1}{4} \left[3\alpha U_1^3 + (24\alpha^2 + 4(\omega_n^2 - \omega_{\omega_1}^2))\cos(\omega_{\omega_1}t - \phi_1) + 2\alpha^3 \cos(\omega_{\omega_1}t) - 2\zeta \omega_{\omega_1} \omega_n U_1 \sin(\omega_{\omega_1}t - \phi_1) \right] = 0
\]

Where \(e = \frac{R}{2(\omega_n^2 - \Omega^2)}\).

Applying the suitable trigonometric identities, and then balancing the sines and cosines terms in Eq. (20) we get

\[
\zeta \omega_n \omega_{\omega_1} U = -\alpha^3 \sin(\phi_1) \tag{21a}
\]

\[
3\alpha^2 + \frac{3}{8} \alpha U_1^3 + \frac{1}{2}(\omega_n^2 - \omega_{\omega_1}^2) = -\alpha^3 \cos(\phi_1) \tag{21b}
\]

Hence, it is possible to use Eq. (21) to get an expression for \(U\) as a function of \(\omega_{\omega_1}\), therefore, computing the forced response curve analytically, this has been previously done in [3] by applying traditional hand calculations. In order to compare with our proposed symbolic computation method, the same problem has been solved in conservative case (unforced-undamped case), and the conservative backbone curve is computed using Eq. (18) and Table (4) and plotted in Fig. (2), along with the analytically computed forced-damped response curves for several values of \(R\) using Eq. (21). The numerical values chosen for this figure are \(\omega_n = 2\) rad/s, \(\zeta = 0.01\) and \(\alpha = 0.2\).
Figure (2) represents a typical backbone curve and response curves for any forced damped nonlinear system. From this figure, several important observations can be noticed; first of all, as the value of \( \alpha \) is positive, hardening behavior is clearly seen, in contrary, if \( \alpha \) is negative softening behavior will be noticed. Furthermore, as the figure shows the relation between natural frequency and amplitude, the backbone curves do not perfectly coincide with the manifolds, and this is due to the presence of damping. Finally, as the forcing amplitude \( R \) becomes higher, more matching between the backbone curves and their manifolds occurs.

Finally, in order to compare the frequency response of several nonlinear terms in combination, recall Eq. (5) in its forced damped case, that is

\[
\ddot{x}(t) + 2\zeta \omega_n \dot{x}(t) + \omega_n^2 x(t) + \alpha_1 x'(t) + \alpha_2 x''(t) = R \cos(\Omega t)
\]

Various values of \( \nu \) and \( \mu \) can be considered, the corresponding EOM can be studied using direct normal forms and analytical backbone curve relations are then obtained. Three cases are studied, linear oscillator and cubic-quintic oscillator in both hardening and softening cases (3-5 Hardening, 3-5 Softening). Figure 3 represents backbone equation for all previous cases along with their forcing manifolds obtained numerically using COCO. Figure 3 is generated using the numerical data: general parameters for all cases \( \omega_n = 2 \) Hz, \( \zeta = 0.05 \) and \( R = 1 \). In the case of hardening cubic-quintic oscillator \( \alpha_1 = 0.2 \) and \( \alpha_2 = 0.3 \). Finally, for softening cubic-quintic oscillator \( \alpha_1 = -0.2 \) and \( \alpha_2 = -0.3 \).
Figure 3 illustrates the effect of both hardening and softening nonlinear terms on the frequency response of the system; firstly, compared to the linear case, hardening polynomial nonlinearities shift the peak to the right whilst minimizing the maximum vibration amplitude of the system. On the other hand, softening nonlinear terms cause shifting to the left and maximizing the vibration amplitude. However, using Eq. (18) along with Table 4 it is possible to obtain the conservative backbone curves for SDOF oscillator with two nonlinear terms, and compare with the forced-damped frequency response computed numerically using COCO toolbox in Matlab.

3 CONCLUSION

In this work, the direct normal forms method is used to study the dynamical behavior of SDOF oscillators with higher orders of polynomial nonlinearities. Symbolic computations using Maple were implemented for the analytical solutions, where backbone curves expressions of $\mathcal{O}_0$ order were obtained and the results were verified using COCO numerical continuation toolbox in Matlab. A general formula for any SDOF nonlinear oscillator with two polynomial nonlinearities are obtained by computing high number of terms in the solution (refer to Table 1).

The overall truncated analytical results show good agreement with the numerical results, accordingly, extending the direct normal forms using symbolic computations can yield to some desired findings regarding the dynamics of the system. Although the proposed technique overcomes the mathematical complexities and enables fast analysis of SDOF nonlinear oscillators, its limited to weakly nonlinear systems where the nonlinear terms are modelled by polynomial terms in the EOM, so that the direct normal forms technique is applicable.
Overall, the work shows good insight regarding the implementation of symbolic computations when studying SDOF nonlinear oscillators, were we have been able to analytically compute the conservative backbone curves for any SDOF oscillator with two nonlinear terms.
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APPENDIX 1

Matrix manipulation of forced damped Duffing oscillator of cubic order nonlinearity, with forcing away from resonance.

\[
\begin{align*}
\mathbf{u}^* &= \begin{bmatrix}
    r_m^3 \\
    r_p^3 \\
    u_m^3 \\
    u_p^3 \\
    u_m r_p^2 \\
    u_p r_m^2 \\
    u_m u_p^2 \\
    u_m r_m r_p \\
    u_p r_m r_p \\
    u_m u_m r_p \\
    u_p u_m r_m \\
    u_p u_p r_p \\
    r_m \\
    r_p \\
    u_m \\
    u_p
\end{bmatrix}
\rightarrow \left( \mathbf{p}' \right)^2 = \omega_i^2 \\
\begin{bmatrix}
    0 \\
    a^2 - 1 \\
    0 \\
    a^2 - 1 \\
    0 \\
    a^2 - 1 \\
    a^2 - 1 \\
    8 \\
    0 \\
    0 \\
    0 \\
    0 \\
    9a^2 - 1 \\
    9a^2 - 1 \\
    a^2 - 4a + 3 \\
    a^2 - 4a + 3 \\
    4a(a - 1) \\
    4a(a + 1) \\
    a^2 - 1 \\
    4a(a - 1) \\
    a^2 + 4a + 3 \\
    4a(a + 1) \\
    a^2 + 4a + 3 \\
    a^2 - 1
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\mathbf{h}^* &= \frac{1}{\omega_i^2} \\
&= \begin{bmatrix}
    0 \\
    8 \\
    9 \\
    0 \\
    8 \\
    9 \\
    -9 \\
    0 \\
    0 \\
    0 \\
    0 \\
    0 \\
    16 \\
    16 \\
    8 \\
    8 \\
    27 \\
    27 \\
    8 \\
    8 \\
    27 \\
    27 \\
    8 \\
    8 \\
    27 \\
    27
\end{bmatrix}
\end{align*}
\]
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Abstract. Reduced order modeling for nonlinear geometric vibrations of thin-walled structures has been an active research subject in the last two decades due, in particular, to its advantage in significantly reducing the computational cost of determining the dynamic response. Two key issues of this modeling are the construction of the basis and the identification of nonlinear stiffness coefficients. The present study focuses on the basis construction and a systematic strategy is proposed to achieve it using data derived from the linear modes of the structure with some general information about the dynamic loading, e.g., cut-off frequency. Thus, the basis is applicable to a broad range of such dynamic loadings. A clamped-clamped straight beam is used to demonstrate the construction of bases according to the proposed strategy. A force distribution mapped from measured aerodynamic pressure distribution is used as loading for which both static and dynamic nonlinear responses are obtained at various levels, from weakly to very strong nonlinear, and from both finite element and reduced order models. This data is used to assess the constructed bases and validate the predictions of the ensuing reduced order models. It is shown that the constructed bases provide a very good representation of the finite element nonlinear structural responses and that the corresponding reduced order model lead to accurate predictions of these responses. The importance of adding out-of-band linear modes in the basis is also demonstrated.
1 INTRODUCTION

In the last two decades, reduced order modeling methods have been developed for the prediction of the nonlinear geometric vibrations of thin-walled structures [1-14]. As seen below, these methods require a notable number of nonlinear static solutions to be performed as part of the reduced order model (ROM) construction. Thus, they are not computationally efficient for determining the static response of the structure to a few different loads. Rather, the ROMs become valuable when there is a large number of nonlinear solutions needed, either when there are many different static loadings or more likely when determining long duration dynamic computations, e.g., for fatigue life prediction. The ROMs are also very desirable in multi-physics problems, see [15-17] for examples, both because many iterations may be needed between different physics solvers but also because of the ease of implementing the ROM governing equations in a non-structural solver. Reduced order models are also very valuable in uncertainty analyses, see [18-20] for example not only because of their computational efficiency but also because they provide a framework to globally introduce uncertainty which is challenging to do at the finite element level.

Of interest here are non-intrusive nonlinear reduced order models (ROMs), i.e., those built from data extracted from commercial finite element software, e.g., Nastran, Abaqus, etc., see [21] for a recent review. One advantage of non-intrusive reduced order models is the capability to handle complex geometry and boundary conditions of structures in engineering practice. Such reduced order models have been built for a large number of structures and their potential has been demonstrated, e.g., see [13, 22-25].

In the present nonlinear reduced order models, the nonlinear structural displacements of the finite element model \( u(t) \) are represented as

\[
 u(t) = \sum_{n=1}^{N} q_n(t) \phi^{(n)}(t),
\]

where \( q_n(t) \) are the time-dependent generalized coordinates and \( \phi^{(n)} \) are the basis functions. Assuming the material is linearly elastic following a Kirchhoff – Saint Venant constitutive equation, the governing equation of the nonlinear reduced order model can be obtained using the Galerkin approach, see [7] for details, as (summation over repeated indices implied)

\[
 M_{ij} \ddot{q}_j(t) + D_{ij} \dot{q}_j(t) + K^{(1)}_{ij} q_j(t) + K^{(2)}_{ijl} q_l(t) q_j(t) + K^{(3)}_{ijlp} q_j(t) q_l(t) q_p(t) = F_i(t)
\]

\( i = 1, 2, \ldots, N, \)

(2)

where \( M_{ij} \) denotes the elements of the mass matrix, \( K^{(1)}_{ij} \), \( K^{(2)}_{ijl} \), and \( K^{(3)}_{ijlp} \) are the linear, quadratic, and cubic stiffness coefficients, and \( F_i = \phi^{(i)}(i)^T F \) is the modal force associated with mode \( i \). The damping matrix \( D_{ij} \) is added to collectively represent various energy dissipation mechanisms. One commonly used damping model, as adopted in the present paper, is the Rayleigh damping model, defined as

\[
 D_{ij} = \alpha M_{ij} + \beta K^{(1)}_{ij} ,
\]

(3)

where \( \alpha \) and \( \beta \) are the Rayleigh damping coefficients.
In non-intrusive reduced order models, the ROM matrices in Eq. (2) are identified using data from commercial finite element software. The computation of the linear matrices, i.e., the mass and the stiffness, is straightforward once their finite element counterparts are extracted from the finite element software. Specifically, the matrices $M$ and $K^{(1)}$ are obtained as the projection on the basis $\Phi = \{q^{(1)}, q^{(2)}, \ldots, q^{(N)}\}$ of the finite element mass ($M^{(FE)}$) and linear stiffness ($K^{(FE)}$), i.e.,

$$
M = \Phi^T M^{(FE)} \Phi \quad \text{and} \quad K^{(1)} = \Phi^T K^{(FE)} \Phi .
$$

(4)

The damping matrix can then be computed using the Rayleigh damping model.

The evaluation of the nonlinear stiffness coefficients has to proceed differently since the global nonlinear stiffness operator is typically not computed/not available in a commercial finite element code. In one proposed approach, the displacement-force method [6,7], a set of designed static displacements are imposed to the structure and the corresponding nonlinear forces are obtained from the finite element code. They are then used to compute the corresponding modal forces $F_i$. Finally, imposing the same modal displacements and modal forces to the ROM governing equation, Eq. (2), leads to the conditions

$$
K^{(1)}_{ij} q_j + K^{(2)}_{ij} q_j q_l + K^{(3)}_{ijlp} q_j q_l q_p = F_i
$$

(5)

which can be used to determine the stiffness coefficients $K^{(2)}_{ij}$ and $K^{(3)}_{ijlp}$. By an appropriate selection of imposed displacements, the coefficients to be identified can be divided into a number of smaller (including up to three modes) groups and identified separately, see [6,7] for details.

When the basis of a ROM is large, this displacement-force method requires a large number of static solutions, i.e., $O(N^3 / 6)$. To resolve this issue, a method using the tangent stiffness matrix, denoted as $K^{(T)}$, instead of the force in the identification has been developed [13]. This displacement-$K^{(T)}$ method relies on the availability of the tangent stiffness matrix for each imposed displacement. Once this matrix has been obtained, it is projected on the basis, as in Eq. (4), and then matched to its ROM counterpart of $iu$ element given by

$$
K^{(T)}_{iu} = \frac{\partial F_i}{\partial q_u} = K^{(1)}_{iu} + K^{(2)}_{iju} q_j + K^{(3)}_{iju} q_j q_l : q_p ,
$$

(6)

The advantage of this approach is that an $N \times N$ matrix (the tangent stiffness matrix) is obtained for each solution, thereby leading to a reduction of the computational effort to $O(N^2 / 2)$.

In principle, the nonlinear stiffness coefficients should be independent of the imposed displacements used to identify them. However, due to difference the nonlinear formulation between the ROM and most commercial finite element software, it is observed that the identified stiffness coefficients exhibit variations with respect to the amplitude of the displacements used. To counteract this dependence, a multi-level identification method has been developed to find the optimal displacement level for each nonlinear stiffness coefficient [26].

The above discussion has focused on the identification of the nonlinear stiffness coefficients but another key issue is the selection of the basis. The basis determines how well the ROM represents nonlinear responses of the structure, while the nonlinear stiffness coefficients dictate
the nonlinear geometric effects due to the large deformation of the structure. Together they determine the accuracy of the ROM predictions.

A significant feature of the nonlinear geometric response of thin-walled structures is the in-plane displacements due to the large transverse deformations associated with the “membrane stretching” effect. These in-plane displacements, which are typically higher frequency/higher strain than their transverse counterparts, play an important role in the nonlinear stiffening and thus must be properly accounted for by the nonlinear ROM. In this discussion, the transverse direction is formally defined as the direction normal to the thin-wall surface, and the two in-plane directions in general are defined as two orthogonal directions on the surface perpendicular to the transverse direction. Thus, the transverse and in plane directions would then change with location on the structure when curvature is present. To avoid this situation, the transverse and in plane directions will here be defined for panels with shallow curvature as those associated with the fixed, flat, mean surface.

In previous non-intrusive nonlinear ROM investigations, two types of approaches have been used to construct the ROM basis, see [21] for discussion. One approach, termed the implicit condensation and expansion method [5], uses a basis composed of linear modes that captures well the transverse component of the displacements. The in plane displacements are not directly modeled, they are assumed statically condensed on the linear modes and thus their effects are accounted for through changes of the nonlinear stiffness coefficients. If desired, e.g., to estimate the stresses, the in plane displacements can be recovered in the expansion component of the method.

The second strategy to construct the ROM basis seeks to represent all components, transverse and in plane, of the displacement field. Such a basis is formed by enriching the linear modes that would be used in the absence of nonlinear effects with a set of additional basis functions, such as dual modes [7], higher order linear modes (see [21]), other modal derivatives [27]. The dual modes, used in the sequel, are extracted from a set of nonlinear static solutions corresponding to loadings that would induce in the linear case displacements that are along one or two of the selected linear modes. The corresponding forces on the finite element mesh are thus of the form

\[ E_{ij,s}^{(FE)} = K^{(FE)} \left[ \pm \alpha_{ij,s} (\phi_i \pm \phi_j) / 2 \right], \]

where \(i\) and \(j\) are the indices of the two modes (the case \(i = j\) emulates the single mode case). In this equation, \(\alpha_{ij,s}\) are a set of scaling factors selected so that the corresponding structural response spans a given range of levels. Once these responses have all been determined, the transverse components of this data are first removed by making the displacements orthogonal to the linear modes selected. Next, a proper orthogonal decomposition (POD) analysis is carried out and POD eigenvectors with desired features (see section 2) are retained as dual modes.

While the final measure of the appropriateness of a basis is the accuracy in the matching of predictions from the ROM and from the underlying finite element model, this measure is also affected by the estimation of the nonlinear stiffness coefficients, which may be inaccurate, see [28]. An intermediate validation of the basis can be performed by quantifying how well the basis represents the displacement field obtained from the finite element model. This task can be achieved through the representation error defined as

\[ e_{re} = \frac{\| u_{basis} - u_{FE} \|}{\| u_{FE} \|} \times 100\%, \]
where \( u_{FE} \) is a nonlinear structural displacement predicted by the finite element software, and \( u_{basis} \) is its best approximation given the basis in the least squares sense, i.e.,

\[
    u_{basis} = \Phi \cdot q_{proj},
\]

where \( q_{proj} \) is the vector of projection coefficients of the finite element displacement on the basis. It should be noted that the representation error can be evaluated for the entire displacement field or any subset thereof. In fact, it will be convenient in the sequel to determine separately representation errors of the transverse and in plane displacement. For such computations, the projection is still performed overall displacements but the computation of \( e_{re} \) is limited to the displacements chosen.

2 SYSTEMATIC PROCEDURE FOR DUAL MODES BASIS CONSTRUCTION

Since its introduction[3], the dual modes methodology has been used to form the ROM basis for 35 different structural models, see [3,4,7,11-13,15-17, 21-26] and references therein, ranging from simple structures to rather complex ones (e.g., the 9-bay panel of [13]. Over the years the methodology has slightly evolved and has been refined. This section presents an up-to-date, detailed nonlinear ROM basis construction procedure, starting with the selection of the linear modes and the determination of the associated duals.

As stated in the introduction, nonlinear ROMs are most valuable for dynamic analyses, multi-physics problems, and/or uncertainty quantification and propagation efforts owing to their overhead in nonlinear static solutions. The latter two situations may require specific considerations on the basis construction and thus are not covered here where the focus is on the dynamic response to a persistent loading in the frequency band \([0, f_{cutoff}]\) where \( f_{cutoff} \) is a frequency low enough that (i) the natural frequencies of the linear system are reasonably well separated (this requirement is also applicable for linear ROMs) and (ii) the modes excited are primarily transverse.

As is well known and will be further shown in Section 3, the nonlinear response of structures evolves, and not just by a scaling, as the loading level increases. It is thus desirable to set a limit on what level of displacements the basis will be expected to represent well. If there is no problem specific limit, it is suggested here that the maximum displacement be set from first failure of the structure. Higher levels could be set if the desired application of the ROM is to crack initiation and propagation till ultimate collapse. First failure for clamped thin walled structures that we have considered occurs often when the peak displacement is of the order of a few (say 3-5) thickness.

With the above conditions, the construction of the ROM basis proceeds as follows.

(A) Selection of the Linear Modes

The selection of the relevant linear modes is the first step of the basis construction. At the very least, this set should include the linear modes that would be used in the linear case, i.e., those in the band \([0, f_{cutoff}]\). This set may not be sufficient however. Energy transfer between in-band and out-of-band modes is well known to exist and can occur in particular “statically” through modal interactions rooted in the nonlinear stiffness coefficients as well as “dynamically”, e.g., internal resonances, see section 3 and [29] for ROM-based examples. The former interaction is detectable in particular in the construction of the duals, see step C below, but the latter is more difficult to predict a priori. A safer approach for the latter would then be to include modes in a broader band \([0, p f_{cutoff}]\) where \( p \) is a factor larger than 1. Given the cubic nature of the nonlinearity, the value \( p = 3 \) is used in section 3. In this regard, note that “strong nonlinear
events”, e.g., local buckling, global buckling, snap-through, may necessitate a finer mode selection to be well captured.

(B) Generation of Data for Dual Modes Determination

As discussed in section 2, the dual modes are extracted from static finite element solutions in which the loading is of the form of Eq. (7). In principle, all (non repeating) combinations of i and j should be considered, including i = j. Proceeding in this manner will lead to \( O(N_f^2 / 2) \) combinations and sets of static solutions where \( N_f \) denotes the number of linear modes selected in step A above. For complex structures/large models, this number of combinations may be excessively large, especially assuming that some dual modes will be taken for each combination.

In seeking a reduction of this effort, it is noted that not all combinations are as important. From the derivation in [7], it is concluded that the combinations that involve the largest responding modes are those producing the most important dual modes. Assuming that such information is available or can be estimated, one could split the linear modes into three groups: group 1 of which all combinations are taken (i.e., “dominant modes”), group 2 which are considered in combination each with a group 1 mode, and group 3 which are not included in any combination.

In the past, the split between these 3 groups has been made based on the linear response and this has worked well except for the beam of [23] and the 9-bay panel of [13] in which a linear mode with very little linear response has a much larger one in the nonlinear case. Such cases could be detected from the set of nonlinear stiffness coefficients of the linear modes only which can already be identified. Such a detection is currently investigated. Another strategy is to check as the dynamic response is computed that the split of modes is indeed correct and to modify the basis if it is found that the assumed split is not appropriate.

In the above spirit, the example of section 3 will consider all modes in-band to belong to group 1 and those out-of-band to belong to group 3 based on the expectation that the in-band modes will contribute notably more than the out-of-band ones. Should an internal resonance involving an out-of-band mode be suspected, this mode should be included in group 1 (see discussion of [29]).

In closing this discussion, it is worthwhile to comment on the factor of 1/2 appearing in Eq. (7). As written, the linear responses induced by the forces of Eq. (7) are

\[
\mathbf{u} = \pm \alpha_{ij,s} \left( \phi_i + \phi_j \right) / 2
\]

and thus these displacements involve both significantly (equally) the 2 modes. As time progresses, the ratio of the responses of modes i and j will vary and thus no fixed number is likely to characterize their relative importance. Assuming them equal, as in Eq. (10), is thus meant as inducing a representative interaction. In fact, an earlier version of Eq. (7) [7] used the finite element mass matrix instead of the stiffness one. This gives rise to static linear displacements

\[
\mathbf{u} = \pm \frac{\alpha_{ij,s}}{2} \begin{bmatrix} \phi_i & \phi_j \end{bmatrix} \begin{bmatrix} \omega_i^2 & 0 \\ 0 & \omega_j^2 \end{bmatrix}^{-1} \begin{bmatrix} \phi_i \\ \phi_j \end{bmatrix}
\]

which differ from Eq. (10) by the relative scaling of the two modes involved which involves the two linear natural frequencies \( \omega_i^2 \) and \( \omega_j^2 \). Very good bases were also constructed from the corresponding nonlinear static responses.

(C) Selection of the Dual Modes

The dual modes are constructed using the above nonlinear displacement data from each combination, one after another in a loop over all combinations. The default order of the
combinations in the loop is determined by sorting the summations of the squares of the natural frequencies of the two modes in each of the combinations, which is an indication of the combined stiffness of the two modes, from the smallest to the largest. The smaller the summation is, the larger the effect of that combination of two modes on the in-plane deformation may be expected.

Overall, the dual modes will be selected as eigenvectors of POD analyses of the data generated in step B, each combination in turn, but not necessarily the eigenvectors with largest eigenvalues. Rather the necessary eigenvectors are those that lead to a good capturing of especially the in-plane displacements which are significantly larger for nonlinear responses than they are for linear ones owing to the membrane stretching effect. In the past, see for example [7,13,21], this selection was performed based on a strain energy measure associated with each eigenvector based on the expectation that in-plane motions are stiffer, typically much stiffer than their transverse components. Then, as many of the large strain POD eigenvectors would be taken for each combination as necessary to capture well each of the responses generated for that combination. A slightly different strategy is described below that effectively leads to the same dual mode selection but is more systematic. It relies on prescribed representation error thresholds for the transverse and in-plane displacements, \( \varepsilon_{re,thr}^T \) and \( \varepsilon_{re,thr}^L \). In our past investigations, as well as in section 3, these thresholds were set to 1%.

Then, the dual construction is divided in the following sub-steps.

(a) The first sub-step focuses on confirming or completing the linear mode basis. At the beginning of the loop, the basis consists of linear modes only. Then, the response data for each combination is projected on the current set of linear modes and the corresponding representation errors of the transverse displacements, \( u_{re}^T \), are computed. If these errors are below the threshold \( \varepsilon_{re,thr}^T \), then no action is taken. If one or more is above this threshold, then two options are possible. The first one is to add more linear modes to be basis, specifically those that are most present in the transverse components of \( u_{basis} - u_{FE} \). The second option is to enrich the basis during step (c).

(b) For each combination in the loop starting with the first, the set of nonlinear displacements are made orthogonal to the set of linear modes, including those obtained in sub-step (a) if applicable. Then, a proper orthogonal decomposition (POD) of this set of displacement residuals is carried out and step (c) follows.

(c) For all quantities of interest, e.g., total displacement, individual displacement components, the representation error of the set of nonlinear responses for the current combination by the current basis - including transverse modes and dual modes constructed from previous combinations if any - is computed. If any of these errors is larger than its pre-defined threshold, then one or more POD eigenvector will be added to the current basis. To select which one is most appropriate, each POD eigenvector is added to the current basis individually and the representation error of the set of displacements by this temporary new basis is computed. The POD eigenvector which gives the largest reduction of representation error is taken as a dual mode and added to the current basis, which is then updated. This is repeated for the current combination with the rest of the POD eigenvectors until all representation errors are below their respective thresholds. Note that if a threshold is set for the representation error of the transverse displacement, adding appropriate POD eigenvectors to satisfy this threshold is the alternate option to the addition of linear modes discussed in sub-step (a). A comparison of these two options for a beam example is presented in Section 3.
The basis is updated, then sub-steps (b) and (c) are carried out for the next combination. After going through all the combinations, the construction of the basis is finished, and the ROM basis is obtained.

3 BEAM EXAMPLE

3.1 ROM of a clamped-clamped beam

An isotropic straight beam is used to exemplify the systematic procedure described above for the basis construction. Note that the flat character of the beam and its uniform properties through the thickness imply that transverse and in plane set of modes are decoupled from each other which will allow sharper conclusions to be drawn. The beam is of rectangular cross section and clamped at both ends, and its geometric and material properties are listed in Table 1.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>0.2286 m</td>
</tr>
<tr>
<td>Width</td>
<td>1.2696e-2 m</td>
</tr>
<tr>
<td>Thickness</td>
<td>7.8765e-4 m</td>
</tr>
<tr>
<td>Density</td>
<td>7867.3 kg/m³</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>2.05e+11 Pa</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>8.00e+10 Pa</td>
</tr>
</tbody>
</table>

Table 1: Properties of the clamped-clamped straight beam.

A finite element model of this beam was constructed in Nastran using 40 beam ("CBEAM") elements. The beam span is along the x-direction, and the transverse direction is the z-direction which is along the thickness of the beam.

For the basis construction, it is assumed that the cut-off frequency of the loading is $f_{cutoff} = 500 \text{ Hz}$. For this clamped-clamped beam, the nonlinearity can be measured by its maximum transverse displacement in terms of the beam thickness, $h$, and the target for the basis is to represent the nonlinear displacements up to $u_{\text{max}} = 3h$, which is the failure level for the load defined below, with an error less than or equal to 1% in both transverse and in plane directions.

Following the proposed procedure, the six linear transverse modes within the band of $[0.3 f_{cutoff}]$ were taken as the initial transverse modes of the basis. Their natural frequencies are listed in Table 2.

<table>
<thead>
<tr>
<th>Mode</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hz</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural frequency</td>
<td>79.1</td>
<td>218.0</td>
<td>427.3</td>
<td>706.2</td>
<td>1054.8</td>
<td>1472.9</td>
</tr>
</tbody>
</table>

Table 2: Properties of the clamped-clamped straight beam.

For the dual modes, the combinations of the first three transverse modes in the excitation band are considered (i.e., they are part of group 1) while the out-of-band modes are not considered at all (they form group 3). Thus, the number of combinations is 6. For each combination, a set of 14 pairs (positive and negative) of forces are generated by Eq. (7), and the corresponding nonlinear static displacements are computed with Nastran. The values of the coefficients $a_{ij,s}$ were selected so that the corresponding displacement fields span the domain $u_{\text{max}} \in [-3h, -0.1h] \cup [0.1h, 3h]$ as uniformly as possible. The dual modes were constructed by
proceeding through the 6 combinations in the order stated in section 2, i.e., [1-1, 1-2, 2-2, 1-3, 2-3, 3-3], where the numbers are the indices of the transverse modes in Table 2.

From step (1) of the procedure, it is found that the six linear transverse modes are not enough to satisfy the 1% criterion for the representation error in the transverse direction, and the two options as described in sub-steps (Ca) and (Cc) are implemented. With the option of adding more linear transverse modes (Ca), a 20-mode basis is constructed which consists of the initial 6 linear modes, additional 4 linear modes, and 10 duals (Basis 10L10D). With the option of adding POD eigenvectors (Cc), a 18-mode basis is constructed which consists of the initial 6 linear modes and 12 dual modes (Basis 6L12D) where two of the dual modes are accounting for the transverse error. Owing to the decoupling of in plane and transverse basis functions, the 10 in plane duals of the two bases are essentially the same.

Two more bases will be considered which are reductions of ones above. In the first, the 2 transverse dual modes of the 6L12D basis or the 4 additional linear modes of the 10L10D are moved leading to a 6L10D basis. For the final basis, the 3 out-of-band linear modes are removed resulting in a 3L10D basis.

3.2 Load case for basis assessment and ROM validation

The aerodynamic pressure distribution measured on a panel [30], as shown in Fig. 1(a), is mapped on the beam yielding the normalized pressure distribution of Fig. 1(b) and (1c). This spatial distribution was multiplied by a bandlimited white noise of cut-off frequency of 500 Hz scaled to different sound pressure levels to produce the dynamic loading to assess the adequacy of the basis and to validate the ROM predictions.

The modal forces along the six transverse modes selected corresponding to this load are listed in Table 3. All the modes have non-zero modal forces; the first mode has the largest value but modes (in decreasing order) 3, 5, and 2 have large/non-negligible values as well.

<table>
<thead>
<tr>
<th>Mode</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modal force</td>
<td>127.31</td>
<td>-20.31</td>
<td>-53.08</td>
<td>-3.37</td>
<td>31.16</td>
<td>-0.84</td>
</tr>
</tbody>
</table>

Table 3: Modal forces of the transverse modes.

3.3 Basis assessment

Nonlinear static and dynamic response data was generated from Nastran with the above loading for the assessment of the four bases constructed. For the static data, the force was scaled at 14 different levels to achieve maximum displacements from very small to 4.3 thicknesses. For the dynamic data, three overall sound pressure levels (OASPLs) of 110dB, 125dB, and 130dB, were considered and 5-second response time histories were obtained at the time step of $5 \times 10^{-5}$ second for a total of 100,000 time steps. The standard deviation of the steady-state response of transverse displacement at the center point of the beam, where the maximum displacement is observed, is about 0.50, 0.88, and 1.85 thicknesses for the three load levels, with corresponding maximum values of 1.34, 3.57, and 5.30 thicknesses, respectively.

For the assessment of the two constructed bases, the representation error of the transverse ($\epsilon_{re}^{T}$) and in plane ($\epsilon_{re}^{I}$) displacement components were computed using the static and the dynamic response data.
Figure 1. Spatial distribution of the force on the beam, mapped from experimental measurement of aerodynamic pressure distribution on a flexible panel. (a) measured pressure distribution on a panel [24]); (b), (c) mapped force distribution on the beam.

In addition, for the static data, the error in recovering the first eigenvalue of the tangent stiffness matrix of the beam at a deformed position is also computed as

\[ \varepsilon^{K_0} = \left| \frac{\lambda_{F_E}^{K_0} - \lambda_{F_E}^{\text{basis}}}{{\lambda}_{F_E}^{\text{basis}}} \right| \times 100\%, \]  

(12)

where \( \lambda_{F_E}^{K_0} \) and \( \lambda_{F_E}^{\text{basis}} \) are the first eigenvalues of the tangent stiffness matrix of the finite element model (directly computed in Nastran) and that of the basis which is obtained by projecting the finite element tangent stiffness matrix on the basis, respectively.

The values of the errors \( \varepsilon_{T,E}^{K_0}, \varepsilon_{T,E}^{J}, \) and \( \varepsilon_{J}^{K_0} \) are shown in Table 4 for all 4 bases described in section 3.1 for static displacement levels of 2.0, 3.0, and 4.1 thicknesses. For each basis, two reduced bases are generated, the first one removing the dual modes or the higher-order linear modes and the second one further removing the three linear modes out of the excitation band.
which are common to the two bases. The three error for the reduced bases is then computed and listed in Table 4 as well.

From this data, it is seen that the two “full” bases, 6L12D and 10L10D, both have very good (small) representation errors, even at the displacement level of 4.1 thicknesses which is beyond the 3 thicknesses used as maximum displacement for the basis construction. All errors are below 1%, consistently with the 1% threshold set for the basis construction. This suggests the displacement data used in the basis construction is sufficient.

Consider next the 6L10D basis which has the same in plane basis as the 6L12D and 10L10D models. Accordingly, it has the same in plane error $e_{re}^T$ but higher transverse representation and eigenvalue errors exceeding in fact the 1% threshold level for the highest loading. Reducing the number of linear modes to 3, i.e., the 3L10D basis yields further increases in the transverse and eigenvalue errors. This finding is not surprising given the notable modal force on linear mode 5.

<table>
<thead>
<tr>
<th>$\mu_{\text{max}}$</th>
<th>$e_{re}^T$</th>
<th>$e_{re}^I$</th>
<th>$e_{Kt}^I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0h</td>
<td>0.04%</td>
<td>0.03%</td>
<td>0.010%</td>
</tr>
<tr>
<td>3.0h</td>
<td>0.05%</td>
<td>0.04%</td>
<td>0.001%</td>
</tr>
<tr>
<td>4.1h</td>
<td>0.02%</td>
<td>0.04%</td>
<td>0.031%</td>
</tr>
<tr>
<td>2.0h</td>
<td>0.03%</td>
<td>0.04%</td>
<td>0.059%</td>
</tr>
<tr>
<td>3.0h</td>
<td>0.15%</td>
<td>0.04%</td>
<td>0.215%</td>
</tr>
<tr>
<td>4.1h</td>
<td></td>
<td>0.04%</td>
<td>0.485%</td>
</tr>
<tr>
<td>2.0h</td>
<td>0.38%</td>
<td>0.03%</td>
<td>0.676%</td>
</tr>
<tr>
<td>3.0h</td>
<td>0.79%</td>
<td>0.04%</td>
<td>0.560%</td>
</tr>
<tr>
<td>4.1h</td>
<td>1.27%</td>
<td>0.04%</td>
<td>2.315%</td>
</tr>
<tr>
<td>2.0h</td>
<td>1.39%</td>
<td>0.03%</td>
<td>1.932%</td>
</tr>
<tr>
<td>3.0h</td>
<td>2.51%</td>
<td>0.04%</td>
<td>3.345%</td>
</tr>
<tr>
<td>4.1h</td>
<td>3.55%</td>
<td></td>
<td>4.057%</td>
</tr>
</tbody>
</table>

Table 4: Representation errors of the nonlinear static displacements at various levels by the various bases.

Listed in Tables 5 and 6 are listed the comparison of the means and standard deviations of the transverse and in plane representation errors computed from the dynamic data. From this standpoint, both of the full bases perform very well, except for the standard deviation of the in plane displacement at 130dB. However, it should be noted that at this load level the maximum displacement is 5.30 thicknesses, far above the level which the constructed bases are expected to perform well.

The reduced bases have similar behavior to the static data which is actually surprising because one would expect that the out-of-band modes, be it modes 4, 5, 6, or the extra 4 linear modes in the 10L10D model or finally the 2 transverse duals of the 6L12D, would have only a very small effect on the response which is dominated by its in-band behavior. This finding already suggests that the out-of-band modes will play an important role in the dynamic predictions discussed in the ensuing section.

<table>
<thead>
<tr>
<th>OASPL</th>
<th>$\mu_{\text{std}}$</th>
<th>$e_{re}^T$</th>
<th>$e_{re}^I$</th>
<th>$e_{re}^I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>110dB</td>
<td>0.50h 0.88h 1.85h</td>
<td>0.50h</td>
<td>0.88h</td>
<td>1.85h</td>
</tr>
<tr>
<td>125dB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>130dB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.006% 0.020% 0.052%</td>
<td>0.121%</td>
<td>0.331% 0.762%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.002% 0.018% 0.032%</td>
<td>0.121%</td>
<td>0.331% 0.762%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.037% 0.174% 0.337%</td>
<td>0.121%</td>
<td>0.331% 0.762%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.198% 1.051% 1.882%</td>
<td>0.121%</td>
<td>0.331% 0.762%</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Mean of representation errors of the nonlinear dynamic displacements at various load levels by the various bases.
<table>
<thead>
<tr>
<th>OASPL</th>
<th>$\nu_T^{re}$</th>
<th>$\nu_L^{re}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>110dB</td>
<td>0.50h</td>
<td>0.50h</td>
</tr>
<tr>
<td>125dB</td>
<td>0.88h</td>
<td>0.88h</td>
</tr>
<tr>
<td>130dB</td>
<td>1.85h</td>
<td>1.85h</td>
</tr>
</tbody>
</table>

Table 6: Standard deviation of representation errors of the nonlinear dynamic displacements at various load levels by the various bases.

3.4 ROM validations

The stiffness coefficients of the two full bases (6L12D and 10L10D) were identified using the multi-level displacement- $K^{(T)}$ method [26]. This effort also provides the stiffness coefficients of the 6L10D and 3L10D by eliminating the coefficients relating to deleted modes. The static and dynamic prediction from these four ROMs were then compared to the corresponding Nastran predictions.

The ROM-Nastran comparisons for the static case are shown in Figs 2 and 3. Shown in Fig. 2 are the transverse displacements at the center of the panel and the in-plane displacements at the left and right quarter points. Moreover, shown in Fig. 3 are the entire displacement field at three load levels. Clearly, the matching between the 6L12D or 10L10D ROM predictions and their Nastran counterpart is excellent.

Figure 2. Static displacements at the center and the two quarter points as function of load scale. ROM6L12D (left column), ROM10L10D (right column) vs. Nastran. (a) Transverse and (b) in plane displacement.
The validation of the ROMs in the dynamic case started with an assessment of the bases to represent the Nastran data. This was done by projecting this data at each time step on the 6L12D and 10L10D bases at the three OASPLs, then summing the modal contributions as in Eq. (9) to reconstruct the full displacement fields. As shown in Figs 4-6, the power spectral densities (PSDs) of the reconstructed displacements labeled as “Basis” in these figures matched nearly identically their Nastran counterparts. These results demonstrate that the bases are very good.

While computing the ROM dynamic responses at the three different sound pressure levels, it was observed that these predictions are sensitive to the identified nonlinear stiffness coefficients, especially those which are known to be usually poorly identified (see [28] for discussion). To minimize, but not eliminate, this sensitivity the ROMs were “cleaned” [28] zeroing out most of the poorly identified coefficients, many of which are expected to be zero by symmetry. This operation allows a good comparison between different bases and, as will be seen below, still leads to an excellent match with the Nastran predictions.

The dynamic responses of the four ROMs were then computed at the three OASPLs of
110dB, 125dB, and 130dB using a Newmark solver with the same time step as Nastran, initially set to 5 \times 10^{-5}\text{s}. The corresponding power spectral densities (PSDs) of the transverse displacement at the center point and the in plane displacement at the left quarter point for both the 6L12D and 10L10D bases are first compared to those of the Nastran results in Figs. 4-6.

It is seen that these ROM predictions match their Nastran counterparts very well at the 110dB and 125dB levels but differences are clearly visible at the 130dB level. This trend seems consistent with the representation errors of Tables 5 and 6 but the differences in spectra, e.g., on Fig. 6 appear much more significant that the representation errors which are still barely larger.

Figure 4. Dynamic validation: power spectral densities (PSD) of displacement at 110dB OASPL (maximum standard deviation of transverse displacement is 0.5 thicknesses). Cleaned ROM6L12D (left column) and ROM10L10D (right column) versus Nastran. (a) Transverse displacement at center point; and (b) In plane displacement at left quarter point.

Figure 5. Dynamic validation: power spectral density (PSD) of displacement. Load level 125dB (maximum standard deviation of transverse displacement is 1.5 thicknesses). Cleaned ROM6L12D (left column) and ROM10L10D (right column) versus Nastran. (a) Transverse displacement at center point; and (b) In plane displacement at left quarter point.
than the 1% threshold. An investigation of the 130dB response was carried out and it was found that the time step of $5 \times 10^{-5}$s. is not sufficiently small to capture the in plane dynamics. Accordingly, it was reduced to $1 \times 10^{-5}$s for both Nastran and ROMs and shown in Fig. 7 are the resulting power spectral densities of the displacements. An excellent matching is observed for both ROMs and in both directions.

Figure 7. Dynamic validation: power spectral density (PSD) of displacement computed at a smaller time step then resampled back to the original. Load level 130dB (maximum standard deviation of transverse displacement is 1.9 thicknesses). Cleaned ROM6L12D (left column) and ROM10L10D (right column) versus Nastran. (a) Transverse displacement at center point; and (b) In plane displacement at left quarter point.
The final aspect of the present effort focused on assessing the effect of including transverse / linear modes whose natural frequencies are out of the excitation band. To this end, starting from the ROM6L12D the two dual modes which are basically transverse modes were first removed, leading to a ROM6L10D, then three linear modes were also removed, giving rise to a ROM3L10D. Note that all the modes removed have natural frequencies out of the excitation band. Then, the predictions of these two reduced ROMs (cleaned similarly to ROM6L12D) are shown in Figs 8-10 at the same three sound pressure levels of 110dB, 125dB, and 130dB and with time steps of $5 \times 10^{-5}$ s at the lowest two levels and $1 \times 10^{-5}$ s at the highest one. While the matching between the ROM and Nastran predictions is still very good at the 110dB level, some differences become visible at 125dB but the predictions can still be considered good. The comparison worsens further at the 130dB level in both transverse and in plane directions, the latter particularly. It is not very easy to assess which of the two models is better. Regardless, the key conclusion drawn from these results is that out-of-band transverse modes play an increasingly important role as the excitation level is increased. Thus, the inclusion of some of these modes in the model is necessary for the accurate prediction of the response especially at high response levels.

![Figure 8. Comparison of the power spectral density (PSD) of displacement predicted by ROM6L12D, ROM6L10D and ROM3L10D, all cleaned, against Nastran. Load level 110dB (maximum standard deviation of transverse displacement is 0.5 thicknesses). (a) Transverse displacement at center point; and (b) In plane displacement at left quarter point.](image)

![Figure 9. Comparison of the power spectral density (PSD) of displacement predicted by ROM6L12D, ROM6L10D and ROM3L10D, all cleaned, against Nastran. Load level 125dB (maximum standard deviation of transverse displacement is 1.5 thicknesses). (a) Transverse displacement at center point; and (b) In plane displacement at left quarter point.](image)
4 CONCLUSIONS

A systematic strategy is developed for the construction of a “general” basis for reduced order models of the nonlinear geometric vibration of thin-walled structures. This strategy is an extension/more detailed version of the existing one where some linear modes are selected to represent large transverse displacements and the associated “dual” modes are derived to account for the “in plane” membrane stretching deformations due to the nonlinear geometric effects. Central to this basis construction process is the selection of linear modes of the basis according to the cutoff frequency, $f_{cutoff}$, of the loading, and the derivation of the dual modes using static nonlinear responses related to the selected linear modes.

Formalizing some recent, limited observations, it is proposed here that the set of linear modes selected at the start of the basis construction includes not only those in the band of excitation but also some out-of-band modes ones. Tentatively, it is suggested that the linear modes selected span the band $[0, 3f_{cutoff}]$. As in prior investigations, dual modes are added to this basis which are derived from proper orthogonal decompositions (POD) of residuals of projection of specific static nonlinear finite element responses on the linear basis. The process by which POD eigenvectors are selected as dual modes is however fully formalized and is based on the representation error of the data generated by the current basis. The step-by-step implementation procedure of the proposed strategy is presented.

A clamped-clamped straight beam is used to exemplify the approach and two bases are constructed following the implementation procedure. A distributed force mapped from a measured aerodynamic pressure distribution on a panel is used as a good example of loading. For this load, nonlinear static and dynamic response data are obtained from the commercial finite element software Nastran and used to assess the constructed bases. It is shown that the proposed procedure is appropriate, and the constructed bases are excellent in terms of representation errors.

The nonlinear stiffness coefficients of these bases are next identified to permit predictions and their comparisons with the corresponding static and dynamic finite element data. The predictions from the two bases are found to be essentially identical but do not match well the Nastran data at the highest dynamic load. It is argued that these differences are in fact rooted in errors in the identified ROM coefficients, not in shortcomings of the basis. Finally, two reduced bases are obtained from the previous two by removing the out-of-band linear modes/transverse basis functions. It is found that the predictions from these bases is still very good at low response levels but worsens as the peak displacements increase clearly demonstrating the importance of
including out-of-band linear modes/transverse basis functions in sharp contrast with linear problems.
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**Abstract.** The interaction between a loaded plate and the soil foundation is a typical problem in civil engineering. To solve the plate-foundation interaction problem, different viscoelastic models of foundations are used, among them fractional derivative Winkler-type or Pasternak-type models [1], since during last decades the fractional calculus plays an important role in dynamic problems of structural mechanics [2]. In the present paper, the dynamic response of a rectangular simply supported nonlinear plate resting on a viscoelastic Winkler-type foundation, the damping features of which are described by the fractional derivative standard linear solid model, is studied using the fractional derivative expansion method [3,4].
1 INTRODUCTION

Over the last few decades the problems of the interaction between various building structures and soil foundation have been of great interest among researchers. In order to calculate the reaction force of the foundation in dynamic problems, several models were proposed. The first attempt to describe the reaction of foundation was the Winkler model, according to which the foundation is considered to be elastic. The main disadvantage of a linear elastic model is its inconsistency in the representation of the viscoelastic behavior of materials. In this regard, a viscoelastic element was added to the Winkler model. There are many combinations of elastic and viscous elements connected in series or in parallel, therefore, based on the Winkler elastic model, several viscoelastic models of foundation were proposed, such as the Kelvin-Voigt, Maxwell, Zener, Poynting-Thomson and Burgers models, which are reviewed in [5].

Later, the Winkler model was developed and supplemented by several scientists, such as Filonenko-Borodich (1940), Hetényi (1950), Pasternak (1954), Vlasov (1966) and Reissner (1958), as a result of which the so-called two-parameter foundation models appeared [6]. Two-parameter models are known as models, wherein the top layer connects the elements of foundation to each other, therefore, in addition to the vertical component of the foundation reaction force, shear stresses are also taken into account. The Pasternak model was also generalized for a viscoelastic case [5,6]. The dynamic behavior of plates on a viscoelastic foundation was considered in [7] and [8], where the response of a viscoelastic plate and thick plate on viscoelastic foundation was studied, respectively.

Nowadays, fractional derivative Winkler-type or Pasternak-type models of viscoelastic foundations are becoming increasingly widespread [1, 9-14], since during last decades the fractional calculus plays an important role in dynamic problems of structural mechanics [2]. Thus, the Kelvin – Voigt fractional model is used in [9] to describe the time-dependent behavior of the soil foundation under the vertical load. The behavior of a rectangular viscoelastic plate on a viscoelastic foundation, which is described by a two-parameter model with a fractional derivative, is analyzed in [10]. The interaction between a rectangular linear elastic plate and the viscoelastic foundation defined by the fractional derivative standard linear solid model with four parameters, which is the combination the Kelvin-Voigt element and a spring connected in series, was studied in [11]. A rectangular plate subjected to a moving load was considered in [12], in so doing the viscoelastic properties of the foundation were defined by the Winkler-type model. Graphs of the stress on the plate surfaces were numerically constructed for the cases of free (after the termination of the action of a movable load on the plate) and forced vibrations. The fractional derivative Kelvin-Voigt model for a Pasternak-type viscoelastic foundation was utilized in [13], and the equations of motion were derived for an elastic and viscoelastic rectangular loaded plate. Forced vibrations of completely free rectangular orthotropic nanoplate were studied in [14], where the viscoelastic foundation was described via the Kelvin-Voigt model.

In the present paper, the dynamic response of a rectangular simply supported nonlinear plate resting on a viscoelastic Winkler-type foundation, the damping features of which are described by the fractional derivative standard linear solid model, is studied for the case of the one-to-one internal resonance using the fractional derivative expansion method [3,4].

2 PROBLEM FORMULATION

Let us consider nonlinear vibrations of a simply supported elastic plate in a viscoelastic medium, based on a viscoelastic foundation (Fig.1), the dynamic response of which is described by the von Karman equation in terms of the plate’s lateral deflection \( w = w(x, y, t) \) and the Airy’s stress function \( \phi \):
\[
DV^4 w + \rho h \frac{\partial^2 w}{\partial t^2} - \frac{\partial^2 w}{\partial x^2} \frac{\partial^2 w}{\partial y^2} - \frac{\partial^2 w}{\partial x^2} \frac{\partial^2 \phi}{\partial y^2} + 2 \frac{\partial^2 w}{\partial x \partial y} \frac{\partial^2 \phi}{\partial x \partial y} = q - F_1 - F_2, 
\]

(1)

\[
\nabla^4 \phi = Eh \left[ \frac{\partial w}{\partial x \partial y} \right]^2 - \frac{\partial^2 w}{\partial x^2} \frac{\partial^2 w}{\partial y^2},
\]

(2)

where \( \nabla^4 = \partial^4 / \partial x^4 + 2 \partial^4 / \partial x^2 \partial y^2 + \partial^4 / \partial y^4 \) is the biharmonic operator, \( q \) is the external load, \( D = Eh^3 / 12(1 - \nu^2) \) is the plate’s cylindrical rigidity, \( E \) and \( \nu \) are the elastic modulus and Poisson’s ratio of the plate’s material, respectively, \( h \) and \( \rho \) is its thickness and density, \( t \) is the time, \( F_2 = \lambda w \) is the reaction force of the viscoelastic foundation, \( F_1 = \alpha \tau_1 D_{0^v}^\gamma \) is the damping force of the viscoelastic medium possessing the retardation time \( \tau_1 \) and damping coefficient \( \alpha \), which is modeled by the viscoelastic Kelvin-Voigt model with the Riemann-Liouville derivative \( D_{0^v}^\gamma \) of the fractional order \( \gamma \) \( (0 < \gamma \leq 1) \) [2,15]:

\[
D_{0^v}^\gamma x(t) = \frac{d}{dt} \int_0^t x(t-t')dt'^\gamma \Gamma(1-\gamma)t'^{\gamma-1} \quad (0 < \gamma \leq 1),
\]

(3)

and \( \Gamma(1-\gamma) \) is the Gamma function.

Let us assume, following [16], that the compliance operator of a viscoelastic foundation is described by the standard linear solid model with the Riemann-Liouville fractional derivative \( D_{0^v}^\gamma \) (3) when \( \gamma = \gamma_2 \):

\[
\lambda = \lambda_\infty \left[ 1 - \alpha_2 \nu \frac{1}{1 + \tau_1 D_{0^v}^\gamma} \right],
\]

(4)

where \( \lambda_\infty \) is the coefficient of instantaneous compliance of the foundation, \( \nu = \Delta \lambda \lambda_\infty^{-1} \), \( \Delta \lambda = \lambda_\infty - \lambda_0 \) is the defect of the compliance, i.e., the value characterizing the decrease in the compliance operator from its non-relaxed value to its relaxed value, and \( \tau_2 \) and \( \alpha_2 \) are the retardation time and damping coefficient of the viscoelastic foundation, respectively.

Considering a simply supported plate, the following boundary conditions should be added to the set of equations (1) and (2) at each edge:

\[
\frac{\partial^2 w}{\partial x^2} = 0 \quad \text{at} \quad x = 0 \quad \text{and} \quad a, \quad \text{at} \quad y = 0 \quad \text{and} \quad b, \quad \frac{\partial^2 w}{\partial y^2} = 0.
\]

(5)

In order to identify the possibility of the occurrence of the internal resonance during nonlinear vibrations of a plate based on a viscoelastic foundation and to carry out its subsequent analysis, suppose that only two natural modes of vibrations with numbers \( m_1n_1 \) and \( m_2n_2 \) are excited. Then the deflection of the plate could be represented in the following form:

\[
w(x, y, t) = x_1(t) \sin \frac{\pi m_1 x}{a} \sin \frac{\pi n_1 y}{b} + x_2(t) \sin \frac{\pi m_2 x}{a} \sin \frac{\pi n_2 y}{b}
\]

(6)

where \( x_i(t) \quad (i = 1, 2) \) are generalized displacements, and \( W_{m_1n_1}(x, y) \) are the eigen functions.
Figure 1: Plate on a viscoelastic foundation modelled by the fractional derivative standard linear solid model

Substituting the proposed solution (6) in (2), taking into account the boundary conditions (5) and integrating with account for the orthogonality conditions of sines, we obtain the stress function in the following form:

\[
\phi(x, y, t) = \frac{1}{32 \xi^2} \left( \frac{n_1^2}{m_1^2} \cos \frac{2\pi}{a} \frac{m_1 x}{a} + \xi^4 \frac{m_2^2}{n_2^2} \cos \frac{2\pi}{b} \frac{m_2 y}{b} \right) x_1(t)^2 + \frac{1}{32 \xi^2} \left( \frac{n_2^2}{m_2^2} \cos \frac{2\pi}{a} \frac{m_2 x}{a} + \xi^4 \frac{m_1^2}{n_1^2} \cos \frac{2\pi}{b} \frac{m_1 y}{b} \right) x_2(t)^2 + \frac{1}{4} \left[ \left( B^2 \cos \frac{\pi}{a} \frac{m_1 + m_2}{x} \cos \frac{\pi}{b} \frac{n_1 - n_2}{y} \right) \beta_1^2 \right. \\
- \left. \left( A^2 \cos \frac{\pi}{a} \frac{m_1 + m_2}{x} \cos \frac{\pi}{b} \frac{n_1 + n_2}{y} \right) \beta_2^2 \right] x_1(t) x_2(t),
\]

where \( \xi = \frac{b}{a} \), \( \beta_1 = (m_1 n_2 + m_2 n_1) \), \( \beta_2 = (m_1 n_2 - m_2 n_1) \),

\[
A^2 = \frac{\xi^2}{\left[ (m_1 + m_2)^2 \xi^2 + (n_1 + n_2)^2 \right]^2}, \quad B^2 = \frac{\xi^2}{\left[ (m_1 + m_2)^2 \xi^2 + (n_1 - n_2)^2 \right]^2},
\]

\[
C^2 = \frac{\xi^2}{\left[ (m_1 - m_2)^2 \xi^2 + (n_1 + n_2)^2 \right]^2}, \quad D^2 = \frac{\xi^2}{\left[ (m_1 - m_2)^2 \xi^2 + (n_1 - n_2)^2 \right]^2}.
\]

Substituting the assumed two-term expansion for the deflection function of the plate (6) and the stress function (7) in the equation of motion of the plate (1) resting on the viscoelastic
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foundation yields the following set of nonlinear differential equations with respect to the generalized displacements:

\[\dot{x}_1 + \Omega_1^2 x_1 + \frac{\lambda_e}{\rho h} \left[1 - \alpha e x_e \旧_2^{\text{'}} \right] x_1 + \alpha_1 x_1^3 + \alpha_2 x_1 x_2^2 + \frac{\alpha e_1 t^{\gamma}}{\rho h} D_{0e}^{\gamma} x_1 = P_1(t), \quad (8)\]

\[\dot{x}_2 + \Omega_2^2 x_2 + \frac{\lambda_e}{\rho h} \left[1 - \alpha e x_e \旧_2^{\text{'}} \right] x_2 + \alpha_3 x_3^3 + \alpha_4 x_3 x_4^2 + \frac{\alpha e_1 t^{\gamma}}{\rho h} D_{0e}^{\gamma} x_2 = P_2(t), \quad (9)\]

where \(P_i(t) = \int_a^b q(x,y,t) W_{m_n}(x,y) \, dx \, dy \).

\[\alpha_i\] are the coefficients depending on the vibration mode numbers which are given in Appendix, \(\Omega_i^2\) are the natural frequencies of the linear vibration of the plate defined as

\[\Omega_i^2 = \frac{E h^2}{12 \rho (1 - \nu^2)} \nabla^4 W_{m_n}(x,y) = \frac{E \pi h^2}{12 \rho (1 - \nu^2) b^2} \left( \xi^2 m_i^2 + n_i^2 \right)^2, \quad (10)\]

and \(\旧_2^{\text{'}}\) is the Rabotnov dimensionless fractional operator defined as follows [17]

\[\旧_2^{\text{'}} = \frac{1}{1 + t^{\gamma} D_{0e}^{\gamma}}. \quad (11)\]

Note that in the case of free damped vibrations \(P_i(t) = 0\).

3 METHOD OF SOLUTION

In order to solve a set of two nonlinear equations, (8) u (9), the method of multiple time scales [18, 19] could be utilized assuming damping coefficients \(\alpha e\) to be small values of order of \(\varepsilon^2\)

\[\alpha_i = \varepsilon^2 \mu_i, \quad (12)\]

where \(\mu_i\) are finite values.

Then the generalized displacements \(x_i(t)\) could be represented via the following expansion in two time scales \(T_0\) and \(T_2\):

\[x_i(t) = \varepsilon X_{i1}(T_0, T_2) + \varepsilon^2 X_{i2}(T_0, T_2) + \varepsilon^3 X_{i3}(T_0, T_2) + ..., \quad (13)\]

where \(T_n = \varepsilon^n t\) are new independent variables, among them: \(T_0 = t\) is a fast scale characterizing motions with the natural frequencies, and \(T_2 = \varepsilon t^2\) is a slow scale characterizing the modulation of the amplitudes and phases of the modes with nonlinearity.

Recall that the first and the second time derivatives, as well as fractional derivative could be expanded in terms of the new time scales, respectively, as follows [4, 19]:

\[\frac{d}{dt} = D_0 + \varepsilon^2 D_2 + ..., \quad \frac{d^2}{dt^2} = D_0^2 + 2 \varepsilon^2 D_0 D_2 + ... \quad (14)\]
\[
D'_\gamma = \left( \frac{d}{dt} \right)^\gamma = \left( D_0 + \varepsilon \gamma D_0^{-\gamma - 1} D_2 + \ldots \right) = D'_0 + \varepsilon \gamma D_0^{-\gamma - 1} D_2 + \ldots ,
\]

where \( D_0 = \partial / \partial T_0 \), and \( D_2 = \partial / \partial T_2 \).

Note that \([15]\)
\[
\left( \frac{d}{dt} \right)^\gamma \phi = D'_\gamma \phi = \frac{d}{dt} \int_{-\infty}^{t} \frac{\phi(t')dt'}{(t-t')^{\gamma} \Gamma(1-\gamma)}.
\]

But in the present case the process of vibrations starts at the time \( t = 0 \). Thus, the fractional derivative \( D'_0, \phi \) in the form of \((3)\) should be adopted.

Fractional derivatives \((16)\) and \((3)\) act in a different way on the exponential function \( e^{\lambda t} \), which is utilized in further treatment, i.e. \([20]\)
\[
D'_\gamma e^{\lambda t} = \lambda^\gamma e^{\lambda t},
\]
and
\[
D'_0 e^{\lambda t} = \lambda^\gamma e^{\lambda t} + \frac{\sin \pi x}{\pi} \int_{-\infty}^{\infty} \frac{u^\gamma e^{-u\lambda}}{u + \lambda} du .
\]

However, as it has been shown in \([20]\), if when utilizing the generalized method of multiple time scales only the zero and first order approximations are considered, then the second term in \((18)\) could be neglected.

Expansion of the Rabotnov dimensionless fractional operator in a Taylor series in terms of a small parameter has the form \([21]\):
\[
\gamma^*(\tau') = \frac{1}{1 + \tau' D'_0} = (1 + \tau' D'_0)^{-1} = \left[ 1 + \tau' (D'_0 + \varepsilon \gamma D_0^{-\gamma - 1} D_2) \right]^{-1}
= (1 + \tau' D'_0)^{-1} - \varepsilon \gamma (1 + \tau' D'_0)^{-2} \tau' \gamma D_0^{-\gamma - 1} D_2 + \ldots
\]

Substituting expansion \((13)\) with account for relationships \((14)\), \((15)\), and \((19)\), after equating the coefficients at like powers of \( \varepsilon \) to zero, we are led for the case of free damped vibrations to the following set of recurrence equations to various orders:

to order \( \varepsilon \)
\[
D'_0 X_{11} + \alpha_1^2 X_{11} = 0 , \quad (20)
\]
\[
D'_0 X_{21} + \alpha_2^2 X_{21} = 0 , \quad (21)
\]
to order \( \varepsilon^3 \)
\[
D'_0 X_{13} + \alpha_1^2 X_{13} = -2D_0 D_2 X_{11} - \left( \overline{\nu}_1 \overline{\nu}_0 D_0^{\nu_0} - \lambda \nu_2 \overline{\nu}_2 (1 + \tau_2^{\nu_2} D_0^{-\nu_2})^{-1} \right) X_{11} - \alpha_1 X_{11} - \alpha_2 X_{11} X_{21} , \quad (22)
\]
\[
D'_0 X_{23} + \alpha_2^2 X_{23} = -2D_0 D_2 X_{21} - \left( \overline{\nu}_1 \overline{\nu}_0 D_0^{\nu_0} - \lambda \nu_2 \overline{\nu}_2 (1 + \tau_2^{\nu_2} D_0^{-\nu_2})^{-1} \right) X_{21} - \alpha_3 X_{21} - \alpha_4 X_{21} X_{11} , \quad (23)
\]
where \( \omega_1 \) and \( \omega_2 \) are vibration frequencies of the mechanical system “plate + viscoelastic foundation”
\[ \omega_i^2 = \Omega_i^2 + \frac{\lambda_i}{\rho h}, \]  

(24)

and \( \overline{\mu}_i = \frac{\mu_i}{\rho h} \) \((i = 1, 2)\).

The solution of linear equations (20) and (21) has the form

\[ X_{j1} = A_j(T_2) \exp\left(i\omega_j T_0\right) + \overline{A}_j(T_2) \exp\left(-i\omega_j T_0\right), \]

(25)

where \( A_j(T_2) \) \((j = 1, 2)\) are yet unknown functions and \( \overline{A}_j(T_2) \) are conjugate functions with \( A_j(T_2) \).

In order to solve the set of equations (22) and (23), it is necessary to define the action of the fractional derivative \( D_0^\gamma \) (3) and the Rabotnov dimensionless fractional operator \( \gamma_c^0 (\tau^2_2) \) (11) on the functions \( X_{j1} \), i.e., to calculate \( D_0^\gamma e^{i\omega_j \tau} \) and \( \frac{1}{1 + \tau^2_2 D_0^\gamma e^{i\omega_j \tau}} \). It was shown in [2, 21] that these expressions are reduced to the following form:

\[ D_0^\gamma e^{i\omega_j \tau} \approx \left(i\omega_j\right)\gamma e^{i\omega_j \tau}, \]

(26)

\[ \frac{1}{1 + \tau^2_2 D_0^\gamma e^{i\omega_j \tau}} \approx \frac{1}{1 + \left(i\omega_j \tau_2\right)^2} e^{i\omega_j \tau}. \]

(27)

Substituting relationships (25) in equations (22) and (23) with due account for formulas (26) and (27) yields

\[ D_0^\gamma X_{13} + \omega_1^2 X_{13} = -2i\omega_1 D_2 A_1 \exp\left(i\omega_1 T_0\right) \]

\[ -\left[ \overline{\mu}_1 \tau_1^\gamma \left(i\omega_1\right)^{\gamma_1} - \lambda_1 V \overline{\mu}_2 (1 + \tau_2^\gamma \left(i\omega_2\right)^{\gamma_2})^{-1} \right] A_1 \exp\left(i\omega_1 T_0\right) \]

\[ -\alpha_1 \left[ A_1 \exp\left(3i\omega_1 T_0\right) + 3\overline{A}_1 \exp\left(i\omega_1 T_0\right) \right] A_1^2 \]

\[ -\alpha_2 \left[ A_2 \exp\left[\left(i\omega_1 + 2i\omega_2\right) T_0\right] + 2A_2 \overline{A}_2 \exp\left(i\omega_2 T_0\right) + \overline{A}_2^2 \exp\left[i\left(\omega_1 - 2\omega_2\right) T_0\right] \right] A_1 + cc, \]

(28)

\[ D_0^\gamma X_{23} + \omega_2^2 X_{23} = -2i\omega_2 D_2 A_2 \exp\left(i\omega_2 T_0\right) \]

\[ -\left[ \overline{\mu}_2 \tau_2^\gamma \left(i\omega_2\right)^{\gamma_2} - \lambda_2 V \overline{\mu}_1 (1 + \tau_1^\gamma \left(i\omega_1\right)^{\gamma_1})^{-1} \right] A_2 \exp\left(i\omega_2 T_0\right) \]

\[ -\alpha_3 \left[ A_2 \exp\left(3i\omega_2 T_0\right) + 3\overline{A}_2 \exp\left(i\omega_2 T_0\right) \right] A_2^2 \]

\[ -\alpha_4 \left[ A_2 \exp\left[\left(2i\omega_1 + i\omega_2\right) T_0\right] + 2A_2 \overline{A}_2 \exp\left(i\omega_2 T_0\right) + \overline{A}_2^2 \exp\left[i\left(\omega_2 - 2\omega_1\right) T_0\right] \right] A_2 + cc. \]

(29)

The analysis of equations (28) and (29) shows that the one-to-one internal resonance is possible in the case when

\[ \omega_1 = \omega_2, \quad \text{and therefore,} \quad \Omega_1 = \Omega_2. \]

(30)

The condition for eliminating secular terms in equations (28) and (29) with account for equation (30) leads to a set of two governing equations:
\[ 2i\omega D_2 \bar{A}_i + \left[ \bar{\mu} r_{i1}^{n_1} (i\omega) \right]^{n_1} - \lambda_v v_{i1} r_{i2} \left( 1 + r_{i2}^{n_2} (i\omega) \right)^{n_2} \bar{A}_i + 3\alpha_i A_i^2 \bar{A}_i + \alpha_i \bar{A}_i A_i^2 = 0, \]  
\[ + 2\alpha_2 A_i \bar{A}_i, \]  
\[ 2i\omega D_2 \bar{A}_i + \left[ \bar{\mu} r_{i1}^{n_1} (i\omega) \right]^{n_1} - \lambda_v v_{i1} r_{i2} \left( 1 + r_{i2}^{n_2} (i\omega) \right)^{n_2} \bar{A}_i + 3\alpha_i A_i^2 \bar{A}_i + \alpha_i \bar{A}_i A_i^2 = 0, \]  
\[ + 2\alpha_4 A_i \bar{A}_i, \]  
(31) 

Multiplying (31) by \( \bar{A}_1 \) and (32) by \( \bar{A}_2 \), adding and subtracting the equations conjugate to them, and also representing functions \( A_i \) and \( A_i^2 \) in their polar form

\[ A_i = a_i e^{i\phi_i}, \quad (i = 1, 2), \]  
(33)

where \( a_i = a_i(T_2) \) and \( \phi_i = \phi_i(T_2) \) are the functions of amplitudes and phases of vibrations, yield the following set of equations:

\[ \left( a_1^2 \right)' + s_i a_1^2 = -\omega_1 \alpha_2 a_1^2 a_2^2 \sin \delta, \]  
(34) 

\[ \left( a_3^2 \right)' + s_2 a_3^2 = \omega_2 \alpha_4 a_1^2 a_2^2 \sin \delta, \]  
(35) 

\[ \phi_1 = \frac{1}{2} \lambda_1 + \frac{3}{2} \alpha_i \omega_1 a_1^2 + \alpha_i \omega_1 a_2^2 + \frac{1}{2} \alpha_2 \omega_1 a_2^2 \cos \delta, \]  
(36) 

\[ \phi_2 = \frac{1}{2} \lambda_2 + \frac{3}{2} \alpha_i \omega_2 a_1^2 + \alpha_i \omega_2 a_2^2 + \frac{1}{2} \alpha_2 \omega_2 a_2^2 \cos \delta, \]  
(37)

where \( \delta = \phi_2 - \phi_1 \) is the phase difference,

\[ s_i = \bar{\mu} r_{i1}^{n_1} \omega_{i1} \psi_i, \quad R_i = \sqrt{1 + 2(r_{i2} \omega_i)^2 \cos \psi_i + (r_{i2} \omega_i)^2}, \quad \tan \Phi_i = \frac{(r_{i2} \omega_i)^2 \sin \psi_i}{1 + (r_{i2} \omega_i)^2 \cos \psi_i} \]  
(38)

The set of equations (34)-(37) is the determining one for the amplitudes and phases of non-linear free vibrations of a simply supported elastic plate on a viscoelastic foundation, damping features of which are defined by the fractional derivative standard linear solid model (4), when vibrations occur in a viscoelastic surrounding medium, properties of which are described by the fractional derivative Kelvin-Voigt model (3).

Reference to the governing equations (34)-(37) shows that nonlinear damped vibrations of the mechanical system “elastic plate on a viscoelastic foundation” in a viscoelastic surrounding medium are defined by the damping coefficients \( s_i \), (38), which depend on natural frequencies of two coupled modes \( \Omega_i \) and rheological parameters of the supporting foundation and surrounding medium, involving two fractional parameters \( \gamma_1 \) and \( \gamma_2 \).

4 NUMERICAL ANALYSIS

The resulting set of equations (34)-(37) is solved numerically by using the fourth-order Runge-Kutta method in the «GNU Octave» system. The results of a numerical experiment are shown in Fig. 2 for free vibrations at different magnitudes of fractional parameters \( \gamma_1 \) and \( \gamma_2 \).
A rectangular plate with an aspect ratio $a/b = 3$ was considered as an example for the case of $m_1 = 3, n_1 = 2, m_2 = 6, n_2 = 1$, for which $\Omega_{32} = \Omega_{61}$.

Reference to Fig. 2 clearly shows the energy exchange between interacting vibration modes for all considered cases: undamped and damped vibrations of an elastic plate on an elastic foundation, respectively, at $\gamma_1 = \gamma_2 = 0$ (Fig. 2a) and $\gamma_1 = 0.2, \gamma_2 = 0$ (Fig. 2b); vibrations of an elastic plate on a viscoelastic foundation ($\gamma_1 \neq 0$) surrounded by an elastic ($\gamma_1 = 0$) and viscoelastic ($\gamma_1 \neq 0$) medium, in Fig. 2c and Figs. 2d-f, respectively. The increase in the fractional parameter of the viscoelastic foundation results in a significant decrease in dimensionless amplitudes of nonlinear vibrations (Fig. 2c). With the appearance of the damping
properties of the environment (Fig. 2d-f), in which the plate vibrates, the damping of vibrations increases.

Figure 3 shows the calculated results of vibration amplitudes of the plate in the elastic medium ($\gamma_1 = 0$) when damping features of the viscoelastic foundation are described by the fractional derivative standard linear solid model (solid lines) and fractional derivative Kelvin-Voigt model (dashed lines) at $\gamma_2 = 0.25$. From Fig. 3 it is seen that the period of vibrations described by the KV-model is more than that described by the SLS-model.

![Graph of vibration amplitudes](image)

Figure 3: The time $T_2$ dependence of the dimensionless amplitudes of free vibrations in the case of the 1:1 internal resonance for a plate on a viscoelastic foundation at $\gamma_1 = 0$, $\gamma_2 = 0.25$; blue line – $a_1$, orange line – $a_2$.

### 5 CONCLUSION

In the present paper, the problem of nonlinear vibrations of a von Karman simply supported elastic plate based on a viscoelastic foundation is solved. The damping features of the viscoelastic foundation are described by the fractional derivative standard linear solid model, while the damping properties of the environment in which the vibrations occur are described by the Kelvin-Voigt viscoelastic model with the Riemann-Liouville fractional derivative. The governing equations are obtained for determining nonlinear amplitudes and phases in the case of free vibrations, when the natural frequencies of the two dominant vibration modes are close to each other. The resulting set of equations allows one to control the damping properties of the external environment and the foundation by changing the fractional parameters from zero, what corresponds to an elastic medium and/or elastic foundation, to unit, what conforms to the traditional standard linear solid model, resulting in the expansion of the range of applicability of the solution obtained.

The derived set of equations has been solved numerically and could be also generalized for the case of force driven vibrations [22]. The results of numerical investigation have been compared with the case of viscoelastic foundation, the damping features of which are described by the fractional derivative Kelvin-Voigt model. The proposed standard linear solid model is preferable over other models, because it is able to describe both creep and relaxation properties of the viscoelastic materials (soil), while the Kelvin-Voigt model is unsuitable for describing the relaxation of materials and the Maxwell model could not describe the creep of materials. Thus, the obtained results are more accurate in comparison with those based on more simple models of viscoelasticity.
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APPENDIX

\[
\alpha_1 = -\frac{1}{8} \pi^4 \int_0^a \sin^2 \left( \frac{\pi m x}{a} \right) \sin^2 \left( \frac{\pi n y}{b} \right) \left[ \frac{m^4}{a^4} \cos \left( \frac{2 \pi n y}{b} \right) + \frac{n^4}{b^4} \cos \left( \frac{2 \pi m x}{a} \right) \right] dx dy, \quad (A.1)
\]

\[
\alpha_2 = \pi^4 \int_0^a \left\{ -\frac{1}{8} \sin \left( \frac{\pi m x}{a} \right) \sin \left( \frac{\pi n y}{b} \right) \left[ \frac{m^4}{a^4} \cos \left( \frac{2 \pi n y}{b} \right) + \frac{n^4}{b^4} \cos \left( \frac{2 \pi m x}{a} \right) \right] \right. \\
- \frac{1}{4} \frac{m^2}{a^2 b^2} \sin \left( \frac{\pi m x}{a} \right) \sin \left( \frac{\pi n y}{b} \right) \cos \left( \frac{\pi (m_1 + m_2) x}{a} \right) \\
\times \left[ -A^2 \left( n_1 + n_2 \right)^2 \cos \left( \frac{\pi (n_1 + n_2) y}{b} \right) \beta_2^2 + B^2 \left( n_1 - n_2 \right)^2 \cos \left( \frac{\pi (n_1 - n_2) y}{b} \right) \beta_1^2 \right] \\
- \frac{1}{4} \frac{m^2}{a^2 b^2} \sin \left( \frac{\pi m x}{a} \right) \sin \left( \frac{\pi n y}{b} \right) \cos \left( \frac{\pi (m_1 - m_2) x}{a} \right) \\
\times \left[ -D^2 \left( n_1 - n_2 \right)^2 \beta_2^2 \cos \left( \frac{\pi (n_1 - n_2) y}{a} \right) + C^2 \left( n_1 + n_2 \right)^2 \beta_1^2 \cos \left( \frac{\pi (n_1 + n_2) y}{b} \right) \right] \\
- \frac{1}{4} \frac{n^2}{a^2 b^2} \sin \left( \frac{\pi n x}{a} \right) \sin \left( \frac{\pi m y}{b} \right) \cos \left( \frac{\pi (n_1 + n_2) x}{a} \right) \\
\times \left[ -A^2 \left( m_1 + m_2 \right)^2 \beta_2^2 \cos \left( \frac{\pi (m_1 + m_2) y}{b} \right) + B^2 \left( m_1 - m_2 \right)^2 \beta_1^2 \cos \left( \frac{\pi (m_1 - m_2) y}{b} \right) \right] \\
- \frac{1}{4} \frac{n^2}{a^2 b^2} \sin \left( \frac{\pi n x}{a} \right) \sin \left( \frac{\pi m y}{b} \right) \cos \left( \frac{\pi (n_1 - n_2) x}{a} \right) \\
\times \left[ -D^2 \left( m_1 - m_2 \right)^2 \beta_2^2 \cos \left( \frac{\pi (m_1 - m_2) y}{a} \right) + C^2 \left( m_1 + m_2 \right)^2 \beta_1^2 \cos \left( \frac{\pi (m_1 + m_2) y}{b} \right) \right] \\
+ \frac{1}{2} \frac{m_2 n_2}{a^2 b^2} \cos \left( \frac{\pi m x}{a} \right) \cos \left( \frac{\pi n y}{b} \right) \left( m_1 + m_2 \right)^2 \sin \left( \frac{\pi (m_1 + m_2) x}{a} \right) \\
\times \left[ -A^2 \left( n_1 + n_2 \right)^2 \beta_2^2 \sin \left( \frac{\pi (n_1 + n_2) y}{b} \right) + B^2 \left( n_1 - n_2 \right)^2 \beta_1^2 \sin \left( \frac{\pi (n_1 - n_2) y}{b} \right) \right] \\
+ \frac{1}{2} \frac{m_2 n_2}{a^2 b^2} \cos \left( \frac{\pi m x}{a} \right) \cos \left( \frac{\pi n y}{b} \right) \left( m_1 - m_2 \right)^2 \sin \left( \frac{\pi (m_1 - m_2) x}{b} \right) \\
\times \left[ -D^2 \left( n_1 - n_2 \right)^2 \beta_2^2 \sin \left( \frac{\pi (n_1 - n_2) y}{a} \right) + C^2 \left( n_1 + n_2 \right)^2 \beta_1^2 \sin \left( \frac{\pi (n_1 + n_2) y}{b} \right) \right] \\
+ \sin \left( \frac{\pi m x}{a} \right) \sin \left( \frac{\pi n y}{b} \right) dx dy. \quad (A.2)
\]
\[ \alpha_3 = -\frac{1}{8} \pi^2 \int_{0}^{a} \int_{0}^{b} \sin^2 \left( \frac{\pi m x}{a} \right) \sin^2 \left( \frac{\pi n y}{b} \right) \left[ \frac{m^4}{a^2} \cos \left( \frac{2\pi n y}{b} \right) + \frac{n^4}{b^2} \cos \left( \frac{2\pi m x}{a} \right) \right] dxdy, \quad (A.3) \]

\[ \alpha_4 = \pi^4 \int_{0}^{a} \int_{0}^{b} \left\{ -\frac{1}{8} \left[ \sin \left( \frac{\pi m x}{a} \right) \sin \left( \frac{\pi n y}{b} \right) \right] \left[ \frac{m^2 n^2}{a^4} \cos \left( \frac{2\pi n y}{b} \right) + \frac{n^2}{b^4} \cos \left( \frac{2\pi m x}{a} \right) \right] 
\right. \\
- \frac{1}{4} \frac{m^2}{a^2 b^2} \sin \left( \frac{\pi m x}{a} \right) \sin \left( \frac{\pi n y}{a} \right) \cos \left( \frac{\pi (m_1 + m_2) x}{a} \right) \\
\times \left[ -A^2 (n_1 + n_2)^2 \beta_1^2 \cos \left( \frac{\pi (n_1 + n_2) y}{b} \right) + B^2 (n_1 - n_2)^2 \beta_1^2 \cos \left( \frac{\pi (n_1 - n_2) y}{b} \right) \right] \\
- \frac{1}{4} \frac{n^2}{a^2 b^2} \sin \left( \frac{\pi n y}{a} \right) \sin \left( \frac{\pi m x}{a} \right) \cos \left( \frac{\pi (n_1 + n_2) x}{a} \right) \\
\times \left[ -D^2 (n_1 - n_2)^2 \beta_2^2 \cos \left( \frac{\pi (n_1 - n_2) y}{a} \right) + C^2 (n_1 + n_2)^2 \beta_2^2 \cos \left( \frac{\pi (n_1 + n_2) y}{a} \right) \right] \\
- \frac{1}{4} \frac{n^2}{a^2 b^2} \sin \left( \frac{\pi n y}{a} \right) \sin \left( \frac{\pi m x}{a} \right) \cos \left( \frac{\pi (n_1 - n_2) x}{a} \right) \\
\times \left[ -D^2 (m_1 - m_2)^2 \beta_2^2 \cos \left( \frac{\pi (m_1 - m_2) y}{b} \right) + C^2 (m_1 + m_2)^2 \beta_2^2 \cos \left( \frac{\pi (m_1 + m_2) y}{b} \right) \right] \\
+ \frac{1}{2} \frac{m_1 n_1}{a^2 b^2} \cos \left( \frac{\pi m x}{a} \right) \cos \left( \frac{\pi n y}{b} \right) (m_1 + m_2)^2 \sin \left( \frac{\pi (m_1 + m_2) x}{a} \right) \\
\times \left[ -A^2 (n_1 + n_2)^2 \beta_1^2 \sin \left( \frac{\pi (n_1 + n_2) y}{b} \right) + B^2 (n_1 - n_2)^2 \beta_1^2 \sin \left( \frac{\pi (n_1 - n_2) y}{b} \right) \right] \\
+ \frac{1}{2} \frac{m_1 n_1}{a^2 b^2} \cos \left( \frac{\pi m x}{a} \right) \cos \left( \frac{\pi n y}{b} \right) (m_1 - m_2)^2 \sin \left( \frac{\pi (m_1 - m_2) x}{b} \right) \\
\times \left[ -D^2 (n_1 - n_2)^2 \beta_2^2 \sin \left( \frac{\pi (n_1 - n_2) y}{a} \right) + C^2 (n_1 + n_2)^2 \beta_1^2 \sin \left( \frac{\pi (n_1 + n_2) y}{a} \right) \right] \right\} \\
\times \sin \left( \frac{\pi m x}{a} \right) \sin \left( \frac{\pi n y}{b} \right) dxdy. \quad (A.4) \]
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Abstract. Nonlinear amplitude-frequency response of a Helmholtz resonator is investigated by taking into account nonlinear restoring and damping forces [1]. Method of multiple time scales [2] applied to complexified form [3] of system equations are used for detection of different system dynamics. Several developments are done to obtain hardening behavior allowing targeted energy transfer from an acoustical mode to the nonlinear absorber [4]. Modified geometries of the neck are first considered to decrease the damping and activate cubic nonlinearities. Obtained results for large amplitudes show accelerated amplitude dependency of resonant frequencies of nonlinear geometry resonators compared to classical ones. This nonlinear response can be used as a passive controller system with nonlinear restoring forcing function for having broadband frequency absorption. The time multiple scale method around the 1:1 resonance allows to detect Slow Invariant Manifold (SIM) of the system, its equilibrium and singular points. Analytical predictions are compared with those obtained by direct numerical integration of system equations. Experimental verifications are performed and presented. Then, a two frequency driving (subharmonic resonance) is considered and we show that the phase difference of the driving can modify the classical softening behavior of an Helmholtz resonator. By choosing a phase difference into a certain range we show that it is possible to obtain hardening behavior and an improvement of the nonlinear response with generation of higher amplitude oscillations. The proposed results are mainly obtained by using method of multiple time scales [2] which has been used in thousands of papers and has been proved to be very accurate and very computational efficient. The results have been validated numerically with Runge-Kutta schemes of order four: the errors are less than 1% and the computational time is drastically reduced owing to analytical approximations.
1 INTRODUCTION

In acoustics, Helmholtz Resonators (HR) [5] are often used to absorb sound, specifically for low frequencies where the classical porous materials are not efficient anymore. A lot of applications are done in buildings [6], aeronautics, industries. However, they are only efficient for a specific frequency. To broadband the frequency range of efficiency of classical mecanical resonators, it is possible to use a nonlinear restoring force [7, 8, 9, 10]. Some authors [11, 12] applied this concept in vibro-acoustics by using a cubic nonlinearity (a viscoelastic membrane). They have shown that it is possible to transfer acoustical energy irreversibly. In the present work, we are interested to use a pure acoustical resonator.

In [1], it was shown that it is possible to obtain nonlinear behavior of HR. Indeed nonlinear damping (due to jet loss) [13] and also nonlinear restoring force with quadratic and cubic term (due to the nonlinear elasticity of the cavity air for high amplitudes excitations) [14] can be taken into account. In [14] they show that it is theoretically possible to obtain a softening behavior.

Moreover, [15] mentioned the frequency dependency of the resonator on the flow velocity and on the resonator geometry. That is why, as underlined by [16], tailoring the neck of the resonator can influence the vortex apparition and dissipation around the neck. This fact allows to go further in the nonlinear domain, in terms of the nonlinear restoring force, if the vortex and dissipation around the neck are minimized. This point has been underlined in [1] and is also shown in the present paper with different neck geometries. By reducing vortex shedding by nonlinear tailoring of the HR neck, it is then possible to obtain hardening behavior for high amplitudes and not only softening behavior as performed by previous papers [14, 17]. Experimental verifications are also provided.

With this hardening behavior of the HR, it has been shown in [4] that it possible and feasible to activate targeted energy transfer. The case of the passive control of an coustical mode (created by a system composed of a tube with coupling boxes) by using a HR having a nonlinear hardening behavior has been treated analytically using method of multiple time scales [2] applied to complexified form [3] of system equations for detection of different system dynamics. In the present paper main results are given. Experimental verification has also been performed.

In [1, 4], it was shown that for very high amplitudes it is possible to obtain hardening behavior under certain conditions (neck geometry, decreasing of vortex phenomenon...). So it is not obvious to obtain hardening behavior for classical HR. That is why we propose in the present paper to study the two frequency driving (subharmonic resonance) case for a classical HR. The aim is to show that the phase difference of the driving can modify the classical softening behavior of an HR. By choosing a phase difference into a certain range we show that it is possible to obtain hardening behavior and an improvement of the nonlinear response with generation of higher amplitude oscillations. The proposed results are mainly obtained by using method of multiple time scales [2] which has been used in thousands of papers and has been proved to be very accurate and very computational efficient.

This paper is structured as follows: First, in Section 2, results about hardening behavior of HR with modified neck geometry are shown with experimental verifications of the targeted energy transfer. Then, in Section 3, the response of the two-frequency driving is studied. Finally, in Section 4, we conclude about the results of this work.

2 ONE-FREQUENCY DRIVING WITH MODIFIED GEOMETRY OF HR

In the following we consider HR excited by sound wave as shown in Figure 1. HR consists
in an air column neck considered as incompressible mass and compressible air in the cavity. For HR physics, following hypothesis are considered: the transformations inside the acoustic resonator are adiabatic; the neck length \( L_n \) is considered much smaller than cavity length \( L_c \) and the neck air mass \( m_{\text{neck \ air}} \) is considered as incompressible [18]. The friction due to the air high velocity in the neck will produce damping [13, 14] and the compression of the air in the cavity produces a restoring force. The displacement \( X \) of the air in the neck will cause the change of pressure \( \Delta p \) [17, 14]:

\[
\Delta p = -\rho L_e \omega_0^2 \left[ X - \frac{(\gamma + 1)S}{2V_0} X^2 + \frac{(\gamma + 1)(\gamma + 2)S^2}{6V_0^2} X^3 \right]
\]  

(1)

where \( \rho \) is the air density, \( L_e \) is the effective length of the neck \( (L_e = L_n + (16r/3\pi)) \), with \( r \) the radius of the cylindrical neck as mentioned in [14]), \( S \) is the cross section of the neck, \( V_0 \) is the volume in the cavity, \( \gamma \) is the specific heat ratio and \( \omega_0 \) is the linear resonance frequency of the resonator.

2.1 Nonlinear behavior of modified HR

In [1] and [19], different geometries of the neck of HR (as illustrated in Figure 2) have been considered to decrease the vortex phenomenon to be able to activate nonlinear terms of the nonlinear restoring force. Indeed, usually, the cubic term in Equation (1) is not taken into account [17]. However, incorporating here the cubic nonlinearity allows to balance damping term, which is usually of third order. Because of the attenuation of vortex shedding (by tailoring the neck) the nonlinear term will be dominant and the cubic nonlinearity can be activated.

In Figure 2, configurations \( H_1 \) and \( H_2 \) correspond to cylindrical and conical necks respectively, while configurations \( H_5 \) corresponds to quadratic neck with different radius of inlets and outlets. Characteristics of these configurations are given in Table 1.

To measure different acoustic properties of the HR, the test set-up is a classical Kundt tube (described for example in [1]) with different microphone positions to be able to measure the incident pressure on the HR (the HR is inserted as the end of the Kundt tube) and the pressure inside the cavity of the resonator. The used Kundt tube has a diameter of 46 mm. The length of the cavity has been taken as 25 mm and the systems are excited by different sinusoidal forces: pressures inside the cavity during resonances are measured and corresponding amplitudes are evaluated. Obtained results are shown in Figure 3. In Figure 3 the behavior of the resonator with cylindrical neck remains almost linear until a high pressure level, i.e. the frequency does
Figure 2: Different geometries of the neck of HR considered in [19].

<table>
<thead>
<tr>
<th></th>
<th>$H_1$</th>
<th>$H_2$</th>
<th>$H_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_n (mm)$</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
</tr>
<tr>
<td>$r_0 (mm)$</td>
<td>1.5</td>
<td>1.5</td>
<td>1.7</td>
</tr>
<tr>
<td>$r_1 (mm)$</td>
<td>1.5</td>
<td>2</td>
<td>3.25</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of different configurations of necks.

Figure 3: Dependency of the resonant frequency on the pressure amplitude (sinusoidal excitation, different resonators with length of the cavity of 25mm): resonant frequency vs. pressure amplitude inside the cavity.

not vary much in function of amplitude. We can also see a slightly softening behavior already
seen in previous publications [14, 17].
Moreover, Figure 3 shows that geometrical nonlinearity of the neck \( H_5 \) makes the resonator experiences a nonlinear behavior that starts at lower pressure level compared to the cylindrical case, i.e. after \( P = 31.6 \rho a \) (with conical neck \( H_5 \) the nonlinear behavior starts at \( P = 100 \rho a \)). This means that frequency increases in a nonlinear manner with the increase of the amplitude, i.e. hardening behavior. These experimental results show that nonlinear tailored neck of the resonator accelerates considerably the start of the nonlinear response of the system compared to the resonators with cylindrical necks.

Combining all damping, restoring terms and the external pressure increment \( p^* \), we can obtain the governing equation (see for example [1] for more details):

\[
\frac{d^2X}{dt^2} + \frac{\xi}{2L_e} \frac{dX}{dt} \left| \frac{dX}{dt} \right| + 2\delta^* \frac{dX}{dt} + \omega_0^2 X \left( 1 - \alpha \frac{SX}{V_0} + \beta \left( \frac{SX}{V_0} \right)^2 \right) = -\frac{p^*}{\rho L_e} \quad (2)
\]

where \( t^* \) is the real time, \( \delta^* = \left( S/2\rho L_e \right) Re \left( Z_{in} + Z_{vis} \right) \), \( \alpha = (\hat{\gamma} + 1)/2 \), \( \beta = ((\hat{\gamma} + 1)(\hat{\gamma} + 2))/6 \) and \( \xi \) is the total hydraulic-resistance coefficient of the neck. \( Z_{in} \) is the acoustic impedance at inlet of HR, \( Z_{vis} \) is the friction acoustic impedance. We introduce dimensionless variables, \( t = \omega_0 t^* \), \( x = \frac{SX}{V_0} \), \( \delta = 2\delta*/\omega_0 \), \( \sigma = (\xi/2) (V_0/L_e S) \), \( p = p^*/\rho c^2 \) (\( c \) is the sound velocity) we get:

\[
\frac{d^2x}{dt^2} + \sigma \frac{dx}{dt} \left| \frac{dx}{dt} \right| + \delta \frac{dx}{dt} + \left( x - \alpha x^2 + \beta x^3 \right) = -p \quad (3)
\]

In [1], in function of the order of magnitude of the displacement \( x \), small parameter \( \varepsilon \) was introduced (for example \( x = \varepsilon y \), with \( y \) of order \( 1 \) when \( x \) is small) and all parameters have been estimated in function of this \( \varepsilon \). It was found that two regimes have to be considered to perfectly modelised the behavior of such HR, i.e. to obtain softening behavior first (for low levels) and then hardening behavior (for high levels).

Classical development by using multiple scales method developped by Nayfeh [2] can be performed to obtain fixed points of the system. This allows to obtain the skeleton curve of the amplitude-frequency (see [1] for more details). Example of results are shown in Figure 4. This nonlinear behavior of the resonator can be used as the nonlinear geometrical restoring forcing function of an oscillator to be coupled to a medium for passively controlling the acoustical energy of that medium via the same principles as in mechanical systems [20]. In the following we present results on the energy transfer from a linear system to modified HR.

2.2 Nonlinear targeted energy transfer by using modified HR

In [4], it has been shown that it is possible to obtain a targeted energy transfer from one acoustical mode to an HR with nonlinear behaviors. For the HR, nonlinear restoring forces and nonlinear damping have been taken into account with modified geometry of the neck. The considered system is represented in Figure 5. A time multiple scale method around a 1:1 resonance has been used to detect slow invariant manifold of the system, its equilibrium and singular points. We denote \( X_1 \) the displacement of the air mass in the small diameter tube (acoustical mode created owing to coupling box) and \( X_2 \) the displacement of the neck air mass of the modified HR. We can deduce different orders of magnitude of each parameter by taking their realistic values for possible practical applications in acoustics. Some parameters are fixed (for example air properties) and others are adjusted for the experiment within a realistic range. So
we are able to express the governing equations in different orders of magnitudes, using a small parameter, \( \varepsilon \ll 1 \), considered as the ratio of the secondary system mass to the main system mass and we can also normalize equations with respect to time by considering the following changes of variable: \( \tau = \Omega t \), where \( \Omega \) is the natural angular frequency of the main acoustical mode.

Complex variables of Manevitch [3] can also be used:

\[
\varphi_1 e^{j\omega_n \tau} = \frac{dX_1}{d\tau} + j\omega_n X_1 \\
\varphi_2 e^{j\omega_n \tau} = \frac{dX_2}{d\tau} + j\omega_n X_2
\]  

with \( j^2 = -1 \) and \( \omega_n \) is the ratio of the angular frequency of excitation divided by \( \Omega \).

A multiple scale method [2] can be performed, where we consider a new scales of time \( \tau_k = \varepsilon^k \tau, \ k = 0, 1, ..., 0 \), where \( \tau_0 \) is the fast time scale and \( \tau_1 \) and so on are slow time scales.

We study the system around the 1:1 resonance and we replace expressions of \( X_1 \) and \( X_2 \) as functions of \( \varphi_1 \) and \( \varphi_2 \) in the system of governing equations and we use a Galerkin’s technique by keeping first harmonics of the system [21]. As shown in [4], by solving the system of equations at different orders of \( \varepsilon \) and by using polar expressions

\[
\varphi_1 = N_1 e^{j\delta_1}
\]  

Figure 4: Softening and hardening behavior in function of amplitude of excitation (data taken from [1]).

Figure 5: Considered system to obtain targeted energy transfer from one acoustical mode to HR.
\[ \varphi_2 = N_2 e^{j\delta_2} \]

it is possible to find the Slow Invariant Manifold (SIM), that give the relations of \( N_1 \) in function of \( N_2 \). It is also possible to analyze the behavior of the system at \( \tau_1 \) time scale around the SIM. This allows to find ordinary fixed points and fold singularities [21]. Stability borders of the SIM as presented in [21] can be provided. When the system possesses fold singularities, in fact equilibrium and singular points coincide on the fold line of the system. In this case, the system presents persisting bifurcations between its stable zones which correspond to extreme energy exchanges between two oscillators [22]. It has been shown in [4] that existence and positions of fold singularities and equilibrium points, for fixed parameters of the HR, depends on characteristics of excitation.

In order to activate nonlinear absorber, the absorber should be designed in a manner that the SIM can present two peaks for given physical parameters. This means that the parameters of HR relevant to nonlinear terms should be tuned. Via setting \( \frac{\partial N_1}{\partial N_2} = 0 \), we impose that the SIM possesses two local maxima which leads to find possible parameters of HR for having two peaks. This gives us a mathematical inequality that some parameters must be satisfied. Results for possible realistic values satisfying this condition are shown in Figure 6 where we can see the superposition of SIM compared to the numerical simulation in terms of \( N_1 \) vs \( N_2 \) curve (a good analytical prediction is obtained) for a given set of parameters (details are given in [4]). In the Figure 6 we also show the numerical simulation of \( N_1 \) versus \( \tau \) where one can see a better decreasing of \( N_1 \) when the HR is coupled. First, after starting from the initial conditions there are nonlinear interactions between energies of the acoustical mode and HR in terms of \( N_1, N_2 \), which is accompanied by reduction of \( N_1 \) in a nonlinear manner. Then when the system reaches to the stability border of SIM, it faces a bifurcation which corresponds to abrupt energy decrease of \( N_2 \) with almost constant level of \( N_1 \). Finally, after bifurcation the energy of acoustical mode, \( N_1 \) decreases until it reaches to zero. In [4] experimental verifications have also been done. An example of experimental result is given in Figure 7 with the evolutions of energies of the main system, i.e. \( N_1 \) with and without coupled HR. We can see that the energy transfer to the HR allows to have faster absorption i.e. sharper slop of the energy decreament of the main system. An energy reduction is shown in a sharp and faster manner followed by a classical exponential decrease. This scenario is typical behavior for targeted energy transfer and has already been underlined by [11].

So, it was shown that for very high amplitudes it is possible to obtain hardening behavior under certain conditions (neck geometry, decreasing of vortex phenomenon...) allowing to activate targeted energy transfer. However it is not obvious to obtain hardening behavior for classical HR. That is why we propose in the next section to study the two frequency driving (subharmonic resonance) case for a classical HR.

3 SUBHARMONIC RESONANCE OF CLASSICAL HR

In this section we consider that the external excitation \( p \) of a classical resonator in Equation (3) is a two-frequency driving.

By assuming that displacement \( x \) is small, we introduce small parameters to solve this equation. Indeed, we introduce \( \varepsilon \) such that \( x = \varepsilon y \), with \( y \) of order 1. So, in function of the orders of magnitude (by looking at physics), we can write \( \delta = \varepsilon^2 \delta_2 \), \( \sigma = \varepsilon \sigma_1 \). For the two frequency driving we choose \( p = \varepsilon^3 f_0 \cos (\Omega t) + \varepsilon^2 f_2 \cos (2\Omega t + \phi) \). The linear frequency is expressed
by $\Omega = 1 + \varepsilon^2 \mu$ where $\mu$ is the frequency detuning.

\[
\frac{d^2 y}{dt^2} + \varepsilon^2 r_1 \frac{dy}{dt} \frac{dy}{dt} + \varepsilon^2 r_2 \frac{dy}{dt} + y - \varepsilon \alpha y^2 + \varepsilon^2 \beta y^3 = -\varepsilon^2 f_0 \cos(\Omega t) - \varepsilon f_2 \cos(2\Omega t + \phi) \tag{6}
\]

Then, we apply the multiple time scale method with the expansion of $y$ in the form of: $y = y_0 + \varepsilon y_1 + \varepsilon^2 y_2 + O(\varepsilon^3)$. We develop the time in fast and slow scales: $T_0 = \varepsilon^0 t$, $T_1 = \varepsilon^1 t$ and $T_2 = \varepsilon^2 t$. When we replace these developments in the principal equation (6), we obtain:

\[\varepsilon^0: \quad \frac{\partial^2 y_0}{\partial T_0^2} + y_0 = 0 \tag{7}\]

\[\varepsilon^1: \quad 2 \frac{\partial^2 y_0}{\partial T_0 \partial T_1} + \frac{\partial^2 y_1}{\partial T_0^2} + y_1 - \alpha y_0^2 = -\frac{f_2}{2} \left[ e^{i(2T_0 + 2\mu T_2 + \phi)} + e^{-i(2T_0 + 2\mu T_2 + \phi)} \right] \tag{8}\]

\[\varepsilon^2: \quad 2 \frac{\partial^2 y_0}{\partial T_0 \partial T_2} + 2 \frac{\partial^2 y_0}{\partial T_0^2} + 2 \frac{\partial^2 y_1}{\partial T_0 \partial T_1} + \frac{\partial^2 y_2}{\partial T_0^2} + r_1 \frac{\partial y_0}{\partial T_0} \frac{\partial y_0}{\partial T_0} + r_2 \frac{\partial y_0}{\partial T_0} + y_2 - 2\alpha y_0 y_1 + \beta y_0^3 \tag{9}\]
Fixed points of the system (13) can be obtained by setting 
\[ \frac{\partial}{\partial T_2} \text{ of excitation by just the second harmonic (this is possible only if this value is inferior to 1. So it means that subharmonic resonance, for the two terms (the damping term, which is a well known result for subharmonic resonance. However, if the this implies that the coefficient of the double frequency term must overcome the coefficient of } \]

The equation (7) has a solution with the following form:
\[ y_0 = A (T_1, T_2, T_3, ...) e^{iT_0} + A^* (T_1, T_2, T_3, ...) e^{-iT_0} \]  
(10)

For the second equation coming from (8):
\[ A = A (T_2, T_3, ...) \]  
(11)

For the first equation coming from (8):
\[ y_1 = -f_0 \left[ e^{i(T_0+\mu T_2)} + e^{-i(T_0+\mu T_2)} \right] \]

When we follow the development in multiple scales used by Nayfeh [2], we continue eliminating secular terms of the precedent equations (7, 8, 9).

The case of excitation by just the second harmonic (this is possible only if this value is inferior to 1. So it means that subharmonic resonance, for the two terms (the damping term, which is a well known result for subharmonic resonance. However, if the this implies that the coefficient of the double frequency term must overcome the coefficient of the damping term, which is a well known result for subharmonic resonance. Physically, this implies that the coefficient of the double frequency term must overcome the coefficient of the damping term, which is a well known result for subharmonic resonance. However, if the two terms (\( f_0 \) and \( f_2 \)) are taken in account, then it is possible to obtain subharmonic resonance even if \( f_0 f_2 > 1 \) and very different behaviors can occur.

Indeed, it is then possible to obtain different nonlinear behaviors in function of the phase difference \( \phi \). For example, we can calculate the amplitude-frequency curve in function of \( \phi \) as shown in Figure 8 by taking the following physical realistic parameters: \( \gamma = 1.4 \) (specific air ratio of air), \( r_1 = 0.8 \) and \( r_2 = 2 \) (values very close to litterature values by assuming \( \varepsilon = 0.1 \), \( f_0 = 0.25 \) (the case \( f_2 = 0 \) and \( f_0 = 0.25 \) corresponds to 122dB by considering sound velocity \( c = 343 \text{ m.s}^{-1} \) and \( \rho = 1.2 \text{ kg.m}^{-3} \) and \( f_2 = 0.6 \) (this corresponds to 150dB).

In Figure 8, we can clearly see that for a certain range of \( \phi \) it is possible to obtain hardening behavior instead of classical softening behavior when \( \phi \) equals to 0 (softening for \( \mu < 0 \) and hardening for \( \mu > 0 \)). The dots represent the maximum of amplitude for each curve (one curve for each fixed \( \phi \)) so at the resonance frequency.
Figure 8: Example of amplitude-frequency curve in function of the phase lag $\phi$. The dots represent the maximum of amplitude for each curve (one curve for each fixed $\phi$) so at the resonance frequency.

Figure 9: Nonlinear response of $\phi$ as function of $\mu$ (softening for $\mu < 0$ and hardening for $\mu > 0$). The dots represent the maximum of the amplitude-frequency curve (so at the frequency of resonance).

The Figure 9 allows to see that the intervals where the behavior becomes hardening is around $\phi \in [\pi/2; 3\pi/2]$.

Moreover, as shown in Figure 10, the phase $\phi$ allows to obtain higher amplitudes at resonance, which can be very interesting for some applications. With the given parameters for this figure the case with only the first harmonic (case $f_0 = 0.25$ and $f_2 = 0$) gives an amplitude of
0.06. By considering the two-frequency driving excitation and owing to the phase difference the amplitude can increase at almost 0.0675 for a phase difference near $3\pi/2$. It means that amplitude can increase approximately 12.5% as compared with the single frequency driving. All the results have been validated numerically with Runge-Kutta schemes of order four: the errors are less than 1% and the computational time is drastically reduced owing to analytical approximations.

Figure 10: The variation of amplitude at resonance frequency in function of $\phi$. The dots represent the maximum of the amplitude-frequency curve (so at the frequency of resonance).

4 CONCLUSIONS

Nonlinear amplitude-frequency responses of an acoustic Helmholtz resonator have been investigated by taking into account nonlinear restoring and damping forces. The objective of the present paper is to show that it is possible to obtain nonlinear hardening behavior of HR either by modifying the geometry of the neck either by using a two-frequency driving with a phase difference. This nonlinear hardening behavior is necessary to active targeted energy transfer phenomenon from an acoustical mode to a pure acoustical resonator. Analytical treatment of governing system equations has been carried on by using time multiple scale method and complexification method to detect slow invariant manifold of the system, its equilibrium and singular points. Owing to the obtained analytical developments, we have shown that it is possible to use all nonlinear characteristics of the HR, including bifurcations and not just its classical damping capacity. Analytical predictions have been compared with those obtained by direct numerical integration of system equations showing good agreement. Experimental verification has also been perfomed for some configurations. The nonlinear response can be increased by using a two-frequency driving for certain phase difference and taking into account the two first harmonics can change the characteristic responses even for situation where the double frequency component does not overcome the damping effect. We have shown that the phase difference has a crucial role to obtain different nonlinear behaviors. It remains to verify
experimentally this last point and apply those last results in practical engineering applications.
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Abstract

In earthquake analyses, usually the seismic displacement of slopes along slip surfaces is estimated by the sliding-block model, where a rigid block rests on an inclined plane and every time that the applied horizontal acceleration is larger than the critical horizontal acceleration value for relative motion, the block slides. Empirical expressions giving the distance moved by the sliding-block model have been proposed and recently these equations are based on relevant data bases of specific regions. However, level of accuracy of the sliding-block model is limited primarily because of the dynamic response of the soil both above and below the slip surface. Recently a coupled numerical code which predicts the seismic response along slip surfaces by considering the dynamic response both above and below the slip surface has been developed (Katsenis et al, 2019). The code is used to propose empirical expressions relating the seismic displacement along slip surfaces, not only on the predictions of the sliding block model, but also on the soil type category according to Eurocode and the depth of the slip surface. For this purpose, extensive parametric analyses were performed. Different acceleration histories recorded in Greece were applied below the soil layers with a slip surface with varying horizontal critical acceleration value for relative motion and depth. Soil behaves linearly only at very small shear strains, well below the typical shear strains exerted in soil profiles near severe earthquakes. The present work extends previous work for non-linear soils. It was observed that the non-linear effect is more important on loose deposits and the previously developed equations were extended to simulate this effect.

Keywords: slopes, sliding-block model, dynamic response, seismic displacement, constitutive modeling, slip surface, coupled analyses, slopes.
1 INTRODUCTION

Engineers usually assess the seismic safety of slopes using the dynamic factor of safety calculated along slip surfaces by comparing the applied forces to the soil strength [1]. However, evaluations based on the dynamic factor of safety have the serious drawback that they do not consider the seismic displacement, which is directly related to damage [2]. The "conventional" sliding-block model [3] is the most commonly used simplified model predicting the seismic displacement of slopes for given earthquake motions [4]. A rigid block rests on an inclined plane (Fig. 1). The resistance along the block-inclined plane boundary follows the Mohr-Coulomb law. Critical acceleration is defined as the minimum horizontal acceleration which causes movement of the block. Every time where the applied horizontal acceleration is larger than the critical acceleration, the block slides. The total displacement is obtained by the addition of the partial slips. This model is used for the prediction of permanent seismic movement of slopes along a predefined slip surface, by appropriately selecting the equivalent critical and applied acceleration values of the "conventional" sliding-block model [2, 3, 4]. Different empirical expressions have been proposed predicting the seismic displacement of the sliding-block model, in terms, primarily, of the ratio of the maximum acceleration of the applied seismic motion divided by the critical horizontal acceleration for sliding [4-9]. Some of these expressions use other than the maximum acceleration parameters of the seismic motion, such as the maximum velocity or the Arias Intensity, or parameters of the earthquake that produced the seismic motion, such as its earthquake magnitude or its earthquake fault distance [5, 9]. In addition, region-specific empirical expressions have been proposed predicting the seismic displacement of the sliding-block model, as different regions have different earthquake faults and geological profiles conditions, and thus potentially different applied seismic motions characteristics. Region-specific empirical expressions predicting the seismic displacement with the "conventional" sliding-block model for seismic motions in Greece have been proposed by [9].

The conventional sliding-block model described above assumes rigid motion and thus it does not consider the dynamic response of the soil both above and below the slip surface, which affects the seismic displacement along the slip surface. Based on results of simplified dynamic models, expressions have been proposed predicting the seismic displacement along the slip surface in terms of not only the critical acceleration for sliding and characteristics of the applied seismic motion described above, but also characteristics affecting the dynamic response of the sliding mass such as its height and shear wave velocity [10-12]. However, the seismic displacement along a slip surfaces depends not only on the dynamic characteristics of the sliding mass, but also on the dynamic characteristics of the soil profile below the slip surface and above the underlying bedrock [13, 14]. Recently, a new cost-effective method, is proposed predicting the seismic sliding movement of dry slopes in soil profiles along slip surfaces with resistance following the Mohr-Coulomb law. The method models the coupled dynamic response of soils both above and below the slip surface [13]. An advantage of this method is simplicity, which makes it ideal in performing dynamic parametric analyses.

Depending on the geographical locations, National Codes specify the characteristics of the design typical seismic motion, such as the maximum seismic acceleration [15]. This seismic motion typically corresponds at bedrock sites. Furthermore, Eurocode [1] classifies the soil profiles into distinct categories, presumably exhibiting similar dynamic response. Based on the above, it is of interest for practicing engineers, to relate the seismic displacement along slip surfaces, not only to characteristics of the seismic motion and the critical horizontal acceleration for sliding, but also to the soil type category according to Eurocode, as well as, possibly, the depth of the slip surface.
Katsenis et al. [16, 17] proposed empirical expressions relating the seismic displacement along slip surfaces in Greece, in terms of not only characteristics of the acceleration history and the critical horizontal acceleration for sliding, but also to the soil type category according to Eurocode, as well as, the depth and length of the slip surface. In particular, they proposed and validated equations correcting the predictions of the conventional sliding-block model for typical seismic motions of Greece in terms of the soil profile type according to Eurocode and the depth and length of the slip surface. Katsenis et al. [16, 17] assumed a linear soil profile. However, soil behaves linearly only at very small shear strains, well below the typical shear strains exerted in soil profiles near severe earthquakes. It is inferred that for accurate predictions, the linear methods described in the previous chapter must be extended with constitutive equations simulating the non-linear soil response.

The purpose of the present work is to extend the empirical expressions proposed by Katsenis et al. [16, 17] for dry sandy layers considering the non-linear soil response. For this purpose, the following are performed below: (a) ground profile types are selected according to Eurocode, (b) a data base of seismic motions in Greece is collected, (c) numerical analyses are performed using the recently developed numerical code by [13], (d) based on the analyses performed and statistical analysis an empirical equation correcting the seismic displacement predictions of the sliding-block model based on the soil type category according to Eurocode, as well as the depth of the slip surface is derived and validated, (e) the results are discussed and an example practical application of the proposed expression for the prediction of the seismic displacement of an actual slope in Greece is given.

![Diagram](image)

Fig. 1: (a) The conventional sliding block model, (b) the sliding chain model used to derive equation (3b).

2 MODEL SIMULATING THE NON-LINEAR SLIDING DYNAMIC RESPONSE OF SLOPES [13]

2.1 Simulation of sliding dynamic response

As shown in Fig. 2a, the present work models a slope with a slip surface as a continuous dynamic system of height \( h_1 + h_2 \) separated by a horizontal slip element at height \( h_2 \) above its base. Only horizontal acceleration is applied at the base of the lower body and above and below the slip element different properties exist. Thus, the system is divided in two non-linear elastic bodies. The index "1" is used for the upper body and the index "2" is used for the lower body. The upper body and lower bodies have mass \( m_{10} \), tangent shear modulus \( G_{t1} \), viscous material damping ratio \( \lambda_{1i} \), and density \( \rho_{1} \) where \( i \) takes the values 1 and 2 for bodies 1 and 2 respectively. The two bodies move a horizontal distance \( x_1 \), velocity \( x'_1 \) and acceleration \( x''_1 \), where \( i \) takes the values 1 and 2 for bodies 1 and 2 respectively.
Fig. 2b gives the assumed equivalent discrete 2-body dynamic system with slip element approximation of the continuous system of Fig. 2a. If no slippage at the slip surface occurs, the equation of motion of the 2-body system of Fig 2b is:

\[
\begin{bmatrix}
    m_1 & 0 \\
    0 & m_2
\end{bmatrix}
\begin{bmatrix}
    x''_1 \\
    x''_2
\end{bmatrix}
= \begin{bmatrix}
    k_1(t) & -k_1(t) \\
    -k_1(t) & k_1(t) + k_2(t)
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2
\end{bmatrix}
+ \begin{bmatrix}
    c_1(t) & -c_1(t) \\
    -c_1(t) & c_1(t) + c_2(t)
\end{bmatrix}
\begin{bmatrix}
    x'_1 \\
    x'_2
\end{bmatrix}
- a(t)
\begin{bmatrix}
    m_{ef-1} \\
    m_{ef-2}
\end{bmatrix}
\]

(1a)

where

\[
m_i = \frac{\rho_i \times h_i}{2}
\]

\[
m_{ef-i} = \frac{2 \times \rho_i \times h_i}{\pi}
\]

\[
k_i(t) = \frac{\pi^2 \times m_i \times G_{i,c}(t)}{4 \times h_i^3 \times \rho_i}
\]

\[
c_i(t) = \frac{\pi \times m_i \times \lambda_i}{h_i} \sqrt{\frac{G_{i,c}(t)}{\rho_i}}
\]

(1b)

where \(a(t)\) is the applied acceleration in the base of the system in terms of time \(t\), \(k_i(t)\) and \(c_i(t)\) are the viscous damping and spring stiffness coefficients of bodies 1 and 2, in terms of time \(t\), \(m_i\) are the masses of bodies 1 and 2 and \(m_i\) are the equivalent masses of bodies 1 and 2 where the inertia acceleration is applied.

Also, non-linear elasticity and the geometry of Fig. 2b predicts that for any incremental change in horizontal displacement of the two bodies (\(dx_1, dx_2\)) the corresponding incremental change in shear stress at time \(t\) (\(d\tau_1, d\tau_2\)) at the two bodies equals

\[
d\tau_1 = G_{i,c}(t) \frac{dx_1 - dx_2}{h_i}
\]

(2a)

\[
d\tau_2 = G_{i,c}(t) \frac{dx_2}{h_2}
\]

(2b)

Sliding at the slip element of Fig. 2b occurs when
\[-a_c(t) - \frac{m_{ef-1}}{m_1} x'_i - a(t) > 0 \quad (3a)\]

\[-m_1 a_c(t) - m_x x''_i - m_a(t) > 0\]

where $a_c(t)$ is the horizontal acceleration for relative displacement of the slip element, in terms of time. In particular, the effect of rotation of the sliding mass above the slip surface is simulated by increasing the critical acceleration of the slip element with the distance moved along the slip element $(u)$ as:

$$a_c(t) = a_{co} + 11 \frac{u}{L} \quad (3b)$$

where $a_{co}$ is the critical acceleration at $u=0$ and $L$ is the slip length.

Sliding in only one direction is assumed and the governing equation of motion at the slip element is

$$u^* = -a_c(t) - \frac{m_{ef-1}}{m_1} x''_i - a(t) = -a_c(t) - 0.64 x''_i - a(t) \quad \text{for } u' > 0 \quad (4)$$

where $u^*$ and $u'$ is the relative acceleration and velocity along the slip element.

During sliding, the two bodies move separately. The equations of motion for the upper and lower masses become:

$$m_1 x''_i + c_1(t) x'_i + k_1(t) x_1 = -m_{ef-1} [a(t) + u^*(t)] \quad (5a)\]

$$m_2 x''_2 + c_2(t) x'_2 + k_2(t) x_2 = -m_{ef-2} a(t) - u^*(t) m_{ef-1} \quad (5b)$$

Sliding stops when the relative velocity of the slip element $(u')$ becomes zero. Then, again equations (1) hold.

The above solution is, according to the terminology used by [4,5], is "coupled". On the other hand, in the approximate "decoupled" case, separation of the two bodies is not simulated and equations (5) are not applied. Furthermore, for the rigid conventional sliding-block case, the above equations do not hold: sliding occurs when

$$-a_c(t) - a(t) > 0 \quad (6a)$$

and the governing equation of motion at the slip element is

$$u^* = -a_c(t) - a(t) \quad \text{for } u' > 0 \quad (6b)$$

It should be noted that in equations (5) the critical acceleration for relative motion is expressed in terms of $a_c(t)$, and thus the effect of rotation of the sliding mass above the slip surface is simulated by equation (3b).
2.2 Constitutive modeling of the soil profile in the non-linear case

For the non-linear case, at the soil profile bodies i (i=1,2), the tangent shear modulus \( G_{t,i} \) is estimated as:

\[
G_{t,i}(t) = \frac{G_{o,i}}{T_i(t)}
\]

where

\[
G_{o,i} = VS_i^2 \rho_i
\]

\[
T_i(t) = 1 + \left( \frac{1}{\eta \alpha_i} - 1 \right) \left[ \tau_i(t) - \tau_{o,i}(t) \right]
\]

where \( G_{o,i} \) and \( VS_i \) are the shear modulus and shear wave velocity respectively at very small shear strain, \( \tau_i(t) \) and \( \tau_{o,i}(t) \) is the shear stress and the shear stress of the last stress reversal at time t of body i and \( \alpha_i \) and \( \beta_i \) are model parameters which equal to

\[
\eta \alpha_i = 0.5
\]

for \( PI_i(\%) \leq 15\% \)

\[
\eta \beta_i = 6.4 \cdot 10^{-5} \frac{G_{o,i}}{\sigma'_{i}}
\]

for \( PI_i(\%) > 15\% \)

\[
\eta \beta_i = (1.29 \cdot PI_i(\%) - 8.00) \cdot 10^{-5} \frac{G_{o,i}}{\sigma'_{i}}
\]

where \( PI_i \) is the plasticity index of body i. Fig. 3b illustrates that equation (8b) fits well the factor \( \{\eta b / [G_o/\sigma']\} \) in terms of PI.

2.3 Discussion of the proposed equations

Equations (1b), (4a), (5) are identical to those used by Rathje and Bray [5] and the form of equations (1a), (6) and (7) is similar to those used by Lin and Whitman [4]. In addition, equation (4b) has been used by Jafarian and Lashgari [7] based on the sliding chain model of figure 1b [20].

The constitutive model equations (8) predicting shear modulus degradation along of the body above and below the slip element are similar to those proposed by Papadimitriou et al. [19], but adjusted for the dry simpler case. The state-of-art work by Vucetic and Dobry [23], indicates that the decrease of the shear modulus with the shear strain depends as a first approximation only on the Plasticity Index (PI) of the soil, as illustrated in Fig. 3a. In equations (8), the model parameters \( \eta \alpha \) specify the Gs/Gmax ratio where the shear stress-degradation response is fitted, and the model parameter \( \eta \beta_i \) fits the value of the actual response at \( \alpha_i \). A typical value of \( \alpha_i \) for the problem considered is 0.5. Assuming \( \eta \alpha = 0.5 \), for the simulation of Fig. 3a, \( \eta \beta_i \) varies in terms of only Go and PI, as illustrated in equations (8).
2.4 Numerical implementation

Equations (1)-(5), (7) and (8) simulating the non-linear dynamic response of a 2-body system with a slip element with constant strength were solved numerically using the Newmark method with its parameters $\beta$ and $\gamma$ taking the values of 0.25 and 0.50 respectively. For the linear case, input at the numerical code is the seismic acceleration history, the critical acceleration $a_{c0}$ and the variables $h_i$, $V_{S_i}$, $\rho_i$, $\lambda_i$. Output includes the acceleration time history of the two bodies for the coupled and decoupled cases and the acceleration, velocity and displacement history along the slip element for the coupled, decoupled and rigid cases. For the non-linear dry case, additionally, the value of the Plasticity Index (PI) is needed. Additional output of the program in this case is (a) the tangent shear moduli of bodies 1 and 2 versus time, (b) the shear stress-strain response of the two bodies and the (c) the secant modulus degradation with shear strain of the two bodies.

Figures 4 and 3b give typical output results of the proposed method. The case of non-linear sandy soil with $h_1=h_2=15m$, $V_{S_1}=200m/s$, $V_{S_2}=300m/s$, $\rho_1=\rho_2=2t/m^3$, $\lambda_1=\lambda_2=0.15$, under the Aegion 1995 earthquake input motion and slip surface with $a_{c0}=0.5m/s^2$ and, $L=100m$ and model parameters $a_1=a_2=0.5$, $b_1=b_2=1$ is presented. Fig. 3b illustrates that equation (8b) fits well the Vucetic and Dobry [23] curves.
3 GROUND TYPES ACCORDING TO EUROCODE

Eurocode [1] defines ground types A-E, as given in table 1, based on observations by the earthquake engineering community that (a) only the first 30m depth of a soil profile play an important role in the dynamic response, (b) for given soil type, the only soil property that affects considerably the dynamic response is the shear wave velocity and (c) for similar dynamic response, a non-uniform soil profile with n layers may be simplified by an uniform one, with shear velocity $V_{S30}$, defined as

$$V_{S30} = \frac{30m}{\sum_{i=1}^{n} h_i/V_{S_i}} \quad (9)$$

where $h_i$ and $V_{S_i}$ is the thickness in m and elastic shear wave velocity of layer $i$ of the n layers of the soil profile.

<table>
<thead>
<tr>
<th>Ground type</th>
<th>Description</th>
<th>$V_{S30}$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Rock or other rock-like geological formation</td>
<td>&gt;800</td>
</tr>
<tr>
<td>B</td>
<td>Deposits of very dense or medium-dense sand, gravel or stiff clay</td>
<td>360-800</td>
</tr>
<tr>
<td>C</td>
<td>Deep deposits of dense or medium-dense sand, gravel or stiff clay</td>
<td>180-360</td>
</tr>
<tr>
<td>D</td>
<td>Deposits of loose-to-medium cohesionless soil or of soft-to-firm cohesive soil</td>
<td>&lt;180</td>
</tr>
<tr>
<td>E</td>
<td>Soil profile consisting of a surface alluvium layer with Vs values of type C or D and thickness varying between 5-20m, underlain by type A soil</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Ground type according to Eurocode [1].
4 DATA BASE OF SEISMIC MOTIONS IN GREECE

In the present work real-time acceleration histories from the most significant recorded seismic events that took place in Greece between 1970 and 2014 were used as a database. Data were obtained from the Internet Site for European Strong-Motion Data (www.isesd.hi.is/). In addition, the seismic recording from the more recent earthquake that occurred in Kefalonia on 03/02/2014 of size $M \geq 6.10$ [Argostoli, Lixuri, Chavriati], which were is included until recently in the European Strong-Motion Database (ESD) was used. In particular, the filtered acceleration time histories for the horizontal seismic component $xx$ were obtained. The criteria used to select the Database are the magnitude of the earthquake $Mw \geq 5$ and the maximum acceleration $a_{\text{max}} \geq 0.04g$. A total of 50 seismic motions were selected in this manner. Table A1 of the Appendix presents the number of the seismic motion, its name, its station, its date, and its magnitude (Mw). The time histories were analyzed with the seismosignal program [16] the to extract the spectral and temporal parameters. Table A2 of the Appendix presents for each seismic motion, its mean period, its predominant period, its peak acceleration and velocity value ($a_{\text{max}}$ and $V_{\text{max}}$), its Arias intensity and its Epicentral distance.

5 PREVIOUS EMPIRICAL EXPRESSION

5.1 Cases considered

The elastic soil profile option of the model [13] was used, and thus equations (7) and (8) were not applied. In addition a very long slip length ($L=1000m$) was used initially and thus the rotation of the sliding mass effect was not simulated. Then, in order to assess the effect of the rotation of the sliding mass, the above cases were repeated for $L=10m, 30m, 100m, 300m$. According to Eurocode ground types of table 1, the soil profiles of table 2 were selected. The $V_{S1},V_{S2}$ values correspond to the average ones of each soil profile of table 1, while for the density value, which does not affect considerably the dynamic soil response, the typical value of $\rho=2t/m^3$ was selected. The damping was taken as $\lambda_1=\lambda_2=15\%$, similarly to analyses by [5, 7, 13]. The critical acceleration value $a_c$ was selected in such a way that computed final seismic displacement of the conventional sliding-block case ($u_{f\text{sl}}$) varies from about 0.05m to about 0.5m. The reason is these are tolerable displacement values for typical structures.

At least five (5) $a_c$ values were applied for each seismic motion and $V_{S1},V_{S2}$ soil profile. For all these cases of soil profiles and $a_c$ values, the 50 seismic motions described in section 2 above were applied and the seismic displacement ($u_f$) was computed. For comparison reasons, the seismic displacement for a rigid block for the same applied motion and critical acceleration value ($u_{f\text{sl}}$) was also estimated.

<table>
<thead>
<tr>
<th>Ground type</th>
<th>$V_s$ (m/s)</th>
<th>$h_1$</th>
<th>$h_1+h_2$</th>
<th>$\rho_1=\rho_2$</th>
<th>$\lambda_1=\lambda_2$</th>
<th>$a_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-B</td>
<td>$V_{S1}=V_{S2}=580$</td>
<td>5, 10</td>
<td>30m</td>
<td>2t/m3</td>
<td>0.15</td>
<td>In such a way that computed final seismic displacement along the slip surface ($u_f$) varied from a few mm to tens of cm</td>
</tr>
<tr>
<td>S-C</td>
<td>$V_{S1}=V_{S2}=270$</td>
<td>20m</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S-D</td>
<td>$V_{S1}=V_{S2}=100$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S-E</td>
<td>$V_{S1}=200m/s, V_{S2}=1000m/s$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Soil profiles assumed in the analysis
5.2 Form of equation

As described above, as different regions have unique earthquake faults and geological profiles characteristic conditions, they have seismic motions of different characteristics and thus different empirical expressions predicting seismic dis-placement. Region-specific empirical expressions predicting (uf-rigid) in Greece has been proposed by [9]. For this reason, in order, possibly to omit predicting the effect of factor such as $a_c$, $a_{\text{max}}$, Arias intensity, earthquake magnitude etc on $u_f$, we propose just to relate $u_f$ on $u_{f\text{-rigid-L}=1000m}$, where $u_{f\text{-rigid-L}=1000m}$ is predicted with previously proposed equations and the $u_f$ incorporates, additional the dynamic effects of the soil profile both above and below the slip surface. Based on the above, we can write

$$u_f = Ra \cdot u_{f\text{-rigid-L}=1000m} \quad (10)$$

where the factor $Ra$ simulates the dynamic effect for $L=1000m$ and $Ra$ simulates the effect of the rotation of the sliding mass on the rigid case.

Furthermore, preliminary inspections of the obtained results illustrated that $Ra$ increases or decreases as $a_c$ decreases, and at small $a_c$ value it tends to 1. However, $a_c$ for the design seismic displacement value varies a lot for different seismic motions: for the typical results for a seismic motion of high and low $a_{\text{max}}$ value, $a_c$ varies between 0.01-0.09g and 0.002-0.05g respectively. This variation is eliminated if the factor $R$ is related to $u_{f\text{rigid-L}=1000}$. Fig. 5 gives the ratio $Ra$ in terms of ($u_{f\text{rigid-L}=1000}$) of soil profiles (a) S-B, (b) S-C, (c) S-D, (d) S-E in terms of ($u_{f\text{rigid}}$) for seismic motion (i) S3 and (b) S29 of Appendix A. It can be observed that: $Ra$ increases or decreases as $u_{f\text{rigid-L}=1000}$ increases, and at large $u_{f\text{rigid-L}=1000}$ value it tends to 1. Based on the above we propose the following equation:

$$Ra = 1 + a_1 \left(0.1/ u_{f\text{rigid-L}=1000}\right)^{a_2} \quad (11a)$$

where $a_1$, $a_2$ are model parameters. In particular, $a_1$ gives the factor (R-1) at $u_{f\text{rigid}}=0.1m$ and $a_2$ gives the manner that the factor $R$ changes in terms of $u_{f\text{rigid}}$. Further parametric analysis illustrated that as a first approximation $a_1$ depends on both the soil profile and $h_1$, while $a_2$ depends only on the soil profile (Fig. 6). Thus, equation (4) can be adjusted as

$$Ra = 1 + \left[n_1 - n_2 (h_1-10m)\right] \left(0.1/ u_{f\text{rigid-L}=1000}\right)^{a_2} \quad (11b)$$

where the parameters $n_1$, $n_2$, $a_2$ depend on the soil type.

After having obtained the effect of soil type and slip surface depth, the effect of slip length is investigated in the present work. We propose the following equation predicting $R1$:

$$Ra=0.5 \{1+\tanh \left[\ln(c_2/\left(u_{f\text{rigid-L}=1000}/L\right)^{c_1})\right]\} \quad (12)$$

where $c_1$, $c_2$ may depend on the seismic motion.

Equation (12) is a modified version of an equation used by Ishibashi and Zhang [12] to simulate a similar effect: the decrease from 1 to zero the ratio of the secant shear modulus to the small strain shear modulus as the shear strain increases. Equation (6) predicts that $Ra$ equals to one when ($u_{f\text{rigid-L}=1000}/L$) takes a very small value and $Ra$ decreases from one to zero as ($u_{f\text{rigid-L}=1000}/L$) increases.
Further analysis illustrated that it was sufficient to keep the $c_1$ factor constant, taking the value 0.8, and varying the factor $c_2$, which takes a very small value when $Ar$ is very small and then increases as $Ar$ increases (Fig. 7).

Fig. 5. Ratio $RA$ in terms of ($u_{f-rigid}$) of soil profiles (a) S-B, (b) S-C, (c) S-D, (d) S-E for seismic motion (i) S3 and (b) S29 of table A1
5.3 Proposed equation

Based on the previous section results, Katsenis et al. [17] give the following equation predicting the seismic displacement along slip surfaces in terms of (a) the conventional sliding-block predictions \( u_{f-rigid-1000m} \), (b) soil type category according to Eurocode, (c) the depth \( h_1 \) and length \( L \) of the slip surface:

\[
u_f = Ra \ u_{f-rigid-1000m} \ \{ 1 + [n_1 - n_2 (h_1-10m)] (0.1/ \ u_{f-rigid-1000m})^{a_2} \} \tag{13a}
\]

where

\[
Ra = 0.5 \ {\{1+\text{tanh}[\ln((0.0215Ar^{0.55})/(u_f/L))^{0.8}] \} \tag{13b}
\]

and \( n_1, n_2, a_2 \) are model parameters given in table 3.

<table>
<thead>
<tr>
<th>Soil type</th>
<th>( n_1 )</th>
<th>( n_2 )</th>
<th>( a_2 )</th>
<th>( n_1' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-B</td>
<td>0.19</td>
<td>0.0093</td>
<td>0.6</td>
<td>0.05</td>
</tr>
<tr>
<td>S-C</td>
<td>0.26</td>
<td>0.0101</td>
<td>0.6</td>
<td>-0.63</td>
</tr>
<tr>
<td>S-D</td>
<td>-0.15</td>
<td>0.0111</td>
<td>1.0</td>
<td>-0.88</td>
</tr>
<tr>
<td>S-E</td>
<td>0.14</td>
<td>0.0118</td>
<td>0.4</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 3. Parameters of equations (13) and (15) in terms of soil type
6 EFFECT OF NON-LINEAR RESPONSE

Katsenis et al [13] studied in detail the effect of non-linear response for a particular case: the Aegeon 1995 seismic motion with $a_{cc}=0.5\text{m/s}^2$, $V_{S1}=20$ to 5000$m$/s, $V_{S2}=V_{S1}$, $h_1=h_2=15\text{m}$, $\rho_1=\rho_2=2t/m^3$, $\lambda_1=\lambda_2=0.15$, $L=1000\text{m}$, $P_{L}=0$. Fig 8a presents the computed effect of non-linearity: $u_T$ for the linear and nonlinear (coupled) cases versus $T_s/T_m$, where $T_m$ is the mean period of the applied seismic motion and

$$T_s = \frac{4h_i}{V_{S1}}$$

(14)

Fig 8b gives the corresponding maximum shear strain for the non-linear analyses.

Fig 8a illustrates that the effects of non-linearity on $u_T$ are significant. They can be interpreted by the effect of non-linearity on the representative shear modulus value of the analysis. In particular, as a result of non-linearity, the shear modulus value decreases and therefore, the "equivalent" $T_s/T_m$ value is larger than the "elastic one". It is inferred that the $u_T$ versus $T_s/T_m$ curves are shifted to the left in the non-linear analyses. More specifically, fig. 8b illustrates that in the non-linear analyses the maximum shear strain takes a very small value at $T_s/T_m=0$ and then gradually increases as $T_s/T_m$ increases. The reason is that as $T_s/T_m$ increases, $V_{S1}=V_{S2}$ decreases and thus the soil becomes softer. Consistently to the above, Fig 8a illustrates that $u_T$ in the non-linear analyses is more-or-less the same at $T_s/T_m=0$, but as $T_s/T_m$ increases the $u_T$ versus $T_s/T_m$ curve is shifted to the left and the shift is more pronounced as $T_s/T_m$ increases.

To demonstrate quantitatively the effect of nonlinearity described above, we consider the example case of Fig. 8a and $T_s/T_m=0.5$. According to Fig. 8a, in this case in the linear response $u_T=0.25\text{m}$ and according to Fig. 8b in the non-linear dry response the maximum $\gamma_{cyc}$ value for bodies 1 and 2 equals 0.2 and 1% respectively, or 0.6% in average. Thus, according to Fig. 3a the maximum shear modulus decrease is by about 10 times and thus the average decrease is 5 times. As in these analyses $V_{S1}=V_{S2}$, it is inferred that in the nonlinear dry case $T_{s-av}/T_m$ increases about 2.2 times and thus the "equivalent linear" $T_s/T_m=T_{s-av}/T_m$ value equals $0.5*2.2=1.1$ and the corresponding $u_T$ value according to fig 8a is 0.14m. It is inferred that for $T_s/T_m=0.5$, $u_T$ decreases from 0.25m in the linear case to 0.14m in the non-linear dry case. This agrees completely with the numerical results given in Fig. 8a for $T_s/T_m=0.5$. 
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Fig. 8. (a) The computed permanent seismic displacement \(u_0\) for the linear, nonlinear dry (\(f_a=0\)) and nonlinear saturated (\(f_a=0.3\), \(f_a=1\)) coupled analyses versus Ts1/Tm and (b) the corresponding maximum shear strain for the non-linear analyses. The case of the Aegion 1995 seismic motion with \(a_{co}=0.5m/s^2\), \(V_s=V_{s1}\), \(h_1=h_2=15m\), \(\rho_1=\rho_2=2\text{Mg/m}^3\), \(\lambda_1=\lambda_2=0.15\). L=1000m, PI=0 is presented.

7 EMPIRICAL EQUATION: PROPOSED MODEL: FORM AND DERIVATION AND VALIDATION PROCEDURE

Based on section above, it is inferred that in non-linear analyses, the shear velocity of the soil layer is modified. As described in section 5, the shear wave velocity in the existing empirical model (13) enters thru the parameters \(n_1\), \(n_2\), \(a_2\). According to table 3, from these three parameters, only the parameter \(n_1\) varies dramatically with soil type, taking values ranging from 0.26 to -0.15. It is inferred that, as a first approximation, only this parameter may be modified for the non-linear case. Furthermore, as \(V_S\) increases, the shear strain which develops during seismic loading is less and thus the modification needed in the parameter \(n_1\) will be less.

Thus, we propose the following equation to estimate the seismic displacement for the non-linear case:

\[
u_r = Ra \left[ 1+ [n_1 + n_1' - n_2 (h1-10m)] \left(0.1/ u_{frigid-1000m}\right)^{a_2} \right]
\]

(15a)

where

\[Ra = 0.5 \left\{ 1 + \tanh\left[ \ln\left( [0.0215 A^0.55] / (u/fL) 0.8 \right) \right] \right\}
\]

(15b)

and \(n_1\), \(n_2\), \(a_2\) are the model parameters of the previous equation (13), given in table 3, while the model parameter \(n_1'\), which simulates the effects of nonlinearity in sandy soils depends on soil type.

In addition, the following procedure is used to evaluate the model parameter \(n_1'\), defined as

\[n_1' = n_{1, non-linear-PI=0} - n_{1, linear}
\]

(16)

- (a) First, the database described in section 5.1 is divided in two parts, one to determine the model parameters (DB1), and the other to validate it (DB2). The data base DB1 is the odd number earthquakes and DB2 is the even number of earthquakes.
- (b) Then, for the non-linear case for sands (PI=0), perform parametric analyses identical to those described in section 5.1 for L=1000m.
- (c) Estimate the model parameter n1' by analyzing the results for h1=10m per soil type and taking the average value. In this respect, it can be observed that, as L=1000m, Ra=1 and thus for h1=10m

\[ n1' = \left[ \frac{u_{f,non-linear}}{u_{f,rigid-1000m}} - 1 \right] \frac{0.1}{(u_{f,rigid-1000m})^2} - n1 \]  

(17)

- (d) Analyze the error in the estimation of n1' for h1=5m and 20m in terms of soil type. The error of the predictions is defined in the present work as

\[ Er = 1 - \frac{\text{Predicted}}{\text{Computed}} \]  

(18)

- (e) Once these empirical expressions is derived, use the database DB2 described above to validate the proposed equation. Measure the error (Er) in all 12 cases of the 25 input motions, thus in 12*25=300 cases in total and confirm that the mean and standard deviation of the error are close to zero. Furthermore, analyze the obtained error for all earthquakes in terms of soil type and h1 (for 12 cases) in order to establish if the accuracy depends on soil type and h1.

8 EMPIRICAL EQUATION: PROPOSAL AND VALIDATION

Based on the procedure described in section 7, table 3 gives the n1' obtained value per soil type. The standard deviation per soil type and h1 of the error (equation (18)) was in the range of 0.06-0.09, reasonably close to zero. Furthermore, in table 3 it can be observed that the estimated n1' values are larger for the cases of soil types S-C and S-D, consistently to the fact that these two soil types have much lower Vs values and thus the effects of nonlinearity in these soils are greater. Thus, for the non-linear case, equation (15) is proposed with the model parameters of table 3.

Once the empirical equation (15) with the model parameters of table 3 was established using the database DB1, its error in the predictions of this equation was established using DB2. Considering all the data of DB2, the absolute value mean and standard deviation of the error (equation (18)) were estimated as 0.05 and 0.05 respectively. As these values are close to zero, the error is small and acceptable. Furthermore, the obtained error for all earthquakes was obtained in terms of soil type and h1 as given in table 4. It can be observed that in all cases the error has mean value less than 0.10 and standard deviation less than 0.12.

<table>
<thead>
<tr>
<th>Soil type</th>
<th>Mean Value (Absolute value)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-B</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>S-C</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>S-D</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>S-E</td>
<td>0.09</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 4. Statistical analysis of the error in the predictions of equation (17) with the parameters of table 3 in terms of soil type and h1.

9 EXAMPLE APPLICATION

As an example application, we consider a site in Greece of soil category S-C where the slip surface is at average depth 5m and geotechnical and seismic analysis for bedrock seismic mo-
tion characteristics of the site gave \( ac = 0.01 g \), and design earthquake of magnitude \( M_w = 7.0 \) at distance \( R = \) 1km. Equation (13) by [9] predicts an Arias Intensity \( I_a = 22.0 m/s \) and equation (21) by [9] predicts a corresponding maximum value of seismic displacement with "conventional" sliding-block model \( u_{r \text{rigid}} = 1000 m = 9.5 cm \). Application of the empirical expressions (6) with the parameters of table 3 would predict that when considering dynamic effects, \( R_a = 0.98 \) and \( u_r = 6.3 cm \). For the elastic case, \( u_r \) would equal 12.3cm. Thus, the seismic displacement \( u_r \) would increase by about 50% as a result of non-linear response.

10 CONCLUSIONS

- The present work proposes the empirical expression (15) with the parameters of table 3 predicting the seismic displacement of sandy slopes along slip surfaces in Greece, in terms of (a) the conventional sliding-block model predictions, (b) the soil type category according to Eurocode and (c) the depth and length of the slip surface.

- These equations were obtained by extensive parametric analyses using a recently developed dynamic coupled numerical code which predicts the seismic displacement of a nonlinear soil profile along a slip surface at some depth. An extensive data base of seismic motions recorded in Greece was applied below typical soil layers according to Eurocode category type with slip surface at different depths and varying the resistance (as defined by the critical acceleration value) in such a way that computed final seismic displacement of the conventional sliding-block case varies from about 0.05m to 0.5m. The results were analyzed statistically.

- The effects of non-linearity are simulated thru the factor \( n_1' \), which affects considerably the results for the soft/loose soil profiles S-C and S-D.
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## Appendix

### Table A1. Earthquakes applied

<table>
<thead>
<tr>
<th>No</th>
<th>Name</th>
<th>Station</th>
<th>Year</th>
<th>M (Mw)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Off Cephallonia</td>
<td>Chavriata Chv1</td>
<td>03/02/14</td>
<td>6.10</td>
</tr>
<tr>
<td>2</td>
<td>Off Cephallonia</td>
<td>Lixouri Lxr1</td>
<td>03/02/14</td>
<td>6.10</td>
</tr>
<tr>
<td>3</td>
<td>Ionian</td>
<td>Lefkada-OTE Building</td>
<td>04/11/73</td>
<td>5.80</td>
</tr>
<tr>
<td>4</td>
<td>Pyrgos</td>
<td>Pyrgos-Agriculture Bank</td>
<td>26/03/93</td>
<td>5.40</td>
</tr>
<tr>
<td>5</td>
<td>Patras</td>
<td>Patra-San Dimitrios Church</td>
<td>14/07/93</td>
<td>5.60</td>
</tr>
<tr>
<td>6</td>
<td>Ano Liosia</td>
<td>Athens-Sepolia (Garage)</td>
<td>07/09/99</td>
<td>6.00</td>
</tr>
<tr>
<td>7</td>
<td>Alkion</td>
<td>Korinthos-OTE Building</td>
<td>24/02/81</td>
<td>6.60</td>
</tr>
<tr>
<td>8</td>
<td>Kalamata</td>
<td>Kalamata-Prefecture</td>
<td>13/09/86</td>
<td>5.90</td>
</tr>
<tr>
<td>9</td>
<td>Ano Liosia</td>
<td>Athens 3 (Kalithea District)</td>
<td>07/09/99</td>
<td>6.00</td>
</tr>
<tr>
<td>10</td>
<td>Alkion</td>
<td>Xilokastro-OTE Building</td>
<td>24/02/81</td>
<td>6.60</td>
</tr>
<tr>
<td>11</td>
<td>Kalamata</td>
<td>Kalamata-OTE Building</td>
<td>13/09/86</td>
<td>5.90</td>
</tr>
<tr>
<td>12</td>
<td>Kozani (aftershock)</td>
<td>Karpero-Town Hall</td>
<td>19/05/95</td>
<td>5.20</td>
</tr>
<tr>
<td>13</td>
<td>Off Cephallonia</td>
<td>Argostoli Arg2</td>
<td>03/02/14</td>
<td>6.10</td>
</tr>
<tr>
<td>14</td>
<td>Kefallinia (aftershock)</td>
<td>Argostoli-OTE Building</td>
<td>23/03/83</td>
<td>6.20</td>
</tr>
<tr>
<td>15</td>
<td>Kefallinia island</td>
<td>Argostoli-OTE Building</td>
<td>23/01/92</td>
<td>5.60</td>
</tr>
<tr>
<td>16</td>
<td>Ano Liosia</td>
<td>Athens-Sepolia (Metro Station)</td>
<td>07/09/99</td>
<td>6.00</td>
</tr>
<tr>
<td>17</td>
<td>Kozani</td>
<td>Kozani-Prefecture</td>
<td>13/05/95</td>
<td>6.50</td>
</tr>
<tr>
<td>18</td>
<td>Komilion</td>
<td>Lefkada-OTE Building</td>
<td>25/02/94</td>
<td>5.40</td>
</tr>
<tr>
<td>19</td>
<td>Agion</td>
<td>Aigio-OTE Building</td>
<td>17/05/90</td>
<td>5.21</td>
</tr>
<tr>
<td>20</td>
<td>Patras</td>
<td>Patra-National Bank</td>
<td>14/07/93</td>
<td>5.60</td>
</tr>
<tr>
<td>21</td>
<td>Patras</td>
<td>Patra-OTE Building</td>
<td>14/07/93</td>
<td>5.60</td>
</tr>
<tr>
<td>22</td>
<td>Ierissos</td>
<td>Ierissos-Police Station</td>
<td>26/08/83</td>
<td>5.09</td>
</tr>
<tr>
<td>23</td>
<td>Heraklio</td>
<td>Heraklio-Prefecture</td>
<td>19/03/83</td>
<td>5.60</td>
</tr>
<tr>
<td>24</td>
<td>Etolia</td>
<td>Valsamata</td>
<td>18/05/88</td>
<td>5.30</td>
</tr>
<tr>
<td>25</td>
<td>Kefallinia island</td>
<td>Argostoli-OTE Building</td>
<td>23/06/92</td>
<td>5.09</td>
</tr>
<tr>
<td>26</td>
<td>Kefallinia island</td>
<td>Kefallinia</td>
<td>17/09/72</td>
<td>5.6</td>
</tr>
<tr>
<td>27</td>
<td>Kefallinia (aftershock)</td>
<td>Kefallinia</td>
<td>30/10/72</td>
<td>5.36</td>
</tr>
<tr>
<td>28</td>
<td>Kozani (aftershock)</td>
<td>Chromio-Community Building</td>
<td>15/05/95</td>
<td>5.20</td>
</tr>
<tr>
<td>29</td>
<td>Kyllini</td>
<td>Amaliada-OTE Building</td>
<td>16/10/88</td>
<td>5.90</td>
</tr>
<tr>
<td>30</td>
<td>Kyllini</td>
<td>Zakynthos-OTE Building</td>
<td>16/10/88</td>
<td>5.90</td>
</tr>
<tr>
<td>31</td>
<td>Ano Liosia</td>
<td>Athens 2 (Chalandri District)</td>
<td>07/09/99</td>
<td>6.00</td>
</tr>
<tr>
<td>32</td>
<td>Volvi</td>
<td>Thessaloniki-City Hotel</td>
<td>20/06/78</td>
<td>6.20</td>
</tr>
<tr>
<td>33</td>
<td>Arnaia</td>
<td>Poligiros-Prefecture</td>
<td>04/05/95</td>
<td>5.30</td>
</tr>
<tr>
<td>34</td>
<td>Preveza</td>
<td>Preveza-OTE Building</td>
<td>10/03/81</td>
<td>5.40</td>
</tr>
<tr>
<td>35</td>
<td>Mouzakaika</td>
<td>Lefkada-OTE Building</td>
<td>13/06/93</td>
<td>5.30</td>
</tr>
<tr>
<td>36</td>
<td>Kozani (aftershock)</td>
<td>Chromio-Community Building</td>
<td>17/05/95</td>
<td>5.30</td>
</tr>
<tr>
<td>37</td>
<td>Komilion</td>
<td>Lefkada-Hospital</td>
<td>25/02/94</td>
<td>5.40</td>
</tr>
<tr>
<td>38</td>
<td>Ano Liosia</td>
<td>Athens-Sygrou-Fix</td>
<td>07/09/99</td>
<td>6.00</td>
</tr>
<tr>
<td>39</td>
<td>Strofades</td>
<td>Zakynthos-OTE Building</td>
<td>18/11/97</td>
<td>6.60</td>
</tr>
<tr>
<td>40</td>
<td>Alkion</td>
<td>Korinthos-OTE Building</td>
<td>25/02/81</td>
<td>6.30</td>
</tr>
<tr>
<td>41</td>
<td>Ano Liosia</td>
<td>Athens 4 (Kipseli)</td>
<td>07/09/99</td>
<td>6.00</td>
</tr>
<tr>
<td>42</td>
<td>Lefkada</td>
<td>Lefkada-OTE Building</td>
<td>27/05/81</td>
<td>5.30</td>
</tr>
<tr>
<td>43</td>
<td>Kalamata</td>
<td>Koroni-Town Hall</td>
<td>13/10/97</td>
<td>6.40</td>
</tr>
<tr>
<td>44</td>
<td>Volvi</td>
<td>Thessaloniki-City Hotel</td>
<td>04/07/78</td>
<td>5.41</td>
</tr>
<tr>
<td>45</td>
<td>Pyrgos</td>
<td>Amaliada-OTE Building</td>
<td>26/03/93</td>
<td>5.40</td>
</tr>
<tr>
<td>46</td>
<td>Kalamata (aftershock)</td>
<td>Kyparissia-Agr. Bank</td>
<td>10/06/87</td>
<td>5.30</td>
</tr>
<tr>
<td>47</td>
<td>Ierissos</td>
<td>Ouranopolis</td>
<td>26/08/83</td>
<td>5.10</td>
</tr>
<tr>
<td>48</td>
<td>Ano Liosia</td>
<td>Athens-Syntagma</td>
<td>07/09/99</td>
<td>6.00</td>
</tr>
<tr>
<td>49</td>
<td>Ierissos</td>
<td>Poligiros-Prefecture</td>
<td>26/08/83</td>
<td>5.10</td>
</tr>
<tr>
<td>50</td>
<td>Gulf of Corinth</td>
<td>Naupaktos-OTE Building</td>
<td>04/11/93</td>
<td>5.30</td>
</tr>
</tbody>
</table>
/RXNDV&.DWsHQLV&RQVWDQWLQH$6WDPDWRSRXORVDQG9DVVLOLV33DQoVNDOWVLV

7DEOH$&KDUDFWHULVWLFVRIDSSOLHGHDUWKTXDNHV
No
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Mean Period

Predominant
Period

amax (m/s2)

Vmax (m/sec)

Arias intensity
(m/sec)

0,30729
0,82566
0,45012
0,246
0,24819
0,22257
0,4679
0,46054
0,26487
0,4544
0,43318
0,25146
0,13857
0,18438
0,21945
0,25703
0,21054
0,35851
0,2101
0,2754
0,2702
0,2295
0,1989
0,2261
0,2124
0,2016
0,242
0,1706
0,2968
0,3089
0,2522
0,329
0,1528
0,2328
0,2159
0,1945
0,3595
0,4444
0,3493
0,6177
0,294
0,2086
0,2677
0,2761
0,265
0,2177
0,1816
0,3574
0,1915
0,2863

0,16
0,9
0,34
0,08
0,08
0,16
0,34
0,3
0,08
0,22
0,22
0,14
0,06
0,1
0,12
0,16
0,16
0,18
0,14
0,2
0,14
0,12
0,16
0,22
0,18
0,12
0,18
0,08
0,18
0,34
0,08
0,20
0,10
0,20
0,16
0,16
0,32
0,12
0,18
0,18
0,3
0,16
0,12
0,2
0,1
0,1
0,16
0,14
0,08
0,12

7,3360
6,545
5,1459
1,4244
1,4992
2,7592
2,2566
2,108
2,6014
2,8382
2,3537
2,601
2,198
1,788
1,249
2,1698
2,0388
1,71620
1,14910
1,37730
1,13720
1,22820
0,75026
1,62380
1,71720
1,19270
0,61381
1,2951
0,7845
1,4789
1,0685
1,3095
1,4255
1,4019
0,4262
1,2897
1,2701
0,8329
1,1944
1,1714
1,1710
1,1703
1,1217
1,12480
1,1214
0,6611
0,8164
1,0872
1,0500
0,6532

0,3215
0,7677306
0,38516
0,06406
0,07922
0,21152
0,14617
0,27389
0,25544
0,1593
0,29092
0,10955
0,0488
0,09629
0,1062
0,16418
0,16501
0,09177
0,03693
0,11783
0,0423
0,09927
0,05918
0,06671
0,06517
0,07615
0,05185
0,06495
0,08526
0,07214
0,07901
0,07733
0,07613
0,06422
0,01477
0,05671
0,091
0,06277
0,08539
0,10388
0,08864
0,05143
0,07781
0,05836
0,16299
0,03294
0,03718
0,06552
0,07606
0,03156

2,76936
2,75813
0,89603
0,06707
0,11386
0,39398
0,42166
0,41461
0,22299
0,60747
0,38456
0,25406
0,15636
0,20986
0,07634
0,17729
0,19868
0,12485
0,02189
0,09903
0,09253
0,05427
0,0576
0,09257
0,09291
0,0717
0,01451
0,05646
0,04902
0,15926
0,05804
0,12136
0,0596
0,17736
0,00905
0,05639
0,12521
0,02688
0,20123
0,14958
0,06613
0,04701
0,12713
0,04483
0,04209
0,01229
0,02224
0,03649
0,021
0,03005

400

Epicentral
distance
(km)
7,00
7,00
15,00
10,00
9,00
14,00
20,00
10,00
16,00
19,00
11,00
16,00
12,00
9,00
14,00
14,00
17,00
16,00
20,00
10,00
10,00
8,00
40,00
23,00
16,00
31,00
19,00
9,00
36,00
14,00
20,00
29,00
28,00
28,00
48,00
16,00
15,00
19,00
38,00
25,00
17,00
26,00
48,00
16,00
24,00
17,00
15,00
18,00
42,00
10,00


SUPPRESSION OF CLASSICAL FLUTTER OSCILLATIONS IN BLADED WHEEL USING INNER DAMPING EFFECT
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Abstract. Inner material damping effect for reduction of self-excited vibrations due to aero-elastic instability is studied on a numerical reduced model of a rotating turbine wheel with 66 blades. The aerodynamic nozzle excitation of the rotating wheel arises from the spatially periodical flow of steam through the stator blade cascade. This excitation causes travelling deformation waves in the wheel. The analysis of forced vibration of the wheel under self-excitation is oriented on the narrow frequency range and therefore the bladed wheel is modelled by a modal synthesis method. The self-excited aero-elastic forces are described by Van der Pol model acting herein independently to the 1th axial flexural mode of each blade of the wheel. Numerical simulations showed a very fast entry of amplitudes increase due to self-excitation. The initial forced vibration mode by nozzle excitation was decisive for the vibration pattern of self-excitation. Its suppression depended on the ratio between the intensity factor of self-excitation and the size of proportional damping describing the inner damping.
1 INTRODUCTION

Since traditional computational fluid and structural tools are computationally very expensive and required large computational power to simulate fluid-structure problems in machines where the large fluid domain and complex solid bodies need to be discretized, we aim at development and application of reduced-order modeling order modeling (ROM) of flutter oscillations in turbine bladed wheel dynamics. Although such ROM approaches are medium fidelity models yet, they can bring interesting knowledge of their dynamic behavior of a bladed wheel system.

Beside the forced nozzle excitation, the gas flowing through a blade cascade can cause instability and/or increase of self-excited oscillations [1-3]. For determination of critical behavior of self-excited vibration in the blade cascade, the boundary element based panel method as ROAM method is developed to model a flow field around bodies [4]. For description of post-critical dynamic behavior of the bladed wheels, a semi-analytical approach based on the Van der Pol model was proposed [5-7]. For case studies, the different blade systems modeled by mass-spring discretized models with viscous-elastic or dry-friction damping in the blades shroud were analyzed. Van der Pol model advantage is a conversion of negative damping into positive one after the amplitude of self-excited oscillations exceeds prescribed limits.

This contribution is continuation of our study of self-excitation in bladed wheels. In this approach, however, we choose the modal synthesis ROM method for the bladed wheel reduction [8-10]. It shows that the vibration of the turbine wheels occurs in narrow frequency ranges when dominant resonant vibration occurs. In literature Van der Pol model of self-excitation is used in connection with stator blade vortex shedding excitations and “lock-in” phenomena. As the vortex shedding frequency approaches the natural frequency of the body, both frequencies lock-in [11-13]. In our approach, however, we deal with classical flutter phenomena [1] in bladed wheels that is linked with travelling deformation waves and inter-blade-phase-angle (IBPA) initiated by nozzle excitation. If the material and structural damping of the wheel is low, the flutter can cause rapid increase of vibration amplitudes that can lead to high cycle fatigue of the blade. Resonant frequencies and vibration mode shapes does not change significantly due to higher vibration amplitudes in the flutter state. Therefore, if we correctly asses the frequency range for modal reduction, this method could precisely describe the bladed wheel dynamics because the modal properties of the reduced system are properly approximated. The aero-elastic forces are described again by Van der Pol model related to selected eigenmode. As example of possible suppression of this dangerous phenomenon, we introduced a simple proportional damping term which describes inner material damping into the equation of motion.

2 GENERAL SPECIFICATIONS

The homogeneous equation of motion of the undamped original mechanical system can be written in the matrix form as

\[ M\ddot{u} + Ku = 0, \]

where \( M \) and \( K \in \mathbb{R}^{nxn} \in \mathbb{R}^{nxn} \) are mass and stiffness square matrices of dimension \( n \), \( \ddot{u}, u \) are acceleration, displacement vectors of the DOFs.

That leads to the eigenvalue problem

\[ (K - \Lambda M)X = 0, \]

The solution of (2) yields the matrices of eigenvalues \( \Lambda \) and of eigenvectors \( X \)
If the eigenvector matrix satisfies the orthonormal condition then
\[ ^{t}XMX = I, \text{XKX} = \Lambda. \] (4)

For simplicity of modal synthesis explanation, let us assume assembly just two identical blade segments (\( n_r = 2 \)). The homogenous equation of motion of uncoupled subsystems is
\[ M_c \ddot{u}_c + K_c u_c = 0, \] (5)

where
\[ M_c = \begin{bmatrix} M & 0 \\ 0 & M \end{bmatrix}, \quad K_c = \begin{bmatrix} K & 0 \\ 0 & K \end{bmatrix}, \quad u_c = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}, \]

with eigenvalue characteristics
\[ \Lambda_c = \begin{bmatrix} \Lambda & 0 \\ 0 & \Lambda \end{bmatrix}, \quad X_c = \begin{bmatrix} X & 0 \\ 0 & X \end{bmatrix}, \] (6)

where \( K_c, M_c, X_c, \Lambda_c \in R^{n_{x_{c}} \times n_{x_{c}}} \) (\( n \) is number of DOFs of the segment, \( n_r \) is number of segments).

Each connection between the blade subsystems can be described by a constraint vector \( T_v \). For example, let \( K \) is a matrix of \( R^{4 \times 4} \) and 4th DOF \( u_{14} \) of the 1st blade and the 3rd DOF \( u_{23} \) of the 2nd blade are connected by spring with stiffness \( c_1 \). The constrain is governed by the expression
\[ c_1 (u_{14} - u_{23}) = F_1. \] (7)

To create the full modification stiffness matrix in original DOFs, the constrain can be expressed by a constraint vector \( T_v \)
\[ c_1^{\top} T_v u_c = F_1, \] (8)

where \( T_v = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & -1 & 0 \end{bmatrix} \). Then the modification stiffness is constituted as
\[ \Delta K = T_v^{\top} T_v c_1. \] (9)

The full synthesized system can be described by the equation of motion
\[ M_c \ddot{u}_{cN} + (K_c + \Delta K) u_{cN} = f_{cE}, \] (10)

which leads to eigenvalue problem
\[ (-\Lambda_{cN} M_c + (K_c + \Delta K)) X_{cN} = 0. \] (11)

To reduce the full DOF space of the synthesized structure (10) we choose the modal subspace
\[
\mathbf{X}_c = \begin{bmatrix}
\mathbf{X} & 0 \\
0 & \mathbf{X}
\end{bmatrix},
\]

where \( \mathbf{X} \in R^{n \times n} \) is matrix of arbitrarily chosen \( m \) eigenvectors of \( \mathbf{X} \in R^{n \times n} \) of the original one-blade subsystem. Introducing the transformation \( \mathbf{u}_{cN} = \mathbf{X}_c \mathbf{Q}_{cNR} \) and \( \dot{\mathbf{u}}_{cN} = -\mathbf{X}_c \dot{\mathbf{A}}_{cNR} \mathbf{Q}_{cNR} \) and pre-multiplying by \( \mathbf{X}^T \) in (11), when the eigenvector matrix \( \mathbf{X}_c \) satisfies the orthonormal condition (4) then we get

\[
[-\mathbf{A}_{cNR} + (\mathbf{A}_{cNR} + \Delta \mathbf{K}_{cNR})] \mathbf{Q}_{cNR} = \mathbf{0},
\]

where \( \mathbf{Q}_{cNR} \) is reduced synthesized modal matrix, \( \Delta \mathbf{K}_{cNR} = \mathbf{X}_c \Delta \mathbf{K} \mathbf{X}_c^T \) is reduced modification matrix of \( R_{mn \times mn} \).

Remark: To avoid the calculations of the eigenvalue problem of the full synthesized system (10) the modal subspace \( \mathbf{X}_{cN} \) is approximated by \( \mathbf{X}_c \) for expression of \( \mathbf{u}_{cN}, \dot{\mathbf{u}}_{cN} \). Therefore it is necessary to use the same boundary conditions of the uncoupled and synthesized models.

To preserve the solution in modal space, then the external and self-excitation forces has to be expressed in reduced space and equation of motion of synthesized reduced wheel system can be expressed as

\[
\mathbf{M}_{cR} \ddot{\mathbf{u}}_R + \beta (\mathbf{K}_{cR} + \Delta \mathbf{K}_{cNR}) \ddot{\mathbf{u}}_R + \mathbf{G} (\mathbf{u}_{RB}, \dot{\mathbf{u}}_{RB}) + (\mathbf{K}_{cR} + \Delta \mathbf{K}_{cNR}) \mathbf{u}_R = \mathbf{f}_{cRE}(t),
\]

where \( \mathbf{K}_{cR} = \mathbf{X}_c \mathbf{K} \mathbf{X}_c^T, \mathbf{M}_{cR} = \mathbf{X}_c \mathbf{M} \mathbf{X}_c^T, \beta \) is coefficient of proportional damping and \( \mathbf{u}_{RB} \) is defined below.

In steam turbines the stator blades create so-called nozzle excitation, i.e. spatially periodic flow that acts on the rotor blades with periodic force which frequency is dependent on angular velocity of the rotor and number of stator blades. Number of stator blades is usually chosen lower than number of rotor blades and their difference gives number of NDs which is excited by the nozzle excitation. The excitation force can be described by

\[
F_{Ei} = F_b \cos \left( n_i \omega t - 2\pi \left( 1 - \frac{n_s}{n_r} \right) i \right), \quad i = 1, \ldots, n_r,
\]

where \( F_b \) is the force amplitude, \( \omega \) the angular velocity of the rotor and \( n_r \) and \( n_s \) are the numbers of rotor and stator blades. So force vector \( \mathbf{f}_{cRE} = \begin{bmatrix} \mathbf{f}_{RE1}^T & \mathbf{f}_{RE2}^T & \ldots & \mathbf{f}_{REn}^T \end{bmatrix} \) is composed of reduced external excitation vectors \( \mathbf{f}_{REi} = \mathbf{p}_{Ei} F_{Ei} \) of each blade \( (i=1, n_r) \), where \( \mathbf{p}_{Ei} = \mathbf{X}_c \mathbf{d}_{Ei} \) is participation factor of i-blade. Distribution excitation vector \( \mathbf{d}_{Ei} \) of the blade is zeros vector with ones only on positions corresponding to DOFs of the blade where forces act.

In addition to the nozzle excitation, we assumed the self-excitation aerodynamic forces \( \mathbf{G} \) that uniformly act on one selected mode of each blade. To study the effect of the self-excited vibrations, Van der Pol model was used as
where $\mu$ is intensity of self-excitation and $r$ is a value of amplitude at which the negative damping changes into positive. This property allows us to study the behavior in this unstable regions because it prevents the amplitude to grow to infinity and stopping the simulations. Displacements $u_{RBi}$ and their velocities $\dot{u}_{RBi}$ are linked with absolute values of selected modal coordinates calculated for each blade at each step of time integration. The construction of vector $G$ is analogous to $f_{RE}$. Due to uniformity distribution assumption its vectors $d_i$ are unity vector and arising participation vectors of blades are multiplied by function (15). Therefore, the unstable behavior of each blade in selected vibration modes is enabled.

3 STUDY CASE

For demonstration of the blade assembly by modal synthesis and calculations of its dynamic behavior under nozzle excitation and self-excitation, the modified turbine bladed wheel was chosen as a study case (Fig.1). In addition to the modified model, the real structure of the wheel ($n_r=66$ blades) has interconnections in shrouds and tie-bosses of blades.
of flexural (one tangential and two axial) eigenmodes of the first three eigenfrequencies (Tab.1) of the segment, the final dimensions of the global matrices of equation (13) were reduced (198x198).

By couplings between the 1\textsuperscript{th} and the last 66\textsuperscript{th} blade we create a rotational periodicity of the assembly. These structures are characteristic by double eigenfrequencies of the eigenvalue problem. To assess accuracy of the mode approximation the results of eigenfrequencies $\omega_i$ of uncoupled assembly, $\omega_{Fe}$ of full unreduced model (as reference) and $\omega_{NR}$ of modified reduced system are presented in Tab. 2. It can be seen a good agreement between full model and synthesized model results. Small differences between modes with different number of nodal diameters show that the disk is relatively stiff compared to the blades that is demonstrated by small disk displacements of all eigenmodes in Fig. 4. Selected shapes of eigenmodes (2ND and 4ND) associated with their double eigenfrequencies computed by the full wheel FE model are depicted in the figure 4.
<table>
<thead>
<tr>
<th>i - mode order number</th>
<th>Blade segment $\frac{\omega_{i}}{2\pi}$</th>
<th>Whole wheel $\frac{\omega_{e,i}}{2\pi}$</th>
<th>$\frac{\omega_{cNR,i}}{2\pi}$</th>
<th>NDs of wheel modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22.099</td>
<td>35.059</td>
<td>34.6673</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>38.519</td>
<td>35.059</td>
<td>34.6673</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>91.850</td>
<td>35.075</td>
<td>34.8195</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>160.36</td>
<td>35.075</td>
<td>34.8195</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>169.55</td>
<td>35.082</td>
<td>34.9142</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>182.74</td>
<td>35.082</td>
<td>34.9142</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>198.70</td>
<td>35.085</td>
<td>34.9903</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>319.72</td>
<td>35.085</td>
<td>34.9903</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>364.04</td>
<td>35.088</td>
<td>35.0655</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>399.35</td>
<td>35.088</td>
<td>35.0655</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: Eigenfrequencies $\omega_{i}$ of blade segment, $\omega_{e,i}$ of full unreduced model (as reference) and $\omega_{cNR,i}$ of modified reduced system of the bladed wheel.

Selection of modes, modal reduction of one-blade segment and modal synthesis of the wheel were calculated in Matlab after importing full matrices from ANSYS.

4 SIMULATIONS OF WHEEL DYNAMIC BEHAVIOUR - NOZZLE EXCITATION AND SELF-EXCITATION

The simulations of self-excited vibrations on reduced-order model of bladed wheel were realised in Simulink block scheme environment. Simulation time-step was chosen $1e-4$ s and the used solver was "ode3". The mode sensitive to self-excitation was selected the 1th axial flexural mode (Fig. 3). To analyse dynamical response of the wheel with combined nozzle excitation and self-excitation we assumed 62 stator blades ($n_s$). At this case the vibration mode with 4ND is dominantly excited. When we assume that the revolution speed is 300rpm, the excitation frequency of rotor blades is $5 \times 62 = 310$Hz and therefore very far away from resonant vibration of the 4ND mode (cca 35Hz). The force amplitude $F_b$ was 10N. At this
case, the wheel is out of forced resonant vibration and amplitudes are small. However, the vibration level can get to high amplitudes in some conditions due to self-excitation caused by the stator blade wakes. Therefore, we aimed at this study on evolution of vibration amplitudes in time for different values of the intensity of Van der Pol self-excitation (Fig. 5).

![Figure 5: Contour picture of maximal amplitude time dependence versus size of intensity of Van der Pol excitation.](image)

The figure shows evolution of maximal amplitude in time with change of the intensity of Van der Pol self-excitation $\mu$. For small self-excitation intensity, the self-excitation is not able to overcome structural damping and the amplitude of vibration excited by nozzle excitation remains at very small level. When the intensity gets higher, the self-excitation starts to dominate after certain period of time. The higher the intensity is, the shorter time is needed for the self-excitation to start and the higher the final vibration amplitude is. As to the excited vibration mode number of nodal diameters of the running wave it was found out that 4 nodal diameters initially excited stay even when the vibration is dominated by the self-excitation. Therefore, self-excitation does not change the vibration mode determined by number of stator blades.
Number of nodal diameters was evaluated in certain time-steps of the simulation by fitting sine function on ordered amplitudes of all blades by minimizing the target function. Amplitude of “f value” is reached minimum of that function (Fig.6). From this figure we can see that when self-excitation starts, a combination of vibration modes is excited before it stabilises during time. Because of the combination a higher error in ND identification occurs.

5 SUPPRESSION OF SELF-EXCITATION BY INNER DAMPING

To study the effect of additional structural damping which could suppress or diminish danger of self-excited vibrations we introduced to our numerical model for self-excitation also proportional damping as described in equation (13). The proportional damping models mainly inner material damping. For describing the effect we chose intensity of self-excitation \( \mu = 25 \) and calculated dynamic responses of the wheel for different values of coefficient \( \beta \). The similar graphs (Fig. 7-8) are shown as in the previous paragraph. Instead of intensity \( \mu \) dependence, however, time development of vibration amplitudes is evaluated for different values of coefficient \( \beta \).

We can see that due to higher values of \( \beta \) we can suppress effect of self-excitation. For lower values, however, the self-excitation is suppressed just at the beginning and pronounces in few seconds. Again the vibration mode with 4ND prevails, except of short time period and lower values of \( \beta \), in both forced and self-excited vibration states.

Figure 6: Contour picture of ND’s identification error function time dependence versus size of intensity of Van der Pol excitation.

Figure 7: Contour picture of maximal amplitude time dependence (case \( \mu = 25 \)) versus size of coefficient of proportional damping.
6 CONCLUSION

The paper introduced the method of modal synthesis as ROM method for the turbine bladed wheel modelling. It was shown that this approach can lead to efficient DOF reduction with very good approximation of modal characteristics. It brings possibility to calculate fast more realistic deformation patterns of the blades and whole turbine wheels for study of flutter phenomena. Due to high DOF reduction (from tens of thousands to several DOFs), a computational time of time integration of the motion equations decreases from days to minutes and this ratio increases with complexity of non-linearities (e.g. dry-friction contacts) included in the wheel model.

The ascertained results of numerical simulations showed that due to self-excitation the very fast entry of amplitude increase can arise. The slope depends on the ratio between intensity factor of self-excitation and coefficient of proportional damping. At this first study the Van der Pol model was related to the 1th axial flexural mode of vibration. The result leads to logical conclusion since the self-excitation forces and viscous damping forces are dependent both on absolute velocity of blades. On contrary to vortex shedding excitations and “lock-in” effect, the simulations of classical flutter showed that the effect of self-excitation can arise out of resonant frequency and low vibration amplitudes. If it occurs, it is dependent on ratios between damping factor and intensity of self-excitation. In the study case, four nodal diameters mode initiated by nozzle excitation remained even if the vibration was dominated by the self-excitation. So, the initial forced structural mode was decisive for the vibration pattern of self-excitation. The achieved results are in accord qualitatively with our previous studies [5-7] performed on the simplified numerical models.

Next, these simulations will be extent to different types of Van der Pol model, e.g. dependent on relative blade motions, and to suppression of self-excitation by dry-friction damping. Possibilities of more complex distribution of Van der Pol model based on experimental results would be considered, too.

In this study we modelled self-excitation by Van der Pol model, however, this approach can be used for other FSI approaches such as loose coupling structural solver with a ROAM panel method, too.
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Abstract. The elements of geometry, kinematics and dynamics of rolling homogeneous balls along curvilinear lines are defined. The complete theory of the impact and collision of heavy rolling balls, through geometry, kinematics and dynamics of rolling balls, is defined. A new definition of the coefficient of restitution (collision) was introduced, starting from the hypothesis of the conservation of the sum of angular momentum of the balls in rolling, for instantaneous rolling axes, after the collision in relation to the before collision of the bodies. The expressions for the outgoing angular velocities of the ball rolling after the collision have been derived and their rolling paths after the impact or collision have been determined and various possible anchors have been shown. The difference between the content of the term billiards used in mathematical works of many mathematicians, as well as the research that remains in the field of geometry is pointed out. Our theory of ball rolling and collision is based on the examples of the abstraction of real systems of rolling heavy homogeneous billiard balls to a mechanical model.

1 INTRODUCTION. A BRIEF OVERVIEW OF THE HISTORY OF CLASSICAL IMPACT AND COLLISION THEORY

In 1668, the Royal Scientific Society in London launched a call for a solution to the problem of impact and collision dynamics, and for that call, the well-known scientists Wallis (John Wallis, 1616-1703, Mechanica sive de motu-1688) and Huygens (Christiaan Huygens - De motu corporum ex percusione) submitted their papers. Using the results of the collision, which they submitted to the Royal Scientific Society of Wallis, and the Huygens, and adding their generalizations, Isaac Newton laid down the fundamental foundations of the Theory of Impact, which are still unsurpassed today. Even before Newton, Wallis and Huygens, there was research into the dynamics of impact. Thus, for example, collision problems were addressed by Galileo Galilei, who came to the realization that the impact force was infinitely large in relation to the pressure forces, but did not reach and learn about the relation of the impact impulses and the impact forces of movement. Today's knowledge of collision dynamics has not, in fact, been much advanced than this collision theory, which was founded.
by Newton, Wallis, and Huygens. In connection with this competition of the Royal Scientific Society, are submitted Papers which contained the first set of basic elements of collision theory. The name also mentions Sir Christopher Michael Wren (20 October 1632 - 25 February 1723), who was also the president of the Royal Scientific Society.

Figure 1. From left to right scientists: Sir Christopher Michael Wren (20 October 1632 - 25 February 1723), John Wallis (1616-1703), Christian Huygens (14 April 1629 - 8 July 1695) and Gaspard-Gustave de Coriolis, (Paris, May 21, 1792 - Paris, September 19, 1843).

Figure 2. Scientists: author of the original ideas Theoretical and Applied Mechanics: Galileo Galilei (Paris, February 15, 1564 - Florence, January 8, 1642) and author of an authentic and significant work: “Discorsi e dimostrazioni matematiche intorno a due nuove scienze attenti alla mecanica e i movimenti locali” 1638 (left) and Sir Isaac Newton, (Lincolnshire, December 25, 1642 - London, March 20, 1726/7) (right) author of Basic Collision Theory and Works: Mathematical Principles of Natural Philosophy (Lat. Philosophiae Naturalis Principia Mathematica), published in 1687.

The dynamics of collisions between rolling balls occur in many engineering systems, and especially in the dynamics of roller bearings. Even today, no general theory of collisions between rolling balls has been given. Some recent results by the author of this paper present new and original results in support of the classical theory of collisions between rolling balls. These results are presented in the next parts of this article.

In the game of billiards, collisions of rolling equal balls occur. The complexities of billiard dynamics and billiard models and the possibility of observing and noting the complex phenomena and phenomena of collision dynamics were pointed out by Coriolis (fr. Gaspard-Gustave de Coriolis; Paris, May 21, 1792). - Paris, September 19, 1843) and to illustrate this we quote the following quotation (see References [1, 2, 3]):
In connection with the game of billiards .... different dynamic tasks occur, the solutions of which are contained in this event. I think that people, who know theoretical mechanics, and even students of the Polytechnic Schools, are interested in learning about the explanations of all the original phenomena, which can be observed with the movement of billiard balls.

2 AN ELEMENTARY LOGICAL ANALOGY

In the examples of the simplest dynamics of rigid bodies with one degree of freedom of movement, we will present an elementary logical analogy, which should be understandable and easily understood.

Why do we begin with this article, which should be popular but at the same time contain the results of a high scientific domain?

It is well known that the most fundamental breakthroughs in science, which have become a lasting scientific heritage, are in fact elementary learning, which, in the integration of knowledge and conceptual processes, grows into complex scientific disciplines. The aim and answer of the question posed is to show that starting from the simplest dynamics of rigid bodies, translation and rolling, and then determining the elementary logical analogy among these dynamics and abstraction to the model of these dynamics, one can move to qualitative and mathematical analogies.

Then, by abstracting the disparate parameters of the dynamics of two real systems, one can come up with one theoretical model, meaning described by a unique mathematical model with the same elements of mathematical phenomenology, we can use the knowledge of the properties of one to convey it in the knowledge of the properties of the other, logically analogous.

Using logical, structural, qualitative and mathematical analogies, in both directions, we aim to obtain new original results of the theory of collision between bodies in rolling. We base the new results on the well-known theory of collision between bodies in translation. Here, and today the unsurpassed theory of collision between bodies in translational moving, has been formulated by world-renowned scientists Isaac Newton, John Wallis, and Christiaan Huygens.

So, let’s start with a logical analogy between the dynamics of the body systems shown in Figure 3. a* and b*.

Figure 3.a* shows two rigid bodies that can move along an ideally smooth horizontal surface in one direction, so that their median plane is always vertical, so it is a planar, translational motion of a rigid body with one degree of freedom of movement, so we can consider it as a material point of concentrated mass in the center of mass. Such a body is exposed to the effect of five constraints (links): two translations are prevented (one in the vertical direction and one in the direction perpendicular to the plane of plane motion) and three rotations about three orthogonal directions (about the direction of the body translation, about the vertical direction and about the direction perpendicular to the previous two).

The kinetic parameters of the motion translation of the rigid body model from Figure 3. a* are: \( m_k \), \( k = 1,2 \), masses, the velocities of body translation, \( \mathbf{v}_{c1} \) and \( \mathbf{v}_{c2} \), which are the connected vectors for the centers of mass of these bodies \( C_1 \) and \( C_2 \). Suppose that each of the bodies is loaded by one external force with intensity \( F_k \), \( k = 1,2 \), with a direction collinear with velocity and an attack point at the center of mass of the corresponding body affected.

On the basis of the theorem on the change of the linear momentum of motion (or quantity of motion), we construct the differential equation of translational dynamics of one and the other body, in translator motion, in the form:
The change in the linear momentum of body motion theorem states that this change in time equals the sum of active and reactive forces. The linear momentum of motion in the translation of a rigid body or the impulse of the translational motion of a body is the product between the mass of the body and the velocity \( \vec{v}_{ck} \), \( k = 1, 2 \) of the center of mass: \( \tilde{K}_k = m_k \vec{v}_{ck} \), \( k = 1, 2 \).

**Figure 3.** Models of the two simplest dynamics of material bodies, each with one degree of freedom of movement: a* transition dynamics of a rigid body and b* rolling without sliding of a rigid body (with form of homogeneous disk, homogeneous sphere or homogeneous with one axis and one plane of symmetry).

Figure 3 b* shows two bodies, which roll, without sliding, straight along a linear path (guide, trace) through a circular plane contour of the body, a circular shape with a corresponding center at a point, \( C_1 \), and \( C_2 \), respectively. These rolling bodies may be spherical balls, cylinders, or disks, but also of other shapes, having one axis of symmetry and one plane of symmetry in which there is a contour of the shape of a circle, by which the legs are to roll.

Such bodies, which roll without sliding, have one degree of freedom of movement. Since each free body has six degrees of freedom of movement, this means that five motion constraints, three translation constraints and two rotations are imposed on the motion of these bodies from Figure 1. b*, that is, five bonds are imposed on each of the bodies. The first limitation is that the median plane of symmetry of the body, in which the center of mass of the body, is at all times in the plane of contour of rolling. This produces the constraints of one translation perpendicular to that rolling plane, and of two rotations about two orthogonal axes in that plane of rolling. The connection with the non-slip rolling route prevented one translation in the direction of the rolling route and one translation directly on the rolling route. All these together represent five links and constraints, leaving only one degree of freedom of movement, which is rolling around the current instantaneous axis of rolling.

Therefore, we direct our further consideration to that class of bodies, which roll without slipping. Figure 3 b* shows two rigid bodies, which roll without sliding at angular velocities \( \omega_{p_1} \) and \( \omega_{p_2} \), at the corresponding instantaneous axes of rolling, passing through the points, \( P_1 \) or \( P_2 \) respectively, of the contact of the bodies in rolling and the track on which they are rolling, which are directed orthogonal to the plane of the rolling. The axial moments of inertia of the masses of the body in rolling for the instantaneous axes of rolling are \( J_{p_1} \) and \( J_{p_2} \). As kinetic parameters of the rolling dynamics of each body are the instantaneous angular velocities of rolling \( \omega_{p_1} \) and \( \omega_{p_2} \), which are related to the instantaneous axes of rolling. These axes move translation ally along the rolling path, and the axial moments of inertia of the mass of the body and for the corresponding instantaneous oscillations, for the observed body class, \( J_{p_1} \) and \( J_{p_2} \) do not change during the rolling dynamics.
Based on the theorem on the change of angular momentum (or kinetic moment) for the instantaneous axis of rolling without sliding, we construct the differential equation of the dynamics of rolling of one and the other body, in the form:

\[ J_{p_k} \dot{\omega}_{p_k} = \mathcal{M}_{p_k}, \quad k = 1, 2 \]  \( (2) \)

By comparing two analyzes of the dynamics of the bodies on two systems, one in translation and other in rolling, without sliding, from Figure 3. a * and b *, we establish a logical, and at the same time, qualitative analogy and phenomenological mapping of the kinetic parameters of these models of two different dynamics, each with one degree of freedom. The mathematical analogy follows.

3 DYNAMICS OF COLLISION BETWEEN TWO ROLLING BODIES IN NON-SLIP ROLLING

3.1 Basic settings for collision dynamics between two bodies in non-slip rolling

From the previous kinetic analysis, and the conclusions, we have drawn and proved, it follows that to consider the dynamics of collisions of axial symmetric rigid bodies with one plane of symmetry, which are in non-slip rolling, we must start with incoming angular velocities and rolling paths. Then, the axial moment of inertia of rolling body masses for the instantaneous axes of rolling should be included by introducing analogous assumptions, as well as for the case of analogous dynamics of impact and collisions of bodies in translational motions determined by the translational velocities and corresponding masses.

The theory of collision dynamics (and in the special case of impact) is based on the following assumptions:

1* The contact time \( \tau \) of two bodies in a collision is very short;

2* The impact forces \( \vec{F}^{ud} \) and the corresponding impact moments \( \vec{M}^{ud} \) of the forces are variable and of high intensity, of the order of magnitude \( \frac{1}{\tau} \), and of short duration during the contact time \( \tau \) of two bodies in the collision and during the collision they have attack points at the contact points in the collision;

3* The change of angular momentum of motion of the material two bodies in rolling for the corresponding rolling axes, during the collision is finite.

4* The impulse (linear momentum) and angular momentum of "ordinary forces" compared to the impulse (linear momentum) and angular momentum of instantaneous collision forces, are much much smaller and can be neglected.

3.2 Intensity of outgoing angular velocities in the centrally centric collision of two bodies in the rolling, without sliding, immediately after the collision

We look at two axial symmetric rigid bodies, with one central plane of symmetry, centrally colliding, and making contact at one point of collision, or two balls of different radii, or two disks of different radii, axial moments of inertia of masses of bodies for the corresponding instantaneous axes of rolling \( J_{p_1} \) and \( J_{p_2} \). These axial moments of inertia of masses do not change for the axial rolling axes in motion.

The bodies are in a non-slip rolling position at the moment \( t_0 \) and have angular velocities \( \dot{\omega}_{p_1}(t_0) \) and \( \dot{\omega}_{p_2}(t_0) \) at an instant \( t_0 \) before entering the collision configuration and are referred to as incoming (inlet or impact) angular velocities. At the moment \( t_0 \) of collision starting, the two bodies will touch at one point \( P \) where both bodies have a tangential plane
We assume that a collision lasts briefly over an interval \((t_0, t_0 + \tau)\) of time, which lasts for a short time \(\tau\) (and realistically tends to zero). After this collision of short-term contact, the bodies are separated and separated by angular velocities \(\hat{\omega}_{P_1}(t_0 + \tau)\) and \(\hat{\omega}_{P_2}(t_0 + \tau)\), which we call the outgoing angular velocities. That it is necessary to determine the intensities of these outgoing angular velocities, \(\hat{\omega}_{P_1}(t_0 + \tau)\) and \(\hat{\omega}_{P_2}(t_0 + \tau)\), and that we have already determined the paths of outgoing rolling velocities and the directions of rolling and directions of those outgoing velocity velocities immediately after the collision.

Imagine that, at the point \(P\) of contact of two bodies in a state (configuration) of collision, we have drawn a tangential plane and its normal \(\vec{n}\). This tangential plane is called the touch plane, and the direction of that normal to the touch plane determines the direction of the collision. Since the centers \(C_1\), and \(C_2\) of mass of the bodies in collision are at this normal, and if the incoming rolling traces of the bodies are at that normal, the collision is called a centric (central) collision, and if not the collision is skew or oblique eccentric. When the incoming angular velocities \(\hat{\omega}_{P_1}(t_0)\) and \(\hat{\omega}_{P_2}(t_0)\) of both bodies in the collision are collinear with the tangent plane, that is, direct with the direction of the collision, then it is a true (directional) collision of the rolling bodies, otherwise it is an skew collision of two rolling bodies.

### 3.3 Hypothesis of conservation of sum of angular momentum for instantaneous axes of rolling of two bodies in rolling before and after collision of two axial symmetric bodies

At the time of the collision, both bodies, which roll immediately before the collision, come into contact at one point, or line-derivatives. In the collision event, although we have made the assumption of models of rigid, axisymmetric bodies with a central plane of symmetry, during the collision they deform locally, in the local contact area. If the contact of the bodies in the collision is at the point of contact (for example, the contact of the spherical surfaces of the balls in the collision, or the rotation ellipsoids), deformation occurs in the immediate vicinity of the contact point. And this deformation lasts until the projections of the angular velocities of rotation of the body in the collision in the direction of the collision (the normal on the tangent equal to both bodies in the contact point of the collision) are equal.

Then also the projections of the relative angular velocities of the rolling motion around the instantaneous axes of rolling of the body in the collision, one relative to the other, towards the collision direction became zero. From that moment, zero projections of relative angular velocities in the direction of the collision, begin to restore the state of the body as it was before the collision until the moment when the bodies separate from each other. During this time the projection of the relative velocities of the bodies in the collision of one relative to the other begins to increase and continues until the bodies have, in the part in contact, their original shape. Then there is a moment when we consider that the bodies have practically separated and that there is a period of time after the collision. Therefore, the collision period can be divided into two parts: \(\tau'\) the compression period in the tangential direction to the body at the point of contact, and \(\tau''\) the restitution period in the tangential direction to the body at the point of contact in the collision, with the total short-time duration \(\tau = \tau' + \tau''\) of the collision.

Since external active forces and moments of forces of finite intensities have impulses of forces equal to zero, and couplings have kinetic moments equal to zero and, at infinitesimal intervals of time, we consider that two material rigid bodies, which roll with the incoming angular velocities and in collision, are considered as one system. Therefore, the hypothesis of
the conservation of the sum of angular momentum (kinetic momentum) for the instantaneous axes of rolling of the body - the movement before and after the collision, can be applied to the dynamics of the same to in the form:

\[ J_{p1} \omega_{t0} + J_{p2} \omega_{t0} = J_{p1} \omega_{t0+ \tau} + J_{p2} \omega_{t0+ \tau}. \]  

(3)

This hypothesis about the conservation of the sum of the angular momentum of motion by rolling in a collision of two bodies, which is analogous to the hypothesis of the conservation of the sum of the linear momentum of motion of two bodies in a collision and in translational motion (see References [4-8, 11-15]).

3.4 Coefficient of restitution or collision of two axisymmetric rolling bodies with one central plane of symmetry

When the incoming angular velocities \( \omega_{t0} \) and \( \omega_{t0} \) of rolling and the axial moments of inertia of mass \( J_{p1} \) and \( J_{p2} \) for the instantaneous axes of rolling of the bodies in a collision, are known, the previous hypothesis relation (3) of conservation of the sum of the angular momentum of motion for the instantaneous axes of rolling bodies, before and after the collision, is not sufficient to determine two unknown outgoing angular velocities \( \omega_{t0+ \tau} \) and \( \omega_{t0+ \tau} \), after the collision of two bodies, which roll just before and after the collision.

We need another relation, an equation, which we will set from the very properties of the body in a collision. As we have already described the collision and contact process of two bodies, in the period of solid body compression, the angular velocity \( \omega_{t0} \) of the first body will decrease by \( \omega_{t0} \) and the second increases by \( \omega_{t0} \), where \( \omega_{t0} \) the angular velocity of both bodies in the collision is at the end of the compression at the local environment of the contact point of the bodies in the collision. As both bodies are deformed in the local area around the point of joint contact in the collision, it is apparent that, during the restitution period, the deformations of the body will not be immediately lost and that the angular velocity \( \omega_{t0} \) of the first body will decrease by \( k(\omega_{t0} - \omega_{t0}) \) another angular velocity and the angular velocity \( \omega_{t0} \) of the second body will increase for size \( k(\omega_{t0} - \omega_{t0}) \), where \( k \) is some coefficient. Based on this analysis we can write that the angular velocities \( \omega_{t0} \) and \( \omega_{t0} \) of the bodies that were in the collision are outgoing

\[ \omega_{t0} = \omega_{t0} - (1+k)\omega_{t0} - k\omega_{t0}, \]  

\[ \omega_{t0} = \omega_{t0} + (1+k)\omega_{t0} - k\omega_{t0}. \]  

(4)

(5)

Subtracting these previous relations (4) - (5) we obtain

\[ \omega_{t0} = k(\omega_{t0} - \omega_{t0}). \]  

(6)

The ratio \( k \) of the relative angular velocities of rolling of the axisymmetric bodies after and before the collision is

\[ k = \frac{\omega_{t0} - \omega_{t0}}{\omega_{t0} - \omega_{t0}} \]  

(7)

and is called the collision coefficient, or the coefficient of restitution, or the coefficient of establishment of rolling bodies in a collision.

This coefficient \( k \) is also newly introduced and represents a new definition of the collision coefficient, or the coefficient of restitution or the coefficient of establishment of rolling bodies in a collision. This new definition (7) is derived by author of this paper.
With the introduction of this new refinement of collision coefficient, we have generalized Newton’s definition from the theory of collision between rigid bodies in translator motion to the theory of collision between rigid bodies in rolling motion without sliding by use difference of rolling angular velocities both after and before the collision. If a kinetic state can be defined by one angular velocity about the instantaneous axis of rolling for each of the bodies, in arriving to define the dynamics of the collision, we inject our definition of the coefficient $k$ of restitution over the ratio of the relative angular velocities of the rolling bodies after and before the collision.

3.5 Intensity of outgoing angular velocities of rolling two bodies after a collision

In order to determine the intensities of the outgoing angular velocities of rolling of two bodies after a collision, \( \tilde{\omega}_{p_1}(t_0 + \tau) \) and \( \tilde{\omega}_{p_2}(t_0 + \tau) \), it is sufficient to eliminate from the previous relations (4) - (5) the unknown angular velocities of both bodies, \( \omega_{p_1} \) in the collision at the end of the compression at the local environment of the point of contact of the bodies in the collision. Then solve the relations by unknown outgoing angular velocities and, which is not difficult to do, so for the outgoing angular velocities, \( \tilde{\omega}_{p_1}(t_0 + \tau) \) and \( \tilde{\omega}_{p_2}(t_0 + \tau) \), after the collision of the balls, we get the following expressions:

\[
\tilde{\omega}_{p_1}(t_0 + \tau) = \tilde{\omega}_{p_1}(t_0) - \frac{1 + k}{1 + \frac{J_{p_1}}{J_{p_2}}} (\omega_{p_1}(t_0) - \omega_{p_2}(t_1)) \tag{8}
\]

\[
\tilde{\omega}_{p_2}(t_0 + \tau) = \omega_{p_1}(t_0) + \frac{1 + k}{1 + \frac{J_{p_2}}{J_{p_1}}} (\omega_{p_1}(t_0) - \omega_{p_2}(t_1)) \tag{9}
\]

By determining these intensities of the outgoing angular velocities \( \tilde{\omega}_{p_1}(t_0 + \tau) \) and \( \tilde{\omega}_{p_2}(t_0 + \tau) \) of rolling of the balls (axial symmetric bodies each with central plane of symmetry) after the collision, we have solved the complete problem of the theory of collision of axisymmetric bodies in rolling without slipping (see References [4-15]).

These expressions (3), (7), (8) and (9) can be reached by a logical, qualitative and mathematical analogy, starting from the theory of collisions of bodies in translational motion.

4 MECHANICS OF BILLIARDS I – GEOMETRY AND KINEMATICS

"In connection with the game of billiards ... various dynamic tasks occur, the solutions of which are contained in that event.

I think that people, who know theoretical mechanics, and even students of the Polytechnic School, are interested in explaining all the original phenomena, which can be observed with the movement of billiard balls”.

For an introduction to the content of billiard mechanics, which includes content on the geometry, kinematics and dynamics of billiard games, it is most illustrative to rely on a few Coriolis sentences, which we have adopted as the motto of this paper. Obviously, many authors believe that these few sentences point to the complexity of geometry, kinematics and dynamics of billiard games; because the analysis, which we will expose here, reveals that the dynamics of billiards includes many phenomena of dynamics of real systems. Our presentation will be based on our results, but also on the constant, from comparisons with the results achieved today by other authors, both mechanics and mathematicians, and it is evident that our results are original.

Multiple keywords and concepts of kinematics and dynamics, such as: ball dynamics as a rigid body, non-slip rolling, collision, alternation of velocity direction, impact velocity, outgoing velocity, ball rolling path, center of gravity trajectory, central and screw (oblique) collision, force impulse, kinetic energy, impact and collision, collision of two spheres, collision of three spheres, impulse forces, linear momentum of motion, angular momentum of motion, speak about their complexity of dynamics of the system of billiard game elements. This is even when looking at only the movement of one billiard ball, but when more balls are involved, and then we have a really complex system, hybrid structures and dynamic configurations of billiard play.

But first let's start with the names of famous scientists who have contributed to the knowledge of certain aspects of the dynamics of billiards.

As we were quoting a few sentences from Gaspar-Gustavo de Coriolis or Gustavo Coriolis at the outset, here is some biographical information about this important scientist, especially in the field of mechanics. He was a mathematician, a mechanical engineer, and a scientist. He is best known for his work on the Coriolis acceleration and Coriolis force. Coriolis was the first to coin the term "work" for the product of force and distance. In 1829, Coriolis published a textbook, *Calcul de l'Effet des Machines*, which presented mechanics in a way that could easily be applied in industry. During this period, the true term for kinetic energy $E_k = \frac{1}{2}mv^2$ was established, as well as its relation to mechanical work (see References [1, 2, 3]).

Coriolis explored the possibilities of generalizing kinetic energy and work on rotating systems and, as a result, produced the work *Sur les équations du mouvement relatif des*
systems de corps, presented at the French Academy of Sciences (1832). Coriolis wrote the work Sur les équations du mouvement relatif des systèmes de corps, 1835. In the 20th century, the terms "Coriolis acceleration" and "Coriolis force" appeared on systems with coupled transverse rotational motion and relative curvilinear motion.

Beginning with the works of George Birkhoff, billiard systems have become a popular topic of study, drawing on a variety of fundamentals, beginning with ergodic Mors theory, KAM theory, and others. Also, the dynamics of billiard systems is interesting because it occurs quite naturally in a number of tasks of mechanics and physics: in the dynamics of vibro-impact systems, diffraction of short waves, dynamics of ball bearings, etc.

The basis of the dynamics of billiards is the theory of dynamics of systems with one-sided constraints. There are essentially various models of theory of impact. The one-sided bond imposed on the system can be replaced by the field of conservative and dissipative forces. Then, the coefficients of elasticity and dissipation by some assumption are introduced to the aspirations of infinity, as Kozlov writes in Reference [10]. It can then be shown that the movement of such a "released" system with fixed initial data, at each finite interval of time, tends to move with an impact (see Reference [10]).

Finally, it is necessary to emphasize again that in the approach to investigating the properties of the billiard game phenomenon, it is necessary to establish the basic models of billiards. These models, under the same keyword "billiards", distinguish between defined tasks: geometry, kinematics, and dynamics of billiards, or the totality of all these tasks. For example, starting tasks are about the properties of mathematical billiards. When approached by mathematicians, then it remains in the domain of billiard geometry and the elements are the geometric point and its possible open or closed polygonal paths, that is, polygons inscribed in a certain area by a unilaterally bounded closed contour line. Periodic trajectories are possible, depending on the initial position and the initial direction of the trajectory of the geometric point. Then, the basic determinations are the lengths and angles that determine the directions of the path of the geometric point. Then it works with lengths and angles, and the units of measurement are meters and degrees or radians. This is a rough approximation of the real billiards system and does not take into account the time at which the geometric point is moved along the trajectory. If the basic determination of time in addition to lengths and angles is included, then it moves into the field of kinematics, kinetics, so kinetic parameters, elements of translation velocity and angular velocity of rolling are included.

If we stay only on the mathematical model that we enrich with basic determination over time, with a unit in seconds, then only the kinematic element of the geometric point translation rate, with the unit of meter per second, is included. A mass associated with a geometric point can be added to this model, so we have a model of gross abstraction of a real billiard by a material point that has mass, velocity, and its motion in time is observed. The mass has a unit in pounds. We have already included this in the model in addition to geometry and kinematics and dynamics, and with that we open the questions of determining the impulses of motion, kinetic energy and forces under which the dynamics are realized, including impacts at unilateral holding bonds and collisions between material points. However, for better abstraction of the billiard system to the model of billiard dynamics, it is not a satisfactory model not with a geometric point or with a material point, but with a rolling ball, which has its mass, a certain mass distribution, defined by the axial moment of inertia of the masses for the axis of rolling of the ball, and has a certain the instantaneous angular velocity of rolling about the instantaneous axis of rolling, measured in units of radian per second, or the velocity of translation of the center of mass in units of meters per second, and the angular velocity of rotation about the central eigen axis of self-rotation measured in units of radians per second. It means that if a billiards model is formed as an abstraction of a real
model of billiards with one or more balls rolling, then the elements of the billiard events are studied elements of geometry, kinematics and dynamics of billiards.

Then we have a body of a certain shape and a line along which it rolls, so the definitions of length are used, so we are in the domain of geometry, and when we include the analysis of translational velocities of the center of mass and the angular velocity of rotation of central self rotation axis, then we are in the domain of kinematics, and if we now include masses and moment of inertia of masses, and with it impulses of motion and kinetic moment (angular momentum), kinetic energy and impulse forces, we completed the task of kinetics of billiards or dynamics of the system of billiards. In the following chapters, we will first define the models of billiards and then analyze the elements of geometry, kinematics and dynamics of billiards within the limits of contemporary knowledge of the scientific literature in this field, as well as the original results of the authors of this chapter.

4.1 Billiard geometry in a nutshell

In this section, we also highlight the contributions of the French scientist, engineer and mathematician, Jean-Victor Poncelet (July 1, 1788 - December 22, 1867), who is known for the following works: ‘‘Traité des propriétés projectives des figures’’ (1822) and ‘‘Introduction à la mécanique industrielle’’ (1829). And here, we will point out a number of his theorems in geometry, which are of importance for investigation of the geometry of billiards and for determining the periodic paths of the rolling of billiard balls in elliptic billiards, as well as in billiards other forms of contours (see References [9,10]).

It is certainly important to find out the properties of ideal mathematical billiards. Today, many researches on this topic are based on a series of basic theorems of Jean-Victor Poncelet, so here we will list the definitions of some of them (see References [9,10]).

Theorem 1. (Poncelet Theorem): Consider two conical sections (conics) \( C \) and \( D \), which lie in the plane. Suppose that a polygon is inscribed in a conical section \( C \), and described around a conical section (conics) \( D \). Then there are an infinite number of such polygons inscribed in one conical section, and described around the other conical section, all of which have an equal number of sides. Even more than that, every point of the conical intersection \( C \) is the subject of such a broken line.

Theorem 2. (Poncelet Theorem): Suppose that there is such a point on the conical section (conic) \( \Gamma \) that the polygon \( T_0, T_1, T_2, T_3, T_4, \ldots, T_{n-2}, T_{n-1}, T_0 \) with the number of sides \( n \geq 3 \) is inscribed in the conic section (conic) \( \Gamma \) and described around the conic section \( \Gamma_a \) and that the right \( \Gamma_a \) does not tangent the conic section (conic) \( \Gamma_a \) for \( i = 2, 3, \ldots, n - 2, n - 1 \). Then for arbitrary \( n \geq 3 \) there is some polygon \( N_0, N_1, N_2, N_3, \ldots, N_{n-2}, N_0 \) with sides inscribed in a conical section \( \Gamma \) and described around a conical section \( \Gamma_a \).

Theorem 3. (Poncelet theorem for an area): Suppose that \( C \) and \( D \), are two areas in space (on the surface). If there is some closed polygon, inscribed in the area \( C \) and described around the area \( D \), it means that there are infinitely many such polygons. In addition, each point of the area \( C \) appears as the theme of such a polygon and all polygons have an equal number of sides.

One of the numerous Poncelet theorems is Comprehensive Generalized Poncelet Theorem, but we don’t preset it, because in our opinion previous three listed theorems are
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good illustration of the content and aims of these series of Poncelet theorems for applications in the geometry of models of billiards as abstraction of real billiards into mathematical billiards, as pre geometrical objects without reality (for more details see mathematical references [9]).

Figure 5 shows the mechanical model as a good abstraction of a real elliptical billiard: Track of the ball rolling along the horizontal plane of the elliptical billiard with the plan of horizontal components of the incoming impact velocities and outgoing velocities after the impact of the ball into a contour elliptical cylindrical surface with vertical derivatives, as well as a detail plan of the velocity of one ball skew impacts.

Figure 5. Line-trace of the rolling motion of the ball along the horizontal plane of the elliptical billiards with the plan of horizontal components of the incoming impact velocities and the outgoing velocities of the contact point after the impact of the ball into a contour elliptical cylindrical surface with vertical derivatives (up). Detail of the plan of the velocity of one ball in the configuration of the skew impact (down).

4.2 Elements of billiards kinematics

In the Figure 5, we have presented a model of an elliptical billiard with a rolling one ball, which rolls on a horizontal surface bounded by a single-size contour elliptical-cylindrical surface with vertical derivatives. The billiard balls are of the same dimensions and radius $R$, which is not negligible with respect to the semiaxis ellipses in the horizontal flat base of the elliptical billiards, which we denote by and $a$ and $b$, which, according to the semi-axes, has an eccentricity of focus $e = \sqrt{a^2 - b^2}$. With this in mind, the model of elliptical billiards in
Fig. 5 cannot be reduced to mathematical billiards by reducing the billiard sphere to a material or geometric point. Her line-trace of billiard ball rolling, which is a broken polygonal line, open or closed, is a polygon, and its path can be determined purely geometrically using Poncelet theorems, or other results in the field of mathematical billiard models known from the literature, which remain in the domain of pure geometry. It is necessary to first determine the geometric location of the points of centers of ball of the impacts in relation to the contour of the elliptic area of billiards, and in the new contour to determine the paths of rolling the ball centers.

In the observed model of the elliptical billiard from case in Figure 5, we can see that the parts of the track of the roll of the billiard ball in arriving at the point of impact, ball and contour, and leaving it after being hit by the contour elliptical-cylindrical surface are parallel to the corresponding horizontal velocity component just before the impact and by the corresponding horizontal component of the outgoing velocity of the point of impact of the ball after impact. The translational velocities of the center of mass of the sphere, before and after impact in the contour surface, are equal to the horizontal components of the incoming velocity before impact and the outgoing velocity after the collision, the point at which the sphere impact to the contour elliptical-cylindrical surface.

**Picture 6.** Plan of the velocity of impact of a point on a large circle of a sphere, which rolls along a straight line in a horizontal plane

We will, now, turn to the representation of the kinematic elements of each of the possible impacts of a ball in rolling, to the contour surface, as well as to the kinematic elements of different cases of mutual collision of two balls.

**4.2.1. Component velocities of points of impact of billiard balls in rolling.** In the picture 6 has shown several points, $T_0$, $T_1$ and $T_3$, which all lie on a large circle in a horizontal plane parallel to the horizontal plane of the billiards, in which lie the lines-traces of rolling the sphere.

At these points, vertical lines corresponding to the vertical derivatives of the contour elliptical-cylindrical surface of the impact of the ball on it are drawn. There are infinitely many such possible points of impact of a ball, as well as collisions with another ball, and we denote them by $T_k$, $k = 0,1,2,3,4, ......$, and all of them also lie on a large circle in a horizontal plane. The rolling path without sliding the ball is parallel to that plane. The point $P$ is the point of contact between the ball and the ball rolling path. The axis of instantaneous rotation-rolling of the ball along the track passes through the point $P$ of the contract. That axis is perpendicular to the route of rolling at all times and moves along that route. With point $P$, we have indicated the angular velocity of the training rolling when the ball is rolling, without sliding, along the incoming route before impact the ball in the contour cylindrical surface.
From Figure 6 it can be observed that the point at the greatest normal distance from the central instantaneous axis of rotation when rotating the ball along the line-trace and that it is equal to the radius $R$ of the ball, while all other points from the large circle of the sphere, in the horizontal central plane, is at a smaller normal distance, and that this distance equals zero points on the diameter of that circle parallel to the current axis of rotation of the ball rolling along the track. If we denote the angle $\alpha_k$ that the radius of a large circle drawn from the center of that circle to a point $T_k$, $k = 0,1,2,3,4,........$ on it coincides with the direction of the radius of that circle with the direction of the impact, then the normal distance of a point on the large circle of a billiard ball sphere is $h_k = R \cos \alpha_k$ in the range from zero to $R$.

The incoming velocity by which a billiard ball impacts to a contour cylindrical (polygonal-cylindrical, elliptical-cylindrical or curvilinear-cylindrical) surface with vertical derivatives, corresponding to a point, $T_k$, $k = 0,1,2,3,4,........$ of impact, has two components: one horizontal parallel to the incoming line of rolling of the ball-sphere surface, equal to the velocity $v_{k,impact} = v_{C_k,impact}$ of the center of mass of the ball and one vertical due to the rotation - the ball about the current central axis

$$v_{T_k,Roll,impact} = -\omega_{k,impact} R \cos \alpha_k \hat{k} = -\frac{v_{C_k,impact}}{R} R \cos \alpha_k \hat{k} = -v_{C_k,impact} \cos \alpha_k \hat{k}.$$  \hspace{1cm} (10)

After impacting the ball in a cylindrical (polygonal-cylindrical, elliptical-cylindrical or curvilinear-cylindrical) surface with a vertical derivative, a point $T_k$, $k = 0,1,2,3,4,........$, by which the ball struck and bounces, has an outgoing velocity with two components: one horizontal parallel to the outgoing track of the ball equal to the outgoing translational velocity $v_{T_k,outgoing} = v_{C_k,outgoing}$ of the center of mass of the ball and one vertical component $v_{T_k,Roll,outgoing}$ due to the outgoing rotation-rolling of the ball:

$$v_{T_k,Roll,outgoing} = \omega_{k,outgoing} R \cos \alpha_k \hat{k} = \frac{v_{C_k,outgoing}}{R} R \cos \alpha_k \hat{k} = v_{C_k,outgoing} \cos \alpha_k \hat{k}.$$  \hspace{1cm} (11)

The directions of trace rolling and directions of these velocities are determined purely kinematically by the rule that the angles, which are the directions of the horizontal component of the incoming and outgoing velocities of the observed possible contact points $T_k$, $k = 0,1,2,3,4,........$, are closed with the normal on the contour cylindrical surface of the impact. The same rule applies to the vertical components of the ball rolling, which, with the direction of normal to the contour cylindrical surface into which the ball hits, close the right angles.

A complete prior analysis of the velocity components before and after the impact of a point on a rolling ball by which a ball strikes or collides is valid in the event of a collision, but the specifics of determining the direction of outgoing velocities are shown in each specific case of impact or collision. Therefore, in the following Figures 5 we will show a number of special cases of configuration of a rolling ball and a cylindrical shock, respectively, of two balls in a collision, or of striking a ball on different contour surfaces of the impact. From the previous kinematic analysis of the component incoming and outgoing velocities of the contact-impact points $T_k$, $k = 0,1,2,3,4,........$ of the individual rolls of the ball in the rolling, before and after the collision, we conclude that it is sufficient to consider the incoming and outgoing angular rolling velocity before and after the collision, as well as the corresponding rolling routes. With kinematic elements we can completely define the kinematics of the ball's impact in rolling. We will show this in other cases of billiard ball strikes and collisions.

The answer to the question what are the values of the intensity of the outgoing component angular velocities belongs to the field of impact dynamics and collisions, so we
will answer this question in the chapter dynamics of billiards, taking into account the type and type of impact, i.e., collision. Although, from the forms (8) and (9), we can obtain that the outgoing angular velocity \( \omega_P(t_0 + \tau) = -k \omega_P(t_0) \) of the ball rolling after impact into a fixed contour, in which the coefficient \( k \) of restitution. In ideally elastic impact coefficient \( k \) of restitution is equal to one, and depending on the type of impact, that is, the properties of the sphere and the contour, it is in the interval \( k \in [0,1] \), where we have adopted for the contour, in which the sphere of ball strikes, that the axial moment of inertia of mass is infinite \( J \rightarrow \infty \) and its incoming angular the rolling velocity \( \omega_{P_2}(t_0) = 0 \) “is equal to zero”, and it follows that its “outgoing angular rolling velocity” is zero, \( \omega_{P_1}(t_0 + \tau) = 0 \), just as it was before the ball struck it, into the boundary surface.

\[
\omega_{P_1}(t_0 + \tau) = -k \omega_{P_1}(t_0)
\]

\[
J_p \rightarrow \infty \quad \text{and its incoming angular the rolling velocity } \omega_{P_2}(t_0) = 0 \quad \text{“is equal to zero”, and it follows that its “outgoing angular rolling velocity” is zero, } \omega_{P_1}(t_0 + \tau) = 0, \quad \text{just as it was before the ball struck it, into the boundary surface.}
\]

**Figure 7.** Plan for the incoming and outgoing velocities of the point of impact of a ball at the central impact of a billiard ball, which rolls along a horizontal plane and an impact perpendicular to the vertical contour plane of impact.

### 4.2.2. The central impact of the ball in rolling into a contour vertical plane, as well as into a convex and concave surface.

In the Figure 7 shows a plan of the incoming and outgoing velocities of the contact point of the central impact of a billiard ball in rolling, which rolls along a horizontal plane and a track perpendicular to the vertical contour surface in which it strikes. The horizontal component of the incoming velocity of the ball impact point is equal to the translational velocity of the center of mass of the ball, while the vertical component of the incoming velocity of that ball impact point is equal

\[
\vec{v}_{T, \text{Rolling, impact}} = \vec{v}_{1, \text{Rolling, impact}} = -\omega_{P, \text{impact}} R \vec{k} = -\frac{\vec{v}_{C, \text{impact}}}{R} R \vec{k} = -\vec{v}_{C, \text{impact}} \vec{k}
\]  

(12)

and it has the highest intensity because it is \( \alpha = 0 \), also the point of impact, in this case it is farthest from the current axis of rotation of the ball and equals \( R \), that is, the ball rolling line closes the angle \( \alpha = 0 \), because it is directional to the contour radius of the ball. The angular velocity \( \omega_{l, \text{impact}} \) of rotation of the ball when rolling is parallel to the contour plane, that is, to the direction of rotation of the ball and is denoted by:

\[
\vec{\omega}_{l, \text{impact}} = \frac{\vec{v}_{C, \text{impact}}}{R}
\]

(13)
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if we have adopted the coordinate axis $x$ in the contour plane, the axis $y$ in the normal direction to that plane. So that $\vec{v}_{T,\text{impact}} = \vec{v}_{C,\text{impact}} = -v_{C,\text{impact}} \vec{j}$. The direction and direction of the incoming roll path of a billiard ball before impact is determined by a unit vector $\vec{j}$, while the outgoing roll path after a impact is determined by a unit vector $\vec{j}$. Immediately after the central impact on the contour vertical plane, the components $\vec{v}_{T,\text{outgoing}}$ and $\vec{v}_{T,\text{rolling, outgoing}}$ of the outgoing velocity of the point of impact of the ball and the center of mass of the rolling ball, as the angular velocity $\vec{\omega}_{P,\text{outgoing}}$ of the outgoing rolling of the ball along the outgoing route are:

\[
\vec{v}_{T,\text{outgoing}} = \vec{v}_{C,\text{outgoing}} = v_{C,\text{outgoing}} \vec{j} 
\]
\[
\vec{v}_{T,\text{rolling, outgoing}} = \vec{\omega}_{P,\text{outgoing}} \vec{R} = \frac{v_{T,\text{outgoing}}}{} \vec{R} = \frac{v_{C,\text{outgoing}}}{} \vec{k} 
\]
\[
\vec{\omega}_{P,\text{outgoing}} = -\vec{\omega}_{P,\text{impact}} = -\vec{\omega}_{P,\text{impact}} \frac{v_{T,\text{outgoing}}}{} \vec{i} = \frac{v_{C,\text{outgoing}}}{} \vec{i} 
\]

**Figure 8.** Plan of the incoming and outgoing velocities of the point of impact of a ball at the central impact of a billiard ball, which rolls along a horizontal plane and a track perpendicular to the vertical contour of a curvilinear cylindrical concave surface

The central impact of a ball in rolling into a contour concave curvilinear surface with a vertical derivative is presented in Figure 8. In this Figure 8 shows a plan of the incoming and
outgoing velocities of a billiard ball point in the case of a central impact in a tangent plane to a contour concave curvilinear surface with vertical derivatives. This line of incoming ball rolling passes through the center of the curve of the concave line along which the vertical derivative describes that curvilinear cylindrical surface. In order for such an impact, it is necessary that the radius of curvature in the part of the concave curve along the line of the curvilinear contour surface be greater than the radius of the billiard sphere. This is shown in Figure 8. Position the coordinate system so that the coordinate axis $x$ is in a tangent plane to the contour curved cylindrical surface, and the axis $y$ in the normal direction to that plane, so that it passes through the center of the curve of the contour surface, while the axis $z$ is in the direction of its vertical derivative is drawn through the point contact (impacts, strikes) billiard balls into the contour surface. Now, by defining the tangent surface through the point of impact of the billiard ball into the contour surface, for this case we have reduced the central impact of the billiard ball to a plane.

The central impact of a ball in rolling into a contour convex curvilinear surface with a vertical derivative is presented in Figure 9. In the Figure 9 shows a plan of the incoming and outgoing velocities of a ball point in the event of a central impact of a billiard ball in rolling, which rolls on a horizontal plane and a track perpendicular to a vertical tangent plane drawn to a contour convex curvilinear surface with a vertical derivative in which it strikes. This line of incoming rolling trace of the sphere passes through the center of the curve of the convex curve along which the vertical derivative describes that curvilinear surface. In order for such a collision, the ratio of the radius of curvature in the part of the curve to the line of the curvilinear contour surface and the radius of the billiard sphere is irrelevant. This is shown in Figure 9. Position the coordinate system such that the coordinate axis $x$ is in a tangent plane to the contour convex curvilinear cylindrical surface, and the axis $y$ in the normal direction to that plane, so that it passes through the center of the contour surface curvature, while the axis $z$ in the direction of its vertical derivative is drawn through the point strikes billiard ball into a contour convex surface. Now, by defining the tangent surface through the point of impact of the billiard ball into the contour surface, we have reduced the task to the central impact of the billiard ball on a plane.

![Diagram](image)

**Figure 10.** Plan of the incoming and outgoing velocities of the point of impact of a ball at a skew (oblique) impact of a billiard ball, which rolls along a horizontal plane and a track directed at an angle in relation to the normal to the vertical contour plane of the impact

### 4.2.3. Oblique (skew) impact of a ball in rolling into a contour vertical plane.
In the Figure 10 shows a plan of the incoming and outgoing velocities of a billiard ball point in
the event of an oblique (skew) roll of a billiard ball in rolling, before and after it strikes a vertical plane. The ball rolls along a horizontal plane and slopes obliquely at a sharp angle to the vertical contour plane of impact. We set up the coordinate system so that the coordinate axis \( x \) is in the contour plane of impact, and the axis \( y \) in the normal direction to that plane, while the axis \( z \) in the direction of its vertical derivative is drawn through the point of impact of the billiard ball into the contour plane. The unit vector orientation of the direction and direction of the ball rolling path before impact is:

\[
\hat{n}_\text{impact} = (-\sin \alpha + \cos \alpha),
\]

The incoming velocity components are:

\[
\begin{align*}
&v_x = v \cos \alpha \\
&v_y = v \sin \alpha \\
&v_z = 0
\end{align*}
\]

Figure 11. Plan of the incoming and outgoing velocities of the contact point of impact of a ball at an oblique impact of a billiard ball, which rolls along a horizontal plane and a line directed at an angle relative to the normal to a vertical contour curved cylindrical concave surface

The translational velocity of the center \( C \) of mass of the ball just before impact is:

\[
\begin{align*}
&v_C \rightarrow v \cos \alpha \\
&v_C \rightarrow v \sin \alpha \\
&v_C \rightarrow 0
\end{align*}
\]
\[ \mathbf{v}_{\text{impact}} = -v_c \left( i \sin \alpha + j \cos \alpha \right) \]  (17)

The instantaneous angular velocity \( \omega_{\text{impact}} \) of rotation due to the ball rolling along the route immediately before impact is:

\[ \omega_{\text{impact}} = \omega_{p,\text{impact}} = \omega_{p,\text{impact}} \left( -i \cos \alpha + j \sin \alpha \right) = \frac{v_{\text{impact}}}{R} \left( -i \cos \alpha + j \sin \alpha \right) \]  (18)

The horizontal component \( \mathbf{v}_{\text{hor,impact}} \) of the velocity of the ball point \( T \) by which the ball strikes the vertical contour plane is equal to the translational velocity \( \mathbf{v}_{\text{impact}} \) of the center \( C \) of mass of the ball:

\[ \mathbf{v}_{T,\text{hor,impact}} = \mathbf{v}_{\text{impact}} = -v_c \left( i \sin \alpha + j \cos \alpha \right) \]  (19)

The vertical component \( \mathbf{v}_{T,\text{Rol,impact}} \) of the velocity \( \mathbf{v}_{T,\text{impact}} \) of the ball point \( T \), by which the ball hits the vertical contour, is planar due to the rolling of the ball along the horizontal line-tract by the angular velocity \( \omega_{p,\text{impact}} \) of rolling about momentary axis and is equal to:

\[ \mathbf{v}_{T,\text{Rol,impact}} = -R \omega_{p,\text{Rol}} \cos \alpha \hat{z} = -v_{\text{impact}} \cos \alpha \hat{z} \]  (20)

The horizontal component \( \mathbf{v}_{T,\text{hor,outgoing}} \) of the velocity \( \mathbf{v}_{T,\text{outgoing}} \) of the ball point \( T \) with which the ball leaves after hitting the vertical contour plane is equal to:

\[ \mathbf{v}_{T,\text{hor,outgoing}} = v_{\text{hor,outgoing}} \left( -i \sin \alpha + j \cos \alpha \right) \]  (21)

The velocity \( \mathbf{v}_{T,\text{outgoing}} \) of translation of the center \( C \) of mass of the ball immediately after impact is a horizontal component \( \mathbf{v}_{T,\text{hor,outgoing}} \) of the departure velocity \( \mathbf{v}_{T,\text{outgoing}} \) of the ball point \( T \) after the impact of the ball into the contour plane:

\[ \mathbf{v}_{T,\text{outgoing}} = v_{\text{outgoing}} \left( -i \sin \alpha + j \cos \alpha \right) = \mathbf{v}_{T,\text{hor,outgoing}} = v_{\text{hor,outgoing}} \left( -i \sin \alpha + j \cos \alpha \right) \]  (22)

The instantaneous angular velocity \( \omega_{p,\text{outgoing}} \) of rotation due to the ball rolling along the track immediately after impact is:

\[ \omega_{\text{outgoing}} = \omega_{p,\text{outgoing}} = \omega_{p,\text{outgoing}} \left( i \cos \alpha + j \sin \alpha \right) = \frac{v_{\text{hor,outgoing}}}{R} \left( i \cos \alpha + j \sin \alpha \right) \]  (23)

The vertical component \( \mathbf{v}_{T,\text{Rol,outgoing}} \) of the velocity \( \mathbf{v}_{T,\text{outgoing}} \) of the ball point \( T \), by which the ball leaves after striking the vertical contour plane, is the cause of the continuous rolling of the ball along the horizontal line at angular velocity \( \omega_{p,\text{outgoing}} \) and is equal to:

\[ \mathbf{v}_{T,\text{Rol,outgoing}} = R \omega_{p,\text{Rol}} \cos \alpha \hat{z} = -v_{T,\text{Rol,impact}} \hat{z} \]  (24)

The unit vector orientation of the direction and direction of the ball rolling path after impact is:

\[ \mathbf{n}_{\text{outgoing}} = \left( -i \sin \alpha + j \cos \alpha \right) \]

4.2.4. An oblique (skew) impact of a ball in rolling into a contour concave or convex curvilinear surface with a vertical derivative. In Figures 11 and 12 show the plans of the incoming and outgoing velocities of the contact point \( T \) of a billiard ball in the case of an oblique impact, before and after the impact of the contour concave or the convex curvilinear surface with vertical derivatives. The ball rolls on a horizontal plane and slants obliquely at a sharp angle with respect to the tangent plane to the contour convex or concave curvilinear surface at the contact point \( T \) of impact of the sphere into it. Then, the incoming ball rolling path does not collinear with normal to the tangent plane through contact point \( T \) and do not cross the center \( C_0 \) of its curve before the impact. Position the coordinate system so that the coordinate axis \( x \) is in a tangent plane to the contour surface of the impact, and the axis \( y \) in the normal direction to that tangent plane, so that it passes through the center of its curve \( C_0 \), as well as into centre of ball \( C \), while the axis \( z \) in the direction...
of its vertical derivative is drawn through the contact point $T$ of impact of the billiard ball in the contour surface. The snow velocities for both of these cases are as analogous as in the case of an oblique impact in the plane contour-boundary, where in the tangent plane is analogous to the occupational impact from the previous example of an oblique collision into the plane.

4.2.5. Central collision between two billiard balls in rolling. If the rolling paths of the stock exchange slides of the two billiard balls are in one rolling line and are directed towards each other or the first one roll at a slower velocity so that the second one can catch up, a central collision between two balls can be realized. The configuration of the between two billiards balls is shown in Figure 13.

Now, at the point $T_1$, $T_2$, of collision of the two balls, we place an imaginary common tangent plane, which are tangent to both and the other sphere at the contact point $T_1$, $T_2$ of their collision. We set up a coordinate system such that the coordinate axis $x$ is in their common tangent plane through the collision-contact point $T_1$, $T_2$, and the axis $y$ in the normal direction to that tangent plane, while the axis $z$ in the vertical direction lies in the tangent plane in which the paths of the balls rolling are drawn through the collision point of the billiards balls.

The unit vectors of orientation of the direction $\hat{n}_{1,\text{impact}} = -\hat{j}$ and $\hat{n}_{2,\text{impact}} = \hat{j}$ direction of the paths of the ball rolling before the collision are in the opposite directions, respectively. The components of the incoming velocities of the rolling balls before the collision are $v_{C1,\text{impact}} = -v_{C1}\hat{j}$ or $v_{C2,\text{impact}} = v_{C2}\hat{j}$: The translation velocities of the centers of mass, $C_1$, or $C_2$ the balls immediately before their collision, are $\hat{v}_{C1,\text{impact}} = -v_{C1}\hat{j}$ and $\hat{v}_{C2,\text{impact}} = v_{C2}\hat{j}$: respectively. The angular velocities of the rolling billiard balls without slipping immediately before their collision, are $\omega_{P1,\text{impact}}$ and $\omega_{P2,\text{impact}}$ respectively are:

\[
\begin{align*}
\omega_{P1,\text{impact}} &= -\frac{v_{C1,\text{impact}}}{R} \hat{i} \\
\omega_{P2,\text{impact}} &= \frac{v_{C2,\text{impact}}}{R} \hat{i}
\end{align*}
\]  

(25)

![Figure 13. Plan the incoming and outgoing velocities of the collision points of two balls at their central collision](image)
The horizontal components $\vec{v}_{T1,\text{hor,impact}}$ and $\vec{v}_{T2,\text{hor,impact}}$ of the velocities $\vec{v}_{T1,\text{impact}}$ and $\vec{v}_{T2,\text{impact}}$ of the points $T_1$ and $T_2$, the balls that the balls collide with are equal to the velocities $\vec{v}_{C1,\text{impact}}$ or $\vec{v}_{C2,\text{impact}}$ of the corresponding centers of mass, $C_1$, or $C_2$ the corresponding balls:

$$\vec{v}_{T1,\text{hor,impact}} = -\vec{v}_{C1,\text{impact}}, \quad \vec{v}_{T2,\text{hor,impact}} = \vec{v}_{C2,\text{impact}},$$

(26)

Vertical components $\vec{v}_{T1,\text{Rol,impact}}$ and $\vec{v}_{T2,\text{Rol,impact}}$ of velocities of points $T_1$ and $T_2$ of the balls that collide with the balls are velocities due to the rolling of the balls along the horizontal track by the incoming angular velocities $\omega_{P1,\text{impact}}$ and $\omega_{P2,\text{impact}}$ are defined as:

$$\vec{v}_{T1,\text{Rol,impact}} = -R\omega_{P1,\text{Rol}}\hat{k} = -\vec{v}_{C1,\text{impact}}\hat{k},$$

(27)

respectively

$$\vec{v}_{T2,\text{Rol,impact}} = -R\omega_{P2,\text{Rol}}\hat{k} = -\vec{v}_{C2,\text{impact}}\hat{k}.$$  

(28)

The horizontal components $\vec{v}_{T1,\text{hor,going}}$ and $\vec{v}_{T1,\text{hor,going}}$ of the velocities of the points $T_1$ and $T_2$ of the balls with which the balls leave after the collision are:

$$\vec{v}_{T1,\text{hor,going}} = \vec{v}_{T1,\text{hor,going}}\hat{j}, \quad \text{respectively} \quad \vec{v}_{T2,\text{hor,going}} = -\vec{v}_{T2,\text{hor,going}}\hat{j}.$$  

(29)

The velocities $\vec{v}_{C1,\text{going}}$ and $\vec{v}_{C2,\text{going}}$ of translation of the centers of mass, $C_1$, or $C_2$, the corresponding sphere immediately after the mutual collision, is equal to the corresponding horizontal components $\vec{v}_{T1,\text{hor,going}}$ and $\vec{v}_{T1,\text{hor,going}}$ of the departure velocities of the corresponding contact point $T_1$ and $T_2$ sphere after the collision:

$$\vec{v}_{C1,\text{going}} = \vec{v}_{C1,\text{going}}\hat{j} = \vec{v}_{T1,\text{hor,going}}\hat{j}, \quad \vec{v}_{C2,\text{going}} = -\vec{v}_{C2,\text{going}}\hat{j} = -\vec{v}_{T2,\text{hor,going}}\hat{j}.$$  

(30)

The instantaneous angular velocities $\omega_{P1,\text{going}}$ and $\omega_{P2,\text{going}}$ of ball rolling due to the outgoing rolling of each of the balls per track immediately after the collision are:

$$\omega_{P1,\text{going}} = \omega_{P1,\text{going}}\hat{i} = \omega_{P1,\text{going}}\frac{\vec{v}_{T1,\text{hor,going}}}{R}\hat{i},$$

$$\omega_{P2,\text{going}} = \omega_{P2,\text{going}}\hat{i} = \omega_{P2,\text{going}}\frac{\vec{v}_{T2,\text{hor,going}}}{R}\hat{i}.$$  

(31)

The vertical component $\vec{v}_{T1,\text{Rol,going}}$ and $\vec{v}_{T2,\text{Rol,going}}$ of the departures velocities of contact points $T_1$ and $T_2$ of the balls, by which each of the balls leaves after each other's central collision, is the cause of the outgoing rolling of each of the balls along the horizontal track at angular velocity, respectively, and is determined by the following expressions:

$$\vec{v}_{T1,\text{Rol,going}} = R\omega_{P1,\text{going}}\hat{k} = \vec{v}_{T1,\text{Rol,impact}}\hat{k},$$

$$\vec{v}_{T2,\text{Rol,going}} = R\omega_{P2,\text{going}}\hat{k} = \vec{v}_{T2,\text{Rol,impact}}\hat{k}.$$  

(32)

The unit vectors of orientation of the direction and orientation of the outgoing lanes of the outgoing roll of the balls in the outlet after the collision are: $\hat{j}$ and $-\hat{j}$, respectively.

### 4.2.6. An oblique collision of two billiard balls in a non-slip roll.

If the rolling traces of two billiard balls on rolling without slipping intersect, and the balls simultaneously reach the position that they can collide, then such a collision is said to be an oblique collision of two balls. Figures 14 and 15 shown the plans of the component incoming $\vec{v}_{C1,\text{impact}}$ and $\vec{v}_{C2,\text{impact}}$ and outgoing $\vec{v}_{C1,\text{going}}$ and $\vec{v}_{C2,\text{going}}$ velocities of ball center mass $C_1$ and $C_2$ of
an oblique collision of two billiard balls rotating horizontally relative to a common vertical tangent plane at a common point of collision.

Their velocities $\vec{v}_{C1,\text{impact}}$ and $\vec{v}_{C2,\text{impact}}$ of the centers of mass $C_1$ and $C_2$ are non-collinear and we are using the collision model decomposition to subsystems presented in Figure 14. In the following Figure 15 shows a plan of the component of incoming $\vec{v}_{C1,\text{impact}}$ and $\vec{v}_{C2,\text{impact}}$, and outgoing $\vec{v}_{C1,\text{outgoing}}$ and $\vec{v}_{C2,\text{outgoing}}$ velocities of an oblique collision of two billiard balls, rolling along a horizontal plane, relative to a common vertical tangent plane at a common impact point of oblique collision when their translational velocities of their centers $C_1$ and $C_2$ of ball mass are no collinear, using a complex system model.

When asked how many such positions in the collision configuration can be insulated, how to define using the distance of the centers of mass of the two balls. Here is the conclusion of the theorem.

Figure 14. Decomposed system of two equal billiard balls in configuration of a oblique (skew) collision. Plan of the incoming and outgoing velocities of the collision contact points of each of the two balls at their oblique collision.

4.2.7. The theorem of the feasibility of the collision of two billiard balls. Two billiard balls, of equal radius, in rolling without slipping, and rolling along the intersecting tracks, can reach the configuration of the collision, and the realization of the same, only if only if their centers $C_1$ and $C_2$ of mass are located at the corresponding distance $C_1C_2 = 2R$ at points, which are at the translational velocities of their centers of mass $C_1$ and $C_2$, and
are directed and oriented to the point of intersection of their rolling paths. There are infinitely many such configurations of the collision feasibility of two balls. A collision is possible before both balls pass the point of intersection of the tracks, and also in the condition that one has not reached the position of the section of the tracks and that the other ball has passed through that section of the tracks, but so that the intensities of the velocities allow the first round to cross the position of cross sections of the tracks.

We shall now give one analysis and explanation of the plan of the component velocities $\mathbf{v}_{1,1, \text{hor, outgoing}}$ and $\mathbf{v}_{1,2, \text{hor, outgoing}}$, as well as $\mathbf{v}_{1,1, \text{red, outgoing}}$ and $\mathbf{v}_{1,2, \text{red, outgoing}}$ of the points $T_1$ and $T_2$ of balls in which the balls collide, using quoted Figures 14 and 15 respectively. If there was a collision through the points $T_1$ and $T_2$ at the collision point $T_1 \equiv T_2 \equiv T_{12}$, then the two balls, set up an imaginary common tangent plane, which is tangent to both sphere surface at the point of their collision $T_1 \equiv T_2 \equiv T_{12}$. Let us set the coordinate system so that the coordinate axis $x$ is in their common tangent plane through the collision point, and the axis $y$ in the normal direction to that tangent plane and passes through both cents of the mass $C_1$ and $C_2$ of billiard balls in the collision configuration, while the axis $z$ is in the tangent plane and in the vertical direction in the plane in which the tracks of rolling balls lie and are pulled through the collision point of billiard balls.

**Figure 15.** A system of two equal billiard balls that roll on rolling tracks in a oblique (skew) collision configuration. Plan the incoming and outgoing velocities of the collision points of each of the two balls at their oblique collision.

The unit vectors of orientation of the direction and focusing of the incoming ball rolling paths, just before the oblique collision, are defined by the unit orientation vectors:
in which the angles \( \alpha_1 \) and \( \alpha_2 \) of the rolling path of each of the balls are locked by the direction of the normal to the tangent plane to the sphere surfaces of the balls at the contact point of their collision, that is, by the direction of the line passing through the centers \( C_1 \) and \( C_2 \) of mass and both balls.

The components of the incoming velocities of the balls in rolling before the collision are:

The translation velocities \( \vec{v}_{C1,\text{impact}} \) and \( \vec{v}_{C2,\text{impact}} \) of the centers of mass \( C_1 \) and \( C_2 \), or of the balls just before their collision, are:

\[
\vec{v}_{C1,\text{impact}} = v_{C1}\vec{n}_{1,\text{impact}} = -v_{C1}\left(i \sin \alpha_1 + j \cos \alpha_1 \right),
\]

and

\[
\vec{v}_{C2,\text{impact}} = v_{C2}\vec{n}_{2,\text{impact}} = v_{C2}\left(-i \sin \alpha_2 + j \cos \alpha_2 \right).
\]

The instantaneous angular velocities \( \dot{\omega}_{P1,\text{impact}} \) and \( \dot{\omega}_{P2,\text{impact}} \) of rolling due to the rolling of balls on the corresponding incoming traces immediately before their collision are:

\[
\dot{\omega}_{P1,\text{impact}} = \dot{\omega}_{P1,\text{impact}} = \frac{v_{C1,\text{impact}}}{R}\left(i \cos \alpha_1 + j \sin \alpha_1 \right),
\]

and

\[
\dot{\omega}_{P2,\text{impact}} = \dot{\omega}_{P2,\text{impact}} = \frac{v_{C2,\text{impact}}}{R}\left(i \cos \alpha_2 + j \sin \alpha_2 \right).
\]

The horizontal components \( \vec{v}_{T1,\text{hor,impact}} \) and \( \vec{v}_{T2,\text{hor,impact}} \) of the velocities of the points \( T_1 \) and \( T_2 \) the balls that collide with are equal to the velocities of the corresponding centers \( C_1 \), and \( C_2 \) of mass, of the corresponding balls:

\[
\vec{v}_{T1,\text{hor,impact}} = \vec{v}_{C1,\text{impact}} = v_{C1}\vec{n}_{1,\text{impact}} = -v_{C1}\left(i \sin \alpha_1 + j \cos \alpha_1 \right),
\]

and

\[
\vec{v}_{T2,\text{hor,impact}} = \vec{v}_{C2,\text{impact}} = v_{C2}\vec{n}_{2,\text{impact}} = v_{C2}\left(-i \sin \alpha_2 + j \cos \alpha_2 \right).
\]

Vertical components \( \vec{v}_{T1,\text{Rol,impact}} \) and \( \vec{v}_{T2,\text{Rol,impact}} \) of velocities of the contact points \( T_1 \) and \( T_2 \) balls that collide with the balls are velocities due to the rotation of the balls along the horizontal track by the incoming angular velocities and are defined as:

\[
\vec{v}_{T1,\text{Rol,impact}} = -R\dot{\omega}_{P1,\text{Rol}}\hat{k} = -v_{C1,\text{impact}}\hat{k},
\]

and

\[
\vec{v}_{T2,\text{Rol,impact}} = -R\dot{\omega}_{P2,\text{Rol}}\hat{k} = -v_{C2,\text{impact}}\hat{k}.
\]

The horizontal components \( \vec{v}_{T1,\text{hor,outgoing}} \) and \( \vec{v}_{T2,\text{hor,outgoing}} \) of the velocities of contact points \( T_1 \) and \( T_2 \) balls, with which each of the balls leaves after the mutual collision are:

\[
\vec{v}_{T1,\text{hor,outgoing}} = \vec{v}_{C1,\text{outgoing}} = v_{C1}\vec{n}_{1,\text{outgoing}} = v_{C1}\left(-i \sin \alpha_1 + j \cos \alpha_1 \right),
\]

and

\[
\vec{v}_{T2,\text{hor,outgoing}} = \vec{v}_{C2,\text{outgoing}} = v_{C2}\vec{n}_{2,\text{outgoing}} = -v_{C2}\left(i \sin \alpha_2 + j \cos \alpha_2 \right).
\]

The outgoing velocities \( \vec{v}_{C1,\text{outgoing}} \) and \( \vec{v}_{C2,\text{outgoing}} \) of translation of the centers \( C_1 \) and \( C_2 \) of mass, or the corresponding sphere, immediately after the mutual collision of the billiard balls are equal to the corresponding horizontal component \( \vec{v}_{T1,\text{hor,outgoing}} \) and \( \vec{v}_{T2,\text{hor,outgoing}} \) of the outgoing velocity of the corresponding contact points \( T_1 \) and \( T_2 \) sphere after the collision:
the instantaneous angular velocities \( \omega_{1, \text{outgoing}} \) and \( \omega_{2, \text{outgoing}} \) of the rolling and due to the outgoing rolling of each of the balls per track immediately after the collision are:

\[
\begin{align*}
\omega_{1, \text{outgoing}} &= \omega_{1, \text{outgoing}} \left( i \cos \alpha_{1} + j \sin \alpha_{1} \right) = \frac{v_{\text{T1,hor,outgoing}}}{R} \left( i \cos \alpha_{1} + j \sin \alpha_{1} \right) \\
\omega_{2, \text{outgoing}} &= \omega_{2, \text{outgoing}} \left( -i \cos \alpha_{2} + j \sin \alpha_{2} \right) = \frac{v_{\text{T2,hor,outgoing}}}{R} \left( -i \cos \alpha_{2} + j \sin \alpha_{2} \right)
\end{align*}
\]  

(40)

The vertical components \( \vec{v}_{1,\text{T1,Rol, outgoing}} \) and \( \vec{v}_{2,\text{T2,Rol, outgoing}} \) of the departure velocities of contact points \( T_{1} \) and \( T_{2} \) of balls, by which each of the balls leaves after each other’s oblique collision, are the cause of the outgoing rolling of each of the balls along the horizontal track at angular velocities, \( \omega_{1, \text{outgoing}} \) respectively \( \omega_{2, \text{outgoing}} \), and are determined by the following expressions:

\[
\begin{align*}
\vec{v}_{1,\text{T1,Rol, outgoing}} &= R \omega_{1,\text{outgoing}} \cos \alpha_{1} \vec{k} = v_{\text{T1,impact}} \cos \alpha_{1} \vec{k} \\
\vec{v}_{2,\text{T2,Rol, outgoing}} &= R \omega_{2,\text{outgoing}} \cos \alpha_{2} \vec{k} = v_{\text{T2,impact}} \cos \alpha_{2} \vec{k}
\end{align*}
\]  

(41)

The unit vectors of orientation of the direction and focusing of the outgoing traces of the outgoing roll of each ball of the balls in the outlet after the collision are:

\[
\begin{align*}
\vec{n}_{1,\text{outgoing}} &= -i \sin \alpha_{1} + j \cos \alpha_{1} \\
\vec{n}_{2,\text{outgoing}} &= -i \sin \alpha_{2} + j \cos \alpha_{2}
\end{align*}
\]  

(42)

**Conclusion-Theorem:** If the incoming paths of the balls in the rolling block equal angles with the common tangent plane to the balls at the contact points of collision of the balls, then the horizontal components of the outgoing velocities of those points close the same angles with that tangent plane. Also, the outgoing paths of one or the other ball, as well as the translational velocities of the centers of mass of the ball, close the same angles with this common tangent plane of collision.

**4.2.8. A special case of an oblique collision of two billiard balls in rolling along parallel rolling tracks.** In Figures 16 and 17 shown the plan of incoming and outgoing velocities of an oblique collision of two billiard balls, rolling along parallel tracks in one horizontal plane, relative to the common vertical tangent plane when their velocities are collinear – decomposition, in Figure 16, of the system into subsystems at the time of the collision. This is a special case of the previous general case of the configuration of an oblique collision of two billiard balls. Figure 17 shows that velocity plan on a complex, unrecompensated system. For such a collision to be possible, the necessary condition is that the maximum normal distance between the incoming traces of rolling of the balls before the collision is less than the diameter of the balls, respectively \( h_{\text{max}} \leq 2R \).

Here, we will not list the expressions for the component velocities of the contact point of the balls in the collision configuration, since it is only obvious how to determine them according to the velocity plans from Figures 16, 17 and 17, and the order from the pre-description in the general case of the oblique collision.
Figure 16. Decomposed system of two equal billiard balls rolling along parallel tracks in a collision configuration - Plan for the incoming and outgoing velocities of the collision points of each of the two balls, at their oblique collision and parallel incoming tracks, but parallel and outgoing treks.

We, only, give the expressions for the instantaneous angular velocities $\omega_{1,\text{outgoing}}$ and $\omega_{2,\text{outgoing}}$ of rolling and due to the outgoing rolling of each of the balls on the track immediately after the collision, which are:

$$\omega_{1,\text{outgoing}} = \omega_{2,\text{outgoing}} = \frac{V_{1,\text{hor, outgoing}}}{R} (i \cos \alpha_1 + j \sin \alpha_1)$$

respectively

$$\omega_{2,\text{outgoing}} = -\omega_{2,\text{outgoing}} = -\frac{V_{2,\text{hor, outgoing}}}{R} (i \cos \alpha_2 + j \sin \alpha_2)$$

The unit vectors of orientation of the direction and focusing of the outgoing traces of the outgoing rolling of the balls in departure immediately after the collision are:

$$\vec{n}_{1,\text{outgoing}} = -i \sin \alpha_1 + j \cos \alpha_1$$

respectively

$$\vec{n}_{2,\text{outgoing}} = -( -i \sin \alpha_2 + j \cos \alpha_2)$$

**Conclusion-Theorem:** In the case of an oblique collision of balls with parallel incoming rolling paths, the outgoing rolling paths of the balls following the collision are also parallel, and the horizontal components of the incoming velocities of the collision points are in a straight line, while the horizontal components of the outgoing velocities of the collision points after the collision are at to another real one. These rights are crossed at the collision.
point in the collision configuration. The departure velocities of the center of mass after the collision are also parallel.

\[ \omega = \frac{\pi}{2} - \alpha \]

\[ v_i = v_{impact} + v_{rolling} \]

\[ v_o = v_{outgoing} = \frac{\sin \alpha \beta}{\cos \alpha \beta} \]

**Picture 17.** A system of two equal billiard balls rolling along parallel tracks in a collision configuration. Plan the incoming and outgoing velocities of the collision points of each of the two balls at their oblique collisions and parallel incoming traces, but parallel and outgoing traces of rolling.

**Main conclusion - Main Theorem:** The complete analysis of the component velocities of the collision points - the contact points of the balls in rolling was aimed to show that in the collision theory there is a ball of billiards in rolling, and more generally in the theory of collisions of axisymmetric bodies with one central plane of symmetry in which there is a circular contour by which the body can be rolled, it is sufficient to use only the angular velocity of rolling of the body around the instantaneous rolling axis, to describe the complete geometry, kinematics, and dynamics of the collision of the body in rolling.

5 MECHANICS OF BILLIARDS II - THE DYNAMICS OF BILLIARDS

5.1 Basic elements of the dynamics of collision and impact of the rolling homogeneous rigid material balls

In order to describe the basic phenomena of the dynamics of billiards, we start from some basic definitions and definitions in the dynamics of the rolling of a material homogeneous rigid billiard ball with sphere surface, which we have presented at the beginning of this article, in the section on logical, qualitative and mathematical analogies.

Moving to the dynamics of billiards, in addition to the lengths and times, we also introduce the materiality of billiard balls. When rolling a ball, which is performed by rolling about the current axis of rotation or by translating at the velocity of the center of mass and rotating about its own central axis at some instantaneous angular velocity, we have two
approaches for description billiard ball dynamics. To describe such motion, materiality is calculated using the mass \( M \) of the ball and the axial moments of inertia of the mass of the ball for the instantaneous axis of rotation or for the central axis of rotation. For a material ball of mass \( M \) and radius \( R \), the mass of the ball is:

\[
M = \rho \frac{4}{3} \pi R^3,
\]

\( \rho \) is the mass density of the ball or the mass per unit volume of the ball, the axial moment of inertia of the mass of the billiard ball for the center axis is \( J_c = \frac{2}{5} MR^2 \), and the axial moment of inertia of the mass of the billiard ball for the axis tangent to the ball in any the point of its surface corresponding to the instantaneous axis of rolling of the ball when rolling is \( J_p = J_c + MR^2 = \frac{2}{5} MR^2 + MR^2 = \frac{7}{5} MR^2 \), and is equal to the sum of the axial moment of mass inertia for the parallel central axis and the position moment of inertia of mass (which is equal to the product of mass of the ball and the square of the distance of the instantaneous axis of rolling from its parallel center axis of rotation of the sphere). These axial moments of inertia of the mass of a material sphere represent the inertial coefficients of the dynamics of the ball, which is rolling, and as the mass of the ball is the inertial coefficient for the case of translational motion of the ball, so the axial moments of inertia of the mass of the ball for rotation or rolling are its corresponding inertial coefficients! *Billiard balls with equal radii can be with different axial moments of inertia of their masses depending on the mass density of ball’s material.*

When the paths of two material points meets at some point and if they reach the same point of their paths at different velocities and accelerations, then the dynamics of the collision of those two material points is achieved. The reciprocal dynamic effect of one material point on another material point is called a collision, and their dynamics in that short time interval are the dynamics of a collision.

If one material sphere (ball) is stationary and the other is moving, and in the movement of the rolls, it encounters a sphere in space, one, moving, material sphere strikes (impacts) another, immobile material sphere. Since rest is a special case of the dynamics of a material sphere (ball), then we can say that the concept of collision is more general than the concept of impact.

An impact and collision can occur between one material sphere (ball) and a system of material balls, a collision with one of the material balls of a system of material balls, which is transmitted instantaneously to the other material balls of the system or body. Likewise, a collision of a material sphere-ball can be achieved by collision with a material rigid or deformable body. Collision is also possible in various combinations between material balls, material ball systems, and rigid and or deformable bodies. According to the properties and character of the material systems - participants in the collision event, collisions can be divided into several different types or groups: ideally elastic collision, ideally plastic collision and collision with a coefficient of restitution between zero and one.

It is very important to be aware of the phenomenon and the inherent elements of the collision, in other words the dynamics of the collision and its vector and scalar invariants. In the dynamics of billiards, as we can conclude from the preceding chapters, there is an impact of a billiard ball into a contour cylindrical surface, as well as a collision between two balls or a number of billiard balls in rolling.

Characteristic of a collision is that two solid spheres-balls come into contact at one common point at which one point of the spherical surfaces of the spheres in the collision reach simultaneously.

That point is the contact point of the collision of the masses of both balls, in which their dynamics interact, and thus the instantaneous, short-term duration, dynamic effect of one
rolling ball on the other at the contact of the current (very short interval) time is observed whereby the occurrence of a jump (discontinuous) changes in the kinetic parameters of the dynamics of both in the arrival of both rolling balls. This is primarily manifested in the change of direction and intensity of the velocity of motion of both material balls, which collided with respect to the intensities and directions of their velocities before their collision. In the collision of two material balls, *instantaneous forces of high intensity and short-time-action* occur in a short time interval in which the material balls are in contact during the dynamics of the collision, which disappear upon the separation of the system immediately after the collision.

The forces created by the collision of two material balls and in the state of contact of these two balls are also called *high-intensity impact forces*, of *short duration* and of final impulse. It should be emphasized that, by moving to the study of the dynamics of collisions, we have introduced, in addition to the length and time, the mass, or materiality, of billiard balls.

When studying collisions, and even material balls, some basic assumptions are made, which allow the model of collision dynamics of two rolling billiard balls to be assembled, and the task is simplified, but satisfactory models of real dynamics of collision of two balls are obtained. In the first part of this article we have presented the latest results of the authors of this article, which contribute to the extension of the theory of collision, geometry, kinematics and dynamics of collisions of the body in the rolling, which we will not repeat here but only to determine the outgoing angular velocities of the roll of billiard balls immediately after the collision.

### 5.2 Impact forces $\vec{F}(t)$ and impact moments $\vec{M}(t)$ in the collision of two material balls in rolling. Instantaneous impulse and momentum of motion of a ball in rolling before and after a collision

When it comes to systems of two bodies moving by rolling without sliding and in the dynamics of billiards, we have two or more balls, which are in rolling around the corresponding instantaneous axis of rolling, so the angular momentum difference of motion of the balls for the instantaneous axis of rotation is:

$$d\vec{J}(t) = \vec{M}(t)dt = d\vec{Q}_m(t)$$  \hspace{1cm} (45)

where by $\vec{Q}_m$ is denoted the impulse angular momentum and $\vec{M}(t)$ is the moment of impact impulse forces. If we integrate the previous differential relation, we obtain the following expression for the coupling angular momentum $\vec{Q}_m$ of the body in rolling:

$$\vec{Q}_m(t) = \vec{Q}(t) - \vec{Q}(0) = \int_0^t \vec{M}(t)dt = \int_0^t \vec{J}_p \cdot \vec{\omega}_p(t) - \vec{J}_p \cdot \vec{\omega}_p(0) = \vec{J}_p \cdot \vec{\omega}_p - \vec{J}_p \cdot \vec{\omega}_p$$  \hspace{1cm} (46)

This previous vector expression should be considered conditionally, taking into account the discontinuity of the velocity direction in the impact configuration, as well as the discontinuity of the direction of movement occurring between the configuration immediately before and after the collision of two balls, as well as the interaction of rolling traces of the balls at the moment of impact. Also, it should be taken into account that the moment of the oscillating impact force, that is, the angular momentum of motion for the rolling axis, is also scalar, as opposed to the angular momentum of the moment for the point, which will be discussed in the case of rolling without sliding along the track, where the current the axis moves translation.
The increment $\Delta \vec{U}(t)$ of kinetic momentum or angular momentum $\vec{U}_{\text{m}}(t)$ of the motion for a finite time interval is equal to the momentum of an impulse impact force $\vec{M}(t)$ or coupling acting on a rolling ball, along its rolling path, at that short time.

Since both the linear momentum $\vec{K}_F(t)$ of the impulse impact force and the angular momentum $\vec{U}_{\text{m}}(t)$ of the coupling are vector integrals, these in the general case do not coincide with the direction of the force $\vec{F}(t)$ or coupling $\vec{M}(t)$.

The mean value of the instantaneous coupling $\vec{M}_{\text{m}}(t)$ can be determined from the previous relation (46) as:

$$\vec{M}_{\text{m}}(\tau) = \frac{\vec{U}_{\text{m}}(\tau)}{\tau} = \frac{1}{\tau} \int_{t_0}^{t_0 + \tau} \vec{M}(t) \, dt$$

(47)

In the event that the coupling $\vec{M}(t)$ or moment of constant forces $\vec{F}(t) = \text{const}$, the angular momentum $\vec{U}_{\text{m}}(t)$ of coupling or moment of forces, though a vector integral, is collinear with coupling:

$$\vec{U}_{\text{m}}(t) = \vec{U}(t) - \vec{U}(t_0) = \int_{t_0}^{t} \vec{M}(t) \, dt = \vec{J}_p \, \vec{\omega}_p(t) - \vec{J}_p \, \vec{\omega}_p(t_0) = \vec{J}_p \, \vec{\omega}_p - \vec{J}_p \, \vec{\omega}_p(0)$$

(48)

It means that the impulse $\vec{U}_{\text{m}}(t)$ of the coupling $\vec{M}(t)$ or moment of force, acting on the material ball via the point of impact, along its trajectory of motion when rolling the ball, at a finite time interval $\Delta t = t - t_0 = \tau$, is equal to the increment of the angular momentum $\Delta \vec{U}(t)$ of the motion (kinetic moment) for that finite time interval.

When the coupling $\vec{M}(t)$ or moment of force is finite, the impulse $\vec{U}_{\text{m}}(t)$ of that coupling or torque in a small time interval, when $\Delta t = t - t_0 = \tau \rightarrow 0$, equals zero. If the change in angular velocity $\Delta \vec{\omega} = \vec{\omega}(t) - \vec{\omega}(t_0) = \vec{\omega} - \vec{\omega}_0$ is finite in magnitude and occurs in a very short time $\Delta t = t - t_0 = \tau \rightarrow 0$, then the impulse $\vec{U}_{\text{m}}(t)$, of the coupling $\vec{M}(t)$, is the moment of forces must be finite, but that coupling $\vec{M}(t)$, or moment of the forces $\vec{F}(t)$, must be infinitely large. Such couplings $\vec{M}(t)$ or moments of forces $\vec{F}_{\text{m}}(t)$ that occur in the short time and give a finite impulse $\vec{U}_{\text{m}}(t)$ (angular momentum) of the coupling are called the instant coupling or the momentary impact moment of the momentary impact forces of the finite impulse.

From the relation of the theorem on the change of kinetic energy and its relation to the coupling power, that is, the moment of forces, which performs work along the trajectory of motion of a material sphere-ball in rolling, it is valid:

$$\frac{dE_k}{dt} = P = \left(\vec{M}(t), \vec{\omega}(t)\right)$$

(49)

we can write:

$$dE_k = Pdt = \left(\vec{M}(t), \vec{\omega}(t)\right)dt$$

(50)

Upon approximate integration of the last relation we obtain:

$$E_k - E_{k0} = \int_{t_0}^{t} \left(\vec{M}(t), \vec{\omega}(t)\right)dt = \int_{t_0}^{t} \left(\vec{M}(t), \vec{\omega}(t)\right)dt = \int \left(\vec{\omega}(t), d\vec{U}_{\text{m}}(t)\right)$$

(51)
\[ E_k - E_{k0} = \frac{1}{2} \left[ \dot{\omega}(t) + \dot{\omega}(t_0), \mathbf{F}_{\text{impact}} \right] \left( t - t_0 \right) \] 

(51)

whereby we assumed that the approximate value of the integral could be determined assuming the mean value of the instantaneous angular velocity \( \dot{\omega} = \frac{1}{2} \left[ \dot{\omega}(t) + \dot{\omega}(t_0) \right] \) during the impact process in a short time interval.

Based on the foregoing approximate relation (51), we can conclude that for infinitely short intervals the increments of the "live force" (kinetic energy) of the material sphere-ball in the rolling and in the collision dynamics, as well as the operation of the instantaneous impact forces, have finite values.

Moving by rotating about the current axis of rolling by an angle \( \theta_{\text{current}} = \theta \), or around the current pole, on a track of rolling a material ball, which by rolling has reached the collision configuration, is infinitesimal \( \Delta t = t - t_0 = \tau \rightarrow 0 \) and tending to zero during a small increment of time \( \Delta t = t - t_0 = \tau \rightarrow 0 \). Since the angular velocity \( \dot{\omega} = \dot{\theta} \) of rolling around the current axis of rolling, the angular momentum of the rolling pulse is the same:

\[ \mathbf{L}_{\text{sm}}(t_0 + \tau) = \mathbf{L}(t_0 + \tau) - \mathbf{L}(t_0) = \int_{t_0}^{t_0 + \tau} \mathbf{M} dt = \mathbf{M}(t_0 + \tau - t_0) \] 

(52)

\[ \mathbf{L}_{\text{sm}}(t_0 + \tau) = \mathbf{L}(t_0 + \tau) - \mathbf{L}(t_0) = \mathbf{L}(\dot{\theta}p - \dot{\theta}p_0) \] 

(53)

respectively

\[ \mathbf{L}_{\text{sm}}(t_0 + \tau) = \mathbf{L}(t_0 + \tau) - \mathbf{L}(t_0) = \int_{t_0}^{t_0 + \tau} \mathbf{M} dt = \mathbf{M}(t_0 + \tau - t_0) \]

(54)

which after integration gives:

\[ \mathbf{L}_{\text{sm}}(t_0 + \tau) = \int_{t_0}^{t_0 + \tau} \mathbf{M}(t) dt + \mathbf{L}(t_0 + \tau - t_0) = \int_{t_0}^{t_0 + \tau} \mathbf{M}(t) dt + \mathbf{L}(\dot{\theta}p_0) \]

(55)

where the mean value \( \mathbf{L}_{\text{sm,avg}} \) of the angular momentum of the instantaneous coupling or moment of force in a short time interval \( \Delta t = t - t_0 = \tau \rightarrow 0 \).

As \( t \rightarrow t_0 \), there will be an increase in the angle of rolling, that is \( \Delta \theta_{\text{p}} = \left[ \dot{\theta}_{\text{p}}(t_0 + \tau) - \dot{\theta}_{\text{p}}(t_0) \right] = 0 \). the rolling of the ball during the impact or the collision, on the basis of which, we can conclude that the material sphere during the short-lived effect of the instantaneous coupling, or the moment of the instantaneous force in the dynamics of the collision is immobile.

We can, now also, define the term impact in terms of action.

The action which gives to a body the instantaneous forces \( \mathbf{F}_{\text{impact}} \) and instantaneous couplings \( \mathbf{M}_{\text{impact}} \) of a finite impulse, that is, angular momentum of moment short-lived action in the interval \( \Delta t = t - t_0 = \tau \rightarrow 0 \) is called a stroke-impact.

The vector invariants \( \dot{\omega}_p(t_0 + \tau) \) and \( \dot{\omega}_p(t_0) \), the instantaneous angular velocities before and after the impact always refer to the same material ball that rolls, \( \dot{\omega}_p(t_0) \), and \( \dot{\omega}_p(t_0 + \tau) \) are called the instantaneous angular velocities of the observed material sphere-ball to impact, before and, after, the collision (or impact). If the material ball at the moment of
impact on the motionless material of another system has an instantaneous angular velocity \( \bar{\omega}_P(t_0) = \bar{\omega}_{\text{impact}} \). Then we say that it is the *incoming angular velocity of the rolling ball* or the *angular velocity of impact*.

The currently produced angular velocity during a collision by which a material ball rolls out of contact with another system with \( \bar{\omega}_P(t_0 + \tau) = \bar{\omega}_{\text{outgoing}} \) which it collided is called the *outgoing angular velocity*.

As we have shown in the previous analysis, we must bear in mind that in the short time of collision contact, the positions of the material balls in collision contact, when the impact forces or shocks are acting, change very little and slowly. These infinitesimal changes in the position of the material balls by rolling, or by changing the rolling angle, are in the order of magnitude of the small interval of time during which the collision takes place. Therefore, it is justified that changes in position during a short interval in which a collision occurs are neglected.

In the case of impact of a material ball into fixed material or a limiter or a unilaterally restraining bond, the following relation can be written:

\[
\bar{\omega}_{\text{outgoing}} - \bar{\omega}_{\text{impact}} = \Delta \bar{\omega}_P = \frac{1}{J_P} \int_{t_0}^{t_0 + \tau} \bar{\omega}_{\text{impact}}(t) dt
\]  

(56)

### 5.3 Outgoing angular velocities, translational velocities, momentum of coupling impulses, and motion of rolling balls after an oblique ideally elastic collision of two balls

In Figures 15 and 18 show the configuration of the balls and the plan of the incoming and outgoing translational velocities and the angular rolling velocities of both balls in the case of an oblique (skew) collision of two equal balls, moving in opposite directions along the intersecting tracks. In order to determine the intensities of the outgoing angular velocities of the balls after the oblique collision, we will make an analogy with the central centric collision of two balls moving towards each other known angular velocities, for which the relations between the incoming and outgoing angular velocities are known.

In the case of ideally elastic oblique collision between balls, which we consider, the intensities of the component outgoing velocities after their collision, and in accordance with the previous decomposition analyzes of the kinematics of the balls in the collision into simple motions, when we consider that the masses of the balls are \( m_1 = m_2 = M \) equal and the coefficient of restitution \( k = 1 \), for ideal elastic collision, are:

1. The intensities of the horizontal components \( v_{T1,\text{translator,outgoing}} \) and \( v_{T2,\text{translator,outgoing}} \) of the outgoing velocities of the ball points due to translation after an oblique collision are:

\[
v_{T1,\text{translator,outgoing}} = v_{T1,\text{translator,impact}} - \frac{2}{1 + \frac{1}{J_{p1}} + \frac{1}{J_{p2}}} \left( v_{T1,\text{translator,impact}} - v_{T2,\text{translator,impact}} \right)
\]  

(57)

\[
v_{T1,\text{translator,outgoing}} = v_{T2,\text{translator,impact}} = v_{T1,\text{hor,outgoing}}
\]

\[
v_{T2,\text{translator,outgoing}} = v_{T2,\text{translator,impact}} + \frac{2}{1 + \frac{1}{J_{p2}} + \frac{1}{J_{p1}}} \left( v_{T1,\text{translator,impact}} - v_{T2,\text{translator,impact}} \right)
\]  

(58)

\[
v_{T2,\text{translator,outgoing}} = v_{T1,\text{translator,impact}} = v_{T2,\text{hor,outgoing}}
\]

The directions of these outgoing velocities are shown in figures 15 and 18, as in Figure 20. In the Figure 20 shows a complete plan of the incoming and outgoing angular velocities of rolling both balls with their rolling paths before and after an oblique collision.
Figure 18. Collision of two rolling balls: Plan of incoming and outgoing angular velocities of rolling balls with their rolling paths before and after an oblique collision

2* The intensities of the outgoing angular velocities \( \omega_{p1,\text{outgoing}} \) and \( \omega_{p2,\text{outgoing}} \) of rolling of the balls after a collision are determined by the following expressions:

\[
\begin{align*}
\omega_{p1,\text{outgoing}} &= \omega_{p1,\text{impact}} - \frac{1+k}{1+\frac{J_{\text{p1}}}{J_{\text{p2}}}} (\omega_{p1,\text{impact}} - \omega_{p2,\text{impact}}) = \frac{\omega_{p2,\text{impact}}}{R} = \frac{V_{C2,\text{impact}}}{R} \\
\omega_{p2,\text{outgoing}} &= \omega_{p2,\text{impact}} + \frac{1+k}{1+\frac{J_{\text{p2}}}{J_{\text{p1}}}} (\omega_{p2,\text{impact}} - \omega_{p1,\text{impact}}) = \frac{\omega_{p1,\text{impact}}}{R} = \frac{V_{C1,\text{impact}}}{R}
\end{align*}
\]

which are identical to expressions (8) and (9) for the case of a central collision of balls, in which this applies only to the intensities of the outgoing angular velocities, but whose directions of traces are different and depend on the type of collision and the configuration of the incoming angular velocities of the balls in with respect to their tangent plane at the point of impact, tangent to both balls at their common point of contact in the collision configuration.

Intensity of vertical components \( v_{T1,\text{Rolling, outgoing}} \) and \( v_{T2,\text{Rolling, outgoing}} \) of the velocity of the point of impact on the spherical surface of the sphere after impact due to the rolling of the balls in a horizontal plane, for ideal elastic collision, are:

\[
\begin{align*}
v_{T1,\text{Rolling, outgoing}} &= \frac{2}{1 + \frac{J_{\text{p1}}}{J_{\text{p2}}}} (v_{T1,\text{Rolling, impact}} - v_{T2,\text{Rolling, impact}}) = v_{T2,\text{Rolling, impact}} \\
v_{T2,\text{Rolling, outgoing}} &= \frac{2}{1 + \frac{J_{\text{p2}}}{J_{\text{p1}}}} (v_{T1,\text{Rolling, impact}} - v_{T2,\text{Rolling, impact}}) = v_{T1,\text{Rolling, impact}}
\end{align*}
\]
For an oblique impact of a collision of two balls, we cannot use a vector relation to change the angular momentum of the motion of one or the other sphere-ball in rolling because these are moments of impulses for different axes directions, but we must go to scalars, since the moments of the impulse of motion for axes are scalars. So now, to change the angular momentum intensity of the rolling motion of the first rolling ball, from the kinetic state just before the collision to the kinetic rolling state of the first ball after the oblique collision and the angular momentum of the coupling momentum as a result of the interaction of the collision of the second ball with the first due to the oblique collision, we can write the forces:

\[
\vec{\mathbf{\omega}}_{\text{g}1,2} = \frac{d}{dt} \left( \vec{\mathbf{\omega}}_1 (t) - \vec{\mathbf{\omega}}_1 (0) \right) = J_{P,1} \left[ \dot{\vec{\mathbf{\omega}}}_1 (t) - \dot{\vec{\mathbf{\omega}}}_1 (0) \right]
\]

(63)

\[
\vec{\mathbf{\omega}}_{\text{g}2,1} = \frac{d}{dt} \left( \vec{\mathbf{\omega}}_2 (t) - \vec{\mathbf{\omega}}_2 (0) \right) = J_{P,2} \left[ \dot{\vec{\mathbf{\omega}}}_2 (t) - \dot{\vec{\mathbf{\omega}}}_2 (0) \right]
\]

(64)

Then, now, to change the angular momentum intensity of the motion of the second rolling ball, from the kinetic state just before the collision to the kinetic rolling state of the second ball after the oblique collision and the momentum coupling resulting from the interaction of the collision of the first ball with the second due to the oblique collision, we can write the forces as:

\[
\vec{\mathbf{\omega}}_{\text{g}1,2} = \frac{d}{dt} \left( \vec{\mathbf{\omega}}_1 (t) - \vec{\mathbf{\omega}}_1 (0) \right) = J_{P,2} \left[ \dot{\vec{\mathbf{\omega}}}_2 (t) - \dot{\vec{\mathbf{\omega}}}_2 (0) \right]
\]

(65)

\[
\vec{\mathbf{\omega}}_{\text{g}2,1} = \frac{d}{dt} \left( \vec{\mathbf{\omega}}_2 (t) - \vec{\mathbf{\omega}}_2 (0) \right) = J_{P,1} \left[ \dot{\vec{\mathbf{\omega}}}_1 (t) - \dot{\vec{\mathbf{\omega}}}_1 (0) \right]
\]

(66)

The sum of these changes is the angular momentum intensity of motion of the first and second balls by rolling from the kinetic state just before the oblique collision to the kinetic rolling state of the second ball after the oblique collision and the momentum coupling resulting from the interaction of the collision of the first ball with the second due to the oblique collision is:

\[
\vec{\mathbf{\omega}}_{\text{g}1,2} - \vec{\mathbf{\omega}}_{\text{g}2,1} = 0
\]

(67)

which gives the condition of conservation of the sum of the angular momentum intensity of the angular momentum of motion during the oblique collision of the balls in rolling, and which was introduced by hypothesis (3) in the first part of this paper:

\[
\vec{\mathbf{\omega}}_{\text{g}1,2} (0) + \vec{\mathbf{\omega}}_{\text{g}2,1} (0) = \vec{\mathbf{\omega}}_{\text{g}1,2} (t) + \vec{\mathbf{\omega}}_{\text{g}2,1} (t)
\]

J_{P,1} \left[ \dot{\vec{\mathbf{\omega}}}_1 (t) - \dot{\vec{\mathbf{\omega}}}_1 (0) \right] + J_{P,2} \left[ \dot{\vec{\mathbf{\omega}}}_2 (t) - \dot{\vec{\mathbf{\omega}}}_2 (0) \right] = -J_{P,1} \left[ \dot{\vec{\mathbf{\omega}}}_1 (0) - \dot{\vec{\mathbf{\omega}}}_1 (t) \right] + J_{P,2} \left[ \dot{\vec{\mathbf{\omega}}}_2 (0) - \dot{\vec{\mathbf{\omega}}}_2 (t) \right]

(68)

This means that the sum of the angular momentum magnitudes of the two balls rolling at the moment just before the ideally elastic oblique collision is equal to the sum of the angular momentum intensities of their motion immediately after the ideally elastic and central and oblique collision.
The kinetic energy of the system, consisting of the first and second balls, which roll to
each other, in the kinetic state and moment just before the ideally elastic of their oblique
collision, is:

$$E_{\text{Kin,impact}} = E_{1,\text{Kin,impact}} + E_{2,\text{Kin,impact}} = \frac{1}{2} \left[ J_{1} \omega_{1,\text{impact}}^{2} + J_{2} \omega_{2,\text{impact}}^{2} \right]$$  (70)

$$E_{\text{Kin,impact}} = \frac{1}{2} \left[ J_{1} \omega_{1,\text{impact}}^{2} + M_{1} v_{1,\text{impact}}^{2} \right] + \frac{1}{2} \left[ J_{2} \omega_{2,\text{impact}}^{2} + M_{2} v_{2,\text{impact}}^{2} \right]$$

$$E_{\text{Kin,impact}} = \frac{M}{2} \left( i_{C}^{2} + 1 \right) \left( v_{2,\text{impact}}^{2} + v_{C,\text{impact}}^{2} \right)$$  (71)

where the coefficient $\kappa = (i_{C}^{2} + 1) = \frac{7}{5}$ of rolling without sliding the balls along the track.

The kinetic energy of the system, consisting of first and second balls, which rolls away
from each other, in the kinetic state and the moment immediately after their ideally elastic
skew collision is:

$$E_{\text{Kin,outgoing}} = E_{1,\text{Kin,outgoing}} + E_{2,\text{Kin,outgoing}} = \frac{1}{2} \left[ J_{1} \omega_{1,\text{outgoing}}^{2} + J_{2} \omega_{2,\text{outgoing}}^{2} \right]$$  (72)

$$E_{\text{Kin,outgoing}} = \frac{1}{2} \left[ J_{1} \omega_{1,\text{outgoing}}^{2} + M_{1} v_{1,\text{outgoing}}^{2} \right] + \frac{1}{2} \left[ J_{2} \omega_{2,\text{outgoing}}^{2} + M_{2} v_{2,\text{outgoing}}^{2} \right]$$  (73)

$$E_{\text{Kin,impact}} = \frac{M}{2} \left( i_{C}^{2} + 1 \right) \left( v_{C,\text{impact}}^{2} + v_{2,\text{impact}}^{2} \right)$$  (74)

**Figure 19.** Partial analogies between central and oblique collisions of a rolling ball
into a cylindrical curvilinear surface with vertical derivatives: opening of the trace od a rolling
ball for an oblique collision (b*) with respect to the central impact (a*)

So it is

$$E_{\text{Kin,outgoing}} = E_{\text{Kin,impact}}$$

$$E_{1,\text{Kin,outgoing}} + E_{2,\text{Kin,outgoing}} = E_{1,\text{Kin,impact}} + E_{2,\text{Kin,impact}}$$  (75)

and that there is no loss of kinetic energy in an obliquely elastic collision of two equal balls.

In Fig. 19 shows the configuration of the ball and the plan of incoming and outgoing
velocities of translation of the point of impact and angular velocities of rolling with incoming
and outgoing rolling paths for different cases of impact of the ball into fixed cylindrical
concave or convex surfaces, and for cases of central and oblique-skew collisions respectively.
Figure 20. Partial analogies between the central and oblique collisions of two rolling balls: the opening of the traces of ball rolling in oblique (skew) collision (b *) with respect to the central collision of the balls (a *).

In the Figure 20 shows the configuration of two balls with corresponding plans of the incoming and outgoing translation velocities of the point of their contact and angular rolling velocities with incoming and outgoing rolling paths for different cases of mutual collision of these balls, and for cases of centric central as well as oblique collisions.

In this, as in the previous cases of different types of ball collision configurations, when ideally elastic collisions occur, there is no loss of kinetic energy, and the expressions for kinetic energy before and after collision will not be cited because they are identical to the terms written in the previous first section.
6 CONCLUDING CONSIDERATIONS

Using the analysis of the elements of geometry, kinematics and dynamics of impact (see Figure 19) and collision of balls (see Figure 20), which we have given in the previous parts of this paper, it is possible to draw some conclusions and generalizations.

Here we can imagine that the route-traces of rolling both balls, by which the balls are rolling "corrected" into straight lines and that each ball is rolling along the corresponding "corrected straight route" until the configuration is impact by an appropriate incoming angular velocity, and from the configuration of the collision by the outgoing angular velocities along “broken traces with break”, as if a central collision had occurred, but we should take into account that at the point of collision on the route “a fracture” of the route occurs and that the angular velocity discontinuity occurs with the alternations of the angular velocity direction and orientation. The same goes for the other ball. This practically means that there is a jump in the intensity of the angular velocity of rolling in the kinetic state of the collision, and that the “breaking” of the rolling path changes and the direction of the instantaneous angular velocity of the roll-out after the collision changes. The “fracture of the rolling path” depends on the angle at which the rolling path comes from the normal tangent plane to the balls at the point of impact.

This consideration returns us to the central collision of two balls. So the task comes down to a central collision of two balls from which to determine the intensities of the translational outgoing velocities and the outgoing angular velocities of rolling about the current axis, or around it parallel to its own central axis of each of the balls, and then the “track legs expand” as corner angles with the apex in the point of collision configuration and set at angles with respect to the normal of the tangent plane at the collision-contact points of the rolling traces of the balls, depending on the angles that the incoming balls rolling paths close to that normal. This leads us to the conclusion that it is, also, possible to use a central collision to determine the intensities of the angular velocity of rolling and to change the angular momentum of motion, and in the case of oblique collision of rolling balls of different radii and masses, and to use appropriate analogies. It should be emphasized that it is necessary to determine the outgoing rolling routes after a collision taking into account the incoming routes.

In the dynamics of billiards, there is a simultaneous collision of several balls, so the problem of determining the directions of the components of the outgoing velocities after the collision is not difficult to determine, but even today the question of determining the intensity of the individual components of the outgoing angular velocities of rolling formed in the collision of several balls is open.
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Abstract. The seismic response of freestanding building contents that are hosted in different stories of a structure has not received yet the appropriate attention in the literature, despite the fact that the possible damage of the contents may result to excessive losses. Considering that valuable objects, e.g. artefacts, hospital equipment, computer servers, among others, are hosted in multistorey buildings and are freestanding on a rigid base, there is urgent need for seismic fragility and risk assessment methods in order to prioritize seismic protection measures. The paper discusses a performance-based fragility assessment framework using either acceleration or velocity-based demand parameters. The structure’s capacity is assessed using the Multiple Stripe Analysis (MSA) method. The fragility curves of the building contents are obtained using appropriate Engineering Demand Parameters (EDPs) and Intensity Measures (IMs) for the problem at hand. The paper aims to shed light on the fragility assessment of freestanding rigid blocks investigating how the behavior of the structure affects the block’s response. A second goal is the comparison of the seismic response of symmetric and asymmetric freestanding contents hosted in a multistorey shear RC building.
1 INTRODUCTION

Earthquake losses may be due to structural damage, damage of non-structural components and also due to the damage of the structure’s contents. Recent guidelines, e.g. FEMA P-58 [1], FEMA E-74 [2], ATC-120 [3], address the problem of the seismic response of building contents, acknowledging that the losses are comparable, or may exceed, those of structural damage. Non-structural damage can be due to damage of components attached, or anchored, to the hosting building, or due to damage on the freestanding inventory of the building. In the latter case, there is a huge variability of systems and configurations hampering the systematic study of the problem and the recommendation of generally-applicable guidelines. The risk assessment of building contents is a complicated task since the response of the contents depends also on the behaviour of the hosting structure. As a result, there may be cases where a strong earthquake does not overturn an object but strongly damages the structure, while more benign ground motions may leave the structure intact causing losses due to damage on the building’s contents. The paper focuses on the seismic performance, fragility and risk assessment of freestanding building contents that can be assumed rigid and are either symmetric or asymmetric. Freestanding building contents are usually treated as rocking rigid blocks and thus are modelled using Housner’s theory [4]. The Multiple Stripe Analysis (MSA) method is adopted in order to assess the structure and its contents considering that the structural collapse implies also collapse/overturning of the contents. The latter observation was first implemented and discussed in detail by Fragiadakis and Diamantopoulos [5] by only for symmetric rectangular blocks. A second point of interest is the derivation of fragility curves and the calculation of the Mean Annual Frequency (MAF) of the rocking building contents.

Despite the significance of the problem at hand, there are relatively few past studies on the seismic response assessment of freestanding contents. Recent research examines, for example, the seismic behaviour of artefacts or hospital equipment. Spyrakos et al. [6] proposed predictive models for artefacts assuming that they form systems of one, or two, rocking blocks, while Di Sarno et al. [7] performed shake table tests on hospital equipment. In this direction, Wittich and Hutchinson [8, 9] studied the seismic response of human-formed artefacts that are either standing on a pedestal [8] or are asymmetric [9]. Both configurations are common for freestanding building contents and therefore the numerical tools developed are quite useful for their seismic performance assessment.

One of the first studies that focus on the fragility of rocking systems is the work of Purvance et al. [10]. They showed that objects with multiple rocking points are more fragile than predicted. Konstantinidis and Makris [11] studied the seismic response of laboratory equipment using analytical solutions and experimental results, while Konstantinidis and Nikfar [12] studied the sliding motion of stocky freestanding equipment and contents located at base-isolated buildings. Dimitrakopoulos and Paraskeya [13] proposed dimensionless fragility curves for the rocking response of rectangular blocks under near-fault excitations of their base. Their work was the first that proposed dimensionless Intensity Measures (IMs) for rocking blocks, while Giouvanidis et al. [14] discussed the fragility assessment of rocking frames. Petrone et al. [15] focused on the efficiency of different intensity measures in predicting the damage states of the rigid block, while alternative intensity measures for rocking systems were also investigated by Pappas et al. [16] and Kavvadias et al. [17]. Furthermore, Fragiadakis and Diamantopoulos [5] examined the fragility assessment of building contents that are hosted in a four-storey RC building proposing an early-stage risk framework for non-anchored contents. The main interest of the paper focuses on the probabilistic response assessment of the contents without neglecting
the structure’s response. Some years earlier Fragiadakis et al. [18] and Fragiadakis and Diamantopoulos [19] had presented preliminary results on handling building contents assuming either elastic response of the structure or omitting the effect of structure’s collapse on the fragility assessment. Recently, Fragiadakis et al. [20] completed an extensive experimental campaign on the seismic response of artefacts, with emphasis on statues and busts, which are asymmetric, Vlachos et al. [21] proposed compact solutions for handling asymmetric museum exhibits that are freestanding on a pedestal and Masi et al. [22] examined the resistance of museum artefacts against blast loading.

The paper presents a performance-based seismic fragility and risk assessment framework for freestanding building contents which has been discussed in Fragiadakis and Diamantopoulos [5] for symmetric rectangular blocks only. An extension of the methodology in case of asymmetric building contents is presented here concerning blocks whose distance of the center of mass is different from the two pivot points. Contrary to previous works on the seismic fragility assessment of rocking contents, the proposed methodology discusses how the response of the hosting building and that of the contents are coupled and also the effect of different stories. In order to consistently study the effect of increasing seismic intensity in a performance-based setting, a modified version of the Multiple Stripe Analysis method is adopted. It is shown that the EDP that should “drive” the MSA simulations is that of the building rather than that of the contents and also that the collapse of the building should not be neglected. Moreover, the calculation of fragility and risk are discussed. Existing fragility assessment methodologies are adopted showing that the IM of the building should be adopted (instead of that of the contents), while a procedure that uses the total probability theorem in order to calculate the MAFs combining fragilities that were separately generated for the structure and for the contents is investigated. Overall it is shown that the problem is not as simple, as it may initially seem, and that various tools should be appropriately combined in order to accurate and efficiently calculate the risk of freestanding contents. Essentially, the paper is based on the work of Fragiadakis and Diamantopoulos [5] extending the fragility and risk assessment of symmetric building contents to the planar investigation of non-symmetric cases, which is usual for museum artefacts.

2 THE DYNAMICS OF A ROCKING BLOCK

2.1 Symmetric freestanding rocking block

In order to study the seismic response of freestanding building contents that are subjected to an earthquake ground motion, it is firstly assumed that the bodies are orthogonal (i.e. symmetric) rocking blocks. Following the pioneering work of Housner [4], the problem of rocking and overturning of freestanding blocks has been the subject of intense analytical and experimental research. Despite its apparent simplicity, the rocking problem has been proven difficult, since the blocks behave nonlinearly and also due to the occurrence of many impacts between the rocking bodies and their base. Previous studies have revealed the complex response, including certain counter-intuitive trends [23]. Planar models are adopted in this work. This is an often made approximation, which may leads to unconservative results when applied to three-dimensional objects. Nevertheless, the two-dimensional, planar modelling, which is adopted here, offers some simplicity and was found adequate for the purpose of this work.

The fundamentals of rocking theory are briefly summarized in order to allow studying the seismic behaviour of freestanding rocking blocks and also the transition to the asymmetric case to be straightforward for the reader. Figure 1a shows a rigid block of dimensions $2b \times 2h$ that oscillates about point O (or O’). The block has weight $W$ and moment of inertia $I_0$ about point
Figure 1: Geometry of: (a) the symmetric rocking block and (b) the asymmetric rocking block.

O. Assuming that the block is homogeneous and thus the center of gravity is located at height $h$, the block’s slenderness angle is equal to $\alpha = \arctan(b/h)$. The slenderness angle $\alpha$ together with the size parameter $R = \sqrt{b^2 + h^2}$ define fully the geometry of the block. Consequently, the equation of motion of the rocking block as first proposed by Housner[4] is:

$$I_0 \ddot{\theta}(t) + mgR \sin[\alpha \text{sgn}(\theta(t)) - \theta(t)] = -m\ddot{u}_g(t) R \cos[\alpha \text{sgn}(\theta(t)) - \theta(t)]$$ (1)

where the rotation $\theta$ is the only degree of freedom. The sign function is used to define the pivot point (O or O’), i.e. when O’ is the pivot point, the angle $\theta$ is negative. The fact that the equation of motion changes when the rotation changes sign makes the behaviour of the system nonlinear. For rectangular blocks, the moment of inertia is $I_0 = (4/3)mr^2$ and Eq. 1 can be written:

$$\ddot{\theta}(t) = p^2 \left[ -\sin(\alpha \text{sgn}(\theta(t)) - \theta(t)) \right. \left. - \frac{\ddot{u}_g(t)}{g} \cos(\alpha \text{sgn}(\theta(t)) - \theta(t)) \right]$$ (2)

where $p$ denotes the characteristic frequency parameter of the rocking block, defined as:

$$p = \sqrt{\frac{WR}{I_0}} = \sqrt{\frac{3g}{4R}}$$ (3)

Following Figure 1a, in the static case, when $\theta \geq \alpha$ the block will overturn since the self-weight becomes an overturning force instead of a restoring force. Under dynamic loading, this is not strictly true since there may be cases where the block does not overturn for $\theta/\alpha$ values that slightly exceed one. Therefore, the rotation is normalized with the slenderness angle in order to obtain the metric $\theta/\alpha$ that provides an estimate of how close to overturning is the block. Moreover, when the block is at rest ($\theta = 0$), omitting the inertia term in Eq. 1, we find that it will start rocking motion if the ground acceleration $\ddot{u}_g$ exceeds a threshold value, i.e. when:

$$|\ddot{u}_g| \geq \frac{(b/h)g}{\tan \alpha} \Leftrightarrow |\ddot{u}_g| \geq g \tan \alpha$$ (4)

On the other hand, a body will slide if the seismic force $F_{eq} = m\ddot{u}_g$ exceeds the static friction:

$$F_{eq} \geq \mu_sW \Leftrightarrow |\ddot{u}_g| \geq \mu_s g$$ (5)
where $\mu_{st}$ is the static coefficient of friction. Therefore, the inequality of Eq. 5 implies that typically an acceleration above $0.60g$ is required for sliding to occur if $\mu_{st} = 0.60$. Comparing Eq. 4 with Eq. 5, sliding will precede rocking only if $\tan \alpha$ is less than $\mu_{st}$. This is possible for small friction conditions, or for stocky blocks, i.e. for small $\mu_{st}$ or for large $\tan \alpha$ values. When neither conditions of Eq. 4 or Eq. 5 are met, the body will remain at rest in its initial position. Assuming that $\mu_{st}$ are large and that the buildings contents considered here are slender, the effect of sliding is omitted. Therefore, the freestanding building contents are examined considering that their response concerns pure rocking motion.

The seismic response assessment of rocking structures is a complicated task. Various alternative ways to model and solve rocking systems that are subjected to real ground motion records are discussed in Diamantopoulos and Fragiadakis[24]. Furthermore, damping is event-based, meaning that energy is lost only when the angle of rotation $\theta$ reverses, indicating an impact of the block at a non-deformable base. The conservation of angular momentum just before and right after each impact defines the coefficient of restitution $\eta$, which is calculated with the formula proposed by Housner[4]:

$$\eta = \frac{\dot{\theta}_2}{\dot{\theta}_1} = 1 - \frac{3}{2} \sin^2 \alpha$$

where $\dot{\theta}_1$ and $\dot{\theta}_2$ are the angular velocities before and after the impact, respectively.

### 2.2 Asymmetric freestanding rocking block

Considering the dynamics of a symmetric freestanding block, that have been discussed in the previous subsection, the extension of the theory to asymmetric cases is presented here. Thus, the asymmetric rocking block of Figure 1b is assumed. The block’s width is $b = b_1 + b_2$, the center’s of mass height is $h$ while the total mass and the rotational moment of inertia with respect to the center of mass are $m$ and $I_{CM}$, respectively.

![Figure 2: Implementation of the asymmetric rocking block theory to a freestanding bust.](image)

The rocking motion of an asymmetric rocking block (e.g. the bust of Fig. 2), that can be assumed as rigid, is described by a modified equation of motion that has been introduced by
Wittich and Hutchinson [9]:

\[
\left( I_{CM} + mR_i^2 \right) \ddot{\theta}(t) + mgR_i \sin \left[ \alpha_i \text{sgn} \theta(t) - \theta(t) \right] = -m\ddot{u}_g(t) R_i \cos \left[ \alpha_i \text{sgn} \theta(t) - \theta(t) \right]
\]

(7)

where the subscript \( i \) denotes the positive or negative rotation of the block and \( \text{sgn}(\theta) \) is the signum function that corresponds to rocking motion with respect to the critical or the noncritical side. It is assumed that \( i = 1 \) when the block rotates with respect to \( O \) and \( i = 2 \) when the pivot point is the \( O' \).

When an impact occurs, the kinetic energy is reduced and this reduction is derived through conservation of momentum with reference to the rocking point immediately before and just after the impact. This yields to a velocity ratio, known as the coefficient of restitution, which for the rigid block of interest is given by the following formulas for the positive to negative rotation (\( \eta^{+}- \)) and the negative to positive transition (\( \eta^{-+} \)), respectively:

\[
\eta^{+-} = \frac{1}{I_{CM} + mR_1^2} \left[ I_{CM} + mR_2^2 - m(b_1 + b_2)R_2 \sin \alpha_2 \right]
\]

(8)

\[
\eta^{-+} = \frac{1}{I_{CM} + mR_2^2} \left[ I_{CM} + mR_1^2 - m(b_1 + b_2)R_1 \sin \alpha_1 \right]
\]

(9)

3 FRAILTY AND RISK ASSESSMENT

3.1 Fragility analysis

The seismic risk assessment of building contents requires the prior knowledge of the fragility of both the building and the contents. For building contents, the fragility provides the probability of overturning as a function of the seismic excitation (i.e. seismic intensity). Past research on fragility assessment focuses on the risk assessment of the structure itself [25], while the contents are examined separately and, usually, neglecting the effect of the hosting structure. Usually, fragility curves of building contents are empirical and are targeted to specific component types (e.g. cladding panels, masonry parapets). The direct fragility calculation that is here adopted through simulations allows to consider additional sources of uncertainty (e.g. related to the shape of the object, its mass distribution) and has been discussed in detail by Fragiadakis and Diamantopoulos [5]. A brief summary of the methodology is presented in the lines below.

The fragility function is the conditional limit-state exceedance probability, given by the expression:

\[
F_R = P(EDP > edp|IM)
\]

(10)

The structure is first examined. There will be simulations that the building collapses (denoted as “C”) and simulations where no collapse occurs (denoted as “NC”). Making this separation and dropping the conditioning term in order to simplify the notation, i.e.: \( P(EDP) = P(EDP > edp|IM) \), the probability of Eq. 10 is calculated using the total probability theorem (TPT):

\[
F_R^{(s)} = P(EDP^{(s)}|NC)(1 - P_C) + P_C
\]

(11)

Focusing on the rocking body, when an object is subjected to a seismic ground motion there are three possible types of response: (i) the object may not rock and remain at rest, (ii) it may rock, or (iii) it may overturn. Using the TPT for the block, the fragility function becomes:

\[
F_R^{(b)} = P(EDP^{(b)}|NoRock)P_{NoRock} + P(EDP^{(b)}|Rocking)P_{Rocking} + P(EDP^{(b)}|Ovtn)P_{Ovtn}
\]

(12)
where $P(EDP^{(b)}|NoRock)$, $P(EDP^{(b)}|Rocking)$ and $P(EDP^{(b)}|Ovtn)$ are the probabilities that $EDP^{(b)} = 0$ exceeds a threshold value $edp^{(b)}$ and $P_{NoRock}$, $P_{Rocking}$ and $P_{Ovtn}$ are the corresponding probabilities of no rocking, rocking and overturning, respectively. The superscripts “s” and “b” are used in order to distinguish the quantities that refer to the structure and the block, respectively. Blocks that will not rock, will not exceed any $edp^{(b)}$ value and thus $P(EDP|NoRock) = 0$, while the overturning blocks always exceed the limit-state threshold and consequently $P(EDP|Ovtn) = 1$. The conditional limit-state probability (fragility) is further simplified to:

$$F_{R}^{(b)} = P(EDP^{(b)} \geq edp|Rocking)(1 - P_{Ovtn} - P_{NoRock}) + P_{Ovtn} \quad (13)$$

The calculation of Eq. 13 is discussed in the sections that follow. A fundamental assumption of our derivation is that: “the simulations that collapse the building also overturn/collapse the freestanding contents”.

### 3.2 Risk assessment

The risk is expressed as the mean annual frequency (MAF) of a limit-state being exceeded. Adopting the PEER’s formula, the limit-state MAF for the structure and for a rigid block are calculated with the aid of the following expressions:

$$\lambda_{EDP}^{(s)} = \int_{IM^{(s)}} P(EDP^{(s)}|IM^{(s)}) \cdot |d\lambda_{IM^{(s)}}| \quad (14)$$

$$\lambda_{EDP}^{(b)} = \int_{IM^{(b)}} P(EDP^{(b)}|IM^{(b)}) \cdot |d\lambda_{IM^{(b)}}| \quad (15)$$

where $\lambda_{EDP}^{(s)}$, $\lambda_{EDP}^{(b)}$ is the mean annual frequency of the engineering demand parameter ($EDP^{(s)}$ or $EDP^{(b)}$) exceeding threshold level and $d\lambda_{IM^{(s)}}$, $d\lambda_{IM^{(b)}}$ is the slope of the seismic hazard curve. The limit-state MAFs are easily obtained convolving the site hazard curve, expressed as function of the IM, with the fragility curve obtained with respect to the EDP of interest. For the structure, the IM of interest is always available, e.g. spectral acceleration $S_a(T_1, 5\%)$, but for the block this information is available only at the ground floor. For assets located at a storey, the calculation of $d\lambda_{IM^{(b)}}$ has no meaning and thus their fragility should be calculated as function of $IM^{(s)}$ instead of $IM^{(b)}$:

$$\lambda_{EDP}^{(b)} = \int_{IM^{(s)}} P(EDP^{(b)}|IM^{(s)}) \cdot |d\lambda_{IM}| \quad (16)$$

Conditioning the block’s fragility to $IM^{(s)}$, i.e. using Eq. 16 instead of Eq. 15, is also conceptually preferable since the MAF is directly calculated from the site’s hazard. The superscript “s” has been dropped from $d\lambda_{IM^{(s)}}$, since $d\lambda_{IM}$ always refers to the site and thus the structure.

A simplified and more generic methodology for the seismic risk of structure’s contents is possible if we apply the TPT, using the block’s intensity measure $IM^{(b)}$ as an intermediate variable. This allows to expand Eq. 16 and obtain the MAF using the expression:

$$\lambda_{EDP}^{(b)} = \int_{IM^{(s)}} \int_{IM^{(b)}} P(EDP^{(b)}|IM^{(b)}) \cdot dP(IM^{(b)}|IM^{(s)}) \cdot |d\lambda_{IM}| \quad (17)$$

where $P(IM^{(b)}|IM^{(s)}) = P(EDP^{(s)}|IM^{(s)})$ is the building’s fragility curve. Eq. 17 can be used in order to calculate separately the fragilities using Eqs. 14 and 15, thus bypassing the need for performing building simulations and storing the response acceleration histories for the stories of interest. This approach has been examined by Fragiadakis and Diamantopoulos [5] and is not adopted in the current work.
4 MULTIPLE STRIPE ANALYSIS

The Multiple Stripe Analysis (MSA) method can be used for calculating the limit-state fragilities for both the structure and its contents. Multiple Stripe Analysis (MSA) method [26, 27] has conceptual similarities to the IDA method. In MSA instead of scaling separately all ground motions, every record is scaled to the same IM level. IDA involves subjecting the structure, or the block, to a suite of ground motion records, each scaled to multiple levels of intensity. After incrementally scaling every ground motion, single record capacity curves are produced in terms of demand versus seismic intensity [5].

Since for every scaling level the ground motions have the same IM value, the EDP values form a “stripe” which allows to directly calculate the (50% percentile) and the 16% and 84% percentile capacity curves conditional on the IM. In IDA the scaling factors will be different, but stripped data can be easily obtained with interpolation. Below we first discuss how the MSA method is applied for the cascading problem at hand. We first examine the structure and in the subsection that follows we discuss how the fragilities of the freestanding contents are obtained from the floor response histories.

The four-storey RC building (Fig. 3), that adopted in Fragiadakis and Diamantopoulos [5], is also considered here. For the building every MSA curve can be plotted in the EDP-IM plane. The median curve (50% percentile) provides an estimate of the expected value and the fractile curves can be used to measure the dispersion as it is discussed in Vamvatsikos and Fragiadakis[28]. The MSA capacity curves plot the $S_a(T, 5\%)$ vs the $EDP(s)$ [5]. In the most common form of MSA $EDP(s)$ is the maximum interstorey drift ratio. However, a different EDP has to be adopted for studying building contents. The $EDP(s)$ is either the normalised peak floor acceleration ($PFA$), or the peak floor velocity ($PFV$). Summarizing the data to EDP-IM plots [5] allow to directly calculate $P(EDP_j(s) | NC)$ and $P_C$ (Eq. 11) for every IM stripe. If the $EDP_j(s)$ values are lognormally distributed, the buildings fragility for the $j^{th}$ storey is calculated as follows:

$$P(EDP(s) \geq edp(s)) = 1 - P(EDP(s) < edp(s)) = \Phi \left( \frac{\mu_{logEDP} - edp(s)}{\sigma_{logEDP}} \right)$$

where $\mu_{logEDP}$ and $\sigma_{logEDP}$ are the mean and the standard deviation of the logarithm of the demand, always conditional on the $IM(s)$. Regardless the IM, the fragility of the building should be obtained combing Eq. 18 with Eq. 11:

$$F_R(s) = \Phi \left( \frac{\mu_{logEDP} - edp(s)}{\sigma_{logEDP}} \right) (1 - P_C) + P_C$$

where $P_C$ is the percentage of collapsed simulations. Obviously different fragilities will be obtained depending on the EDP of interest.

A very efficient alternative for calculating the fragilities using MSA, is to fit the CDF (cumulative distribution function) of a lognormal distribution on the striped EDP-IM data as discussed by Baker [27]. The fragility function can be simply seen as the lognormal CDF:

$$F_R(s) = P(EDP(s) \geq edp) = \Phi \left( \frac{log(EDP(s)/\theta_a)}{\beta_a} \right)$$

where $\theta_a$ and $\beta_a$ are the parameters that we need to determine. $\theta_a$ is the “median” of the fragility function, i.e. the $IM$ value corresponding to limit-state probability equal to 0.5 and $\beta_a$ is the
dispersion (standard deviation of \( \log(IM) \)). The values of \( \theta_a \) and \( \beta_a \) are obtained from the whole data using a Maximum Likelihood Estimation (MLE) approach \[27\] that is briefly summarized in the lines below. Eq. 20 should not be confused with Eq. 19; the latter concerns a single stripe and thus provides a single point of the fragility curve, while the former is the lognormal CDF that represents the whole fragility curve.

MSA provides at discrete IM levels (stripes), the number of successes \( n_{suc} \), i.e. the number of simulations that the limit-state has been exceeded after \( n_{tot} \) simulations. Using the binomial distribution on the data of a single stripe, the probability of having exactly \( n_{suc} \) successes after \( n_{tot} \) simulations, will be:

\[
P(\text{Success} = n_{suc}) = \binom{n_{tot}}{n_{suc}} P(EDP(s))^{n_{suc}} (1 - P(EDP(s)))^{n_{tot} - n_{suc}}
\]  

(21)

If there are \( k \) stripes, substituting Eq. 20 to Eq. 21, we obtain the MLE function as:

\[
\mathcal{L} = \prod_{i=1}^{k} \left( \binom{n_{tot,i}}{n_{suc,i}} \Phi \left( \log(EDP(s)/\theta_a) \right)^{n_{suc,i}} \left( 1 - \Phi \log(EDP(s)/\theta_a) \right)^{n_{tot,i} - n_{suc,i}} \right)
\]  

(22)

The only unknowns are \( \theta_a \) and \( \beta_a \) which are found as the values that maximise the likelihood function \( \mathcal{L} \) of Eq. 21, or preferably its natural logarithm. This can be achieved easily with a spreadsheet or with a simple computer script. The MLE approach uses the whole EDP-IM data of the stripe and thus it is not necessary to separate them according to Eq. 12. This approach produces always smooth fragility curves.

Figure 4 shows the EDP-IM plots of a freestanding block with \( R = 1.0m \) and \( \alpha = 0.2 \). The hosting structure was subjected to the MSA simulations as it has been discussed in Fragiadakis and Diamantopoulos \[5\] and then the simulations are transferred to the \( EDP^{(b)} - IM^{(b)} \) (Fig. 4a), or the \( EDP^{(b)} - IM^{(s)} \) plane (Fig. 4b). In both plots the collapsed simulations appear as dots just right to the vertical line at \( EDP^{(b)} = 1 \). The dots below the horizontal line at
$IM^{(b)} = 1$ (Fig. 4a) correspond to the no rocking simulations. As already discussed in Section 3.1, the $EDP^{(b)} - IM^{(b)}$ is the natural EDP-IM representation, but is not the easiest choice when it comes to the calculation of MAF $\lambda^{(b)}_{EDP}$. Moreover, as shown in Figure 4a, the data in the $EDP^{(b)} - IM^{(b)}$ form a cloud, while if they are plotted in the $EDP^{(b)} - IM^{(s)}$ plane they are already conditional on the $IM^{(s)}$.

Both EDP-IM representations allow to calculate the fragility of the blocks, but with respect to a different IM. Defining the fragility conditional on the IM of the structure, i.e. $F_R^{(b)} = P(EDP^{(b)}|IM^{(s)})$ can be used for directly calculating the MAF using Eq. 16. On the other hand, the intuitive definition $F_R^{(b)} = P(EDP^{(b)}|IM^{(b)})$ provides the storey fragilities with respect to the block’s IM and for the storey of interest. Another major difference is that when $IM^{(b)}$ is adopted, the EDP-IM data appear as a “cloud” (Fig. 4a), while when $IM^{(s)}$ is adopted instead, they appear in stripes (Fig. 4b). The MSA method can be directly applied to the striped data, while the cloud data require a different post-processing in order to derive the fragility curve. In the case of Figure 4b, the data form stripes and hence they can be post processed as was already shown for the building:

$$F_R^{(b)} = \Phi \left( \mu^{logEDP} - edp^{(b)} \sigma^{logEDP} \right) \left( 1 - P_{Ovtn} - P_{NoRock} \right)$$

Since the $F_R^{(b)}$ is calculated at every stripe $P_{NoRock}$, $P_{Ovtn}$ are simply obtained as the percentage of simulations where no-rocking and overturning was observed, respectively. The fitting of Eqs.20-22 is also very efficient in the case of the freestanding contents. If the data are not stripped, as in Figure 4a, the cloud analysis method, discussed in the next section, should be used instead.

![Figure 4](image)

Figure 4: Seismic response of a freestanding building content with $R = 1.0m$ and $\alpha = 0.2$: (a) plotting $EDP^{(b)} - IM^{(b)}$ results to cloud data, (b) plotting $EDP^{(b)} - IM^{(s)}$ results to data in stripes.

Cloud analysis is a common method when the data are scattered in the EDP-IM plane (e.g. Fig. 4a). This occurs when the ground motions are left unscaled, or when they have all been scaled with the same factor. In cloud analysis a least-squares straight line is usually fitted on the $log(EDP^{(b)}) - log(IM^{(b)})$ data [5]. The linear fit provides the mean of the logarithms ($\mu^{logEDP}$) and a single constant value for the dispersion $\sigma^{logEDP}$. Knowing $\mu^{logEDP}$ and $\sigma^{logEDP}$, it is
possible to calculate the fragility of the rocking simulations using Eq. 23. This requires the knowledge of the no-rocking $P_{NoRock}$ and overturning $P_{Ovtn}$ probabilities over the whole IM range. These probabilities are calculated using a logistic regression model (logit) which yields a probability estimate that is function of the $IM^{(b)}$ [29]. Therefore, for the overturning case:

$$P_{Ovtn} = \frac{1}{1 + e^{-(b_1 + b_2 log(IM^{(b)}))}}$$

(24)

where the constants $b_1$, $b_2$ are the parameters of the logistic regression model, obtained with binomial-based, generalized linear model (GLM) regression.

The fitting of Eqs. 20-22 is a robust method also for cloud analysis. The fitting is possible assuming stripes with a single simulation. Thus, in Eq. 22, $k$ is equal to the total number of simulations of the cloud and in Eq. 21, $n_{suc}$ is either 0 or 1 and always $n_{tot} = 1$. Attention should be paid on applying the MLE formula on the complete set of simulations that consists of no-rocking, rocking and overturning simulations. The fragility curves produced by the rocking data will considerably differ from the curves of the full dataset giving unsafe results [5]. The problem can be amended applying the MLE fitting to the rocking data only and combining the resulting fragilities with the no-rocking and the overturning fragilities $P_{NoRock}$ and $P_{Ovtn}$ of the logistic regression model (Eq. 24). The combination is achieved with the total probability theorem (TPT) (Eq. 13) and, as shown in Fragiadakis and Diamantopoulos [5], it gives exactly the same curve with that obtained from all the data.

5 NUMERICAL INVESTIGATION

The case study building adopted is the four-storey RC building that has been discussed in detail by Fragiadakis and Diamantopoulos [5]. This planar building is considered as a simplification and is used as a case study. The building is subjected to a suite of thirty far-field ground motion records and the response time-histories are used as input for the response assessment of the contents. The work aims to shed light on the fragility and risk assessment of building contents that are hosted in different stories of a structure and are considered as symmetric or asymmetric. The asymmetry of a rocking block leads to different equation of motion and the energy dissipation depends on the pivot point. Also, it has been shown in Vlachos et al. [21] that the sign of the ground motion also affects the response.

Considering the fragility and risk assessment two blocks, a symmetric and an asymmetric, are assumed. The symmetric block has slenderness angle $\alpha = 0.20$ and size parameter $R = 1.0m$ and the asymmetric slenderness angles $\alpha_1 = 0.212$, $\alpha_2 = 0.182$ and size parameters $R_1 = 1.003m$, $R_2 = 0.997m$. Three limit-states are identified for each block. The corresponding EDP$(b) = \theta/\alpha$ threshold values are assumed as 0.3, 0.5 and 1, respectively. Figure 5a shows the fragility curves of a rectangular block on the 2nd storey of the RC building considered and Figure 5b compares the fragility curves of the symmetric and the asymmetric block in each limit-state. The curves were produced with respect to $IM^{(s)} = S_a(T_1, 5%)$, a practice that allows convolving the fragility curve with the hazard curve in order to obtain the mean annual frequency (MAF) (Eq. 16). As shown in Figure 5, both chainsaw-like and smooth fragilities can be obtained depending on the post-processing method. Both curve types are acceptable, although intuitively the reader will be more comfortable with the smooth curves offered by the MLE fitting of Eq. 20. The smooth fragility curves are shown in rest of the manuscript. Figure 6 shows the block overturning fragilities using $PFA$ as the intensity measure $IM^{(b)}$ of the block. The solid lines refer to the block subjected to the storey response time-history and assuming that the structure’s collapse means overturning of the blocks, while the dashed
Figure 5: Fragility curves for a block located at the 2nd storey of the building: (a) slender block ($R = 1.0m, \alpha = 0.2$), (b) comparison between the symmetric and the asymmetric block considered.

Figure 6: Overturning fragility curves of a slender block assuming it as symmetric or asymmetric: (a) the block is considered at the 1st storey of the structure, (b) the block is considered at the 4th storey of the structure. The dark lines correspond to the symmetric block and the grey to the asymmetric. As expected, the asymmetric block is always more vulnerable, while the building affects the fragilities especially when the block is hosted in the lower storeys of the building (Fig. 6a vs Fig. 6b). Figure 7 presents for all stories of the structure the block overturning fragilities assuming $IM^{(b)} = PFA/g\tan\alpha$. For both blocks, the storey fragilities practically coincide. In principle, the fragility curves should coincide since they provide a property of the system that should not be sensitive to the ground motion set. However, due to the substantially different frequency content of the ground motions this in not always the rule. Of interest is also to show the fragilities obtained using as $IM^{(b)}$ the $PFV$ instead of the $PFA$ (Fig. 8). Adopting the $PFV$, the storey fragilities appear more dispersed compared to the $PFA/g\tan\alpha$, which is more profound for the symmetric block. It is noted that the value of $\tan\alpha$ is obtained from the symmetric block. As a general conclusion, although qualitatively our conclusions are not affected by the $IM^{(b)}$, the fragility curves will differ and
Figure 7: Storey overturning fragility curves: (a) slender symmetric block ($R = 1.0m, \alpha = 0.2$), (b) slender asymmetric block. The structure’s collapse has been adopted in both cases.

their interpretation requires attention.

Figure 8: Storey overturning fragility curves using $PFV$ as the IM of the block: (a) slender symmetric block ($R = 1.0m, \alpha = 0.2$), (b) slender asymmetric block. The structure’s collapse has been adopted in both cases.

In order to calculate the limit-state mean annual frequencies (MAF) of the block, we adopt the hazard curve that has been adopted in Fragiadakis and Diamantopoulos [5] and corresponds to a site in the island of Crete, Greece. As discussed in Section 3.2, the limit-state MAFs are “exactly” calculated with Eq. 16. Alternatively, the MAFs can be calculated with Eq. 17 finding separately the fragility of the block and of the structure. The calculation of Eq. 17 requires the derivative of the block’s fragility, which essentially is the probability density function (PDF) for a number of discrete limit-states. This alternative has been discussed in Fragiadakis and Diamantopoulos [5] showing that the $PFV$ leads to more stable solutions in comparison with the $PFA$. For the blocks considered, the MAFs of Eq. 16 are shown in Table 1 for the first and the fourth storey of the RC building considered. From the values of the MAFs it is obvious that a symmetric block is more stable than an asymmetric is all storeys of the structure. Especially, in the fourth storey the differences become important while the values of the MAFs in the first
storey are close comparing the symmetric and asymmetric case.

<table>
<thead>
<tr>
<th>storey</th>
<th>((\theta/\alpha \leq 0.3))</th>
<th>((\theta/\alpha \leq 0.5))</th>
<th>((\theta/\alpha \leq 1.0))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st symmetric</td>
<td>1353 years</td>
<td>3427 years</td>
<td>5280 years</td>
</tr>
<tr>
<td>1st asymmetric</td>
<td>1230 years</td>
<td>2838 years</td>
<td>4933 years</td>
</tr>
<tr>
<td>4th symmetric</td>
<td>170 years</td>
<td>808 years</td>
<td>2478 years</td>
</tr>
<tr>
<td>4th asymmetric</td>
<td>105 years</td>
<td>538 years</td>
<td>1226 years</td>
</tr>
</tbody>
</table>

Table 1: Limit-state MAFs obtained for a rocking block using the exact (Eq. 16) approach.

6 CONCLUSIONS

A fragility assessment framework for freestanding building contents has been discussed. The building contents were modelled as rigid, symmetric or asymmetric, blocks and it was assumed that they are hosted in a four-storey RC building [5]. It has been shown that the problem addressed is complicated since the response of the structure and the contents are coupled. The problem becomes more complicated when the contents are asymmetric because the response depends also on the sign of the record and the side of the asymmetry. The findings of the study have been obtained using a two-dimensional, four-storey building and two-dimensional simulations for the contents. Hence, the results cannot be always generalized. Further research is required in order to fully understand the effect of the structure on the fragility of freestanding contents. In conclusion, the authors would like to mention that the work presented should be considered as an attempt to offer some first guidelines on how the rocking problem can be handled for freestanding objects that can be assumed asymmetric and are hosted in a building. Some of the major conclusions of the paper are briefly summarized as follows:

- An MSA-based (Multiple Stripe Analysis) fragility-assessment methodology, tailored to freestanding building contents, is presented. The vulnerability of the contents depends on their geometry and the dynamic characteristics of the structure. Moreover, the fragility of the blocks should not be calculated independently of the collapse, or damage, of the building.

- Depending on the post-processing of the results, cloud or multiple-stripe data are obtained. The proper post-processing in order to consistently handle rocking, non-rocking and overturned blocks should be considered; otherwise the fragilities will be underestimated.

- A symmetric and an asymmetric block have been considered, showing that the geometry of the block is critical. It is found that symmetric blocks are more safe because the asymmetry affects the response. Of course this observations refers to the four-storey structure considered, but it clearly shows the importance of both building and block properties and also the fact that the fragility of freestanding contents is very different from that of anchored contents that are expected to behave as elastically deforming structures.
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Abstract. The parametric instability of pultrude fiber-reinforced polymer columns with a channel section under harmonic axial load is investigated in this paper. The three plates of channel section (web and two flanges) are modelled using von Kármán nonlinear plate theory. The Ritz method is used to discretize the continuous structure resulting in coupled nonlinear equations of motion, which are solved numerically. Bifurcation diagrams obtained by continuation methods and Floquet theory are used to obtain the transition curves between trivial and nontrivial solutions and to study the nonlinear oscillations of the column in the unstable regions.
1 INTRODUCTION

The use of structural elements made of fiber reinforced polymers (FRP) has significantly increased in recent years. The increased interest lies in the advantages over traditional construction materials, such as high strength-to-weight ratio, corrosion resistance and the ease of transportation and erection. Structural elements with thin-walled and open sections are commonly found in metal structures and, more and more often, in structures designed with new materials such as FRP profiles and other composite materials. FRP structural shapes have shown to provide efficient and economical applications in buildings, bridge decks, retaining walls, airport facilities, storage structures exposed to salts and chemicals, reinforcing members of casings or fuselages as, salt storage sheds, bridge superstructures, among others. Short thin-walled bars under compressive loads may fail due to a local instability buckling mode with the critical load controlling their design [1, 2]. Under dynamic loads the column may buckle due to parametric instability at load levels much lower than the static critical load and exhibit a complex nonlinear behavior. Parametric resonances are often encountered in mechanics (e.g., dynamic buckling of columns, plates and shells, water waves in vertically forced containers, stability of general motions) and in various areas of physics. However, little is known on their behavior and stability under dynamic loads. In the present work a short column with a channel cross-section under harmonic forcing is analyzed. The channel section is discretized as three thin-walled plates described by the von Kármán nonlinear plate theory and appropriate continuity conditions are prescribed at the web-flange intersections [3]. A consistent modal solution is used together with the Ritz method to obtain the coupled nonlinear equation of motions, which are solved by the Runge-Kutta method and bifurcation diagrams are obtained by the brute-force method and continuation techniques. A parametric analysis, considering different materials, shows the influence of the column length, section geometric dimensions and elastic constants of the material on the parametric instability boundaries in the force control space and bifurcation scenario of the structure.

2 PROBLEM FORMULATION

The present work considers a thin-walled column of length $L$ having a channel cross-section with web width $b_w$, web thickness $t_w$, flange width $b_f$ and flange thickness $t_f$, as illustrated in Fig. 1(a). Since many commercially-available pultruded shapes have constant thickness, it is hereafter assumed that $t_w = t_f = h$. For the local buckling analysis, the flanges and web are modelled using the von Kármán nonlinear plate theory [4].

The displacement field is given by,

$$
\bar{u} = u + z\beta_x; \quad \bar{v} = v + z\beta_y; \quad \bar{w} = w; \quad \beta_x = -w_{,x}; \quad \beta_y = -w_{,y}
$$

(1)

where $\bar{u}$ and $\bar{v}$ are the in-plane displacement components in the $x$ and $y$ directions, respectively, $\bar{w}$ is the transversal displacement in the $z$ direction of an arbitrary point $(x, y, z)$ of the plate, $u$, $v$ and $w$ are the corresponding displacements at a point $(x, y, z = 0)$ situated in the middle surface of the plate (see Fig. 1(b)) and $\beta_x$ and $\beta_y$ are the rotations around the $x$ and $y$ axes, respectively.
The strain–displacement relations and changes of curvature of the middle-surface are given by:

\[ \varepsilon_x = u_x + \frac{1}{2} w_x^2; \quad \varepsilon_y = v_y + \frac{1}{2} w_y^2; \]
\[ \gamma_{xy} = (u_x + v_x + w_x w_y); \quad k_x = \beta_x x; \]
\[ k_y = \beta_y y; \quad k_{xy} = \left( \beta_{x,y} + \beta_{y,x} \right)/2 \]

(2)

Considering the constitutive equations of a typical orthotropic elastic material obeying Hooke’s law, with the principal directions coinciding with the direction of the fibers and its transversal direction in the \( x-y \) plane, and the strain-displacement relations, the expression relating internal forces and moments to the strains of the FRP profile can be written as [5]:

\[
\begin{bmatrix}
N_x \\
N_y \\
N_{xy}
\end{bmatrix} =
\begin{bmatrix}
A_{11} & A_{12} & 0 & 0 & 0 & 0 \\
A_{12} & A_{22} & 0 & 0 & 0 & 0 \\
0 & 0 & A_{66} & 0 & 0 & 0 \\
M_x & 0 & 0 & 0 & D_{11} & D_{12} \\
M_y & 0 & 0 & 0 & D_{12} & D_{22} \\
M_{xy} & 0 & 0 & 0 & 0 & D_{66}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
\gamma_{xy} \\
k_x \\
k_y \\
k_{xy}
\end{bmatrix}
\]

(3)

where \( N_x, N_y \) and \( N_{xy} \) are the normal and shear in-plane stress resultants per unit length, \( M_x, M_y \) and \( M_{xy} \) are the flexural and torsional moment resultants per unit length, as illustrated in Fig. 2, and:

\[
A_{ij} = \int_{-\frac{h}{2}}^{\frac{h}{2}} Q_{ij} \, dz; \quad D_{ij} = \int_{-\frac{h}{2}}^{\frac{h}{2}} Q_{ij} \, z^2 \, dz \quad (i, j = 1, 2, 6)
\]

(4)

where

\[
Q_{11} = \frac{E_{11}}{(1-v_{12}v_{21})}, \quad Q_{22} = \frac{E_{22}}{(1-v_{12}v_{21})}, \quad Q_{12} = \frac{v_{21}E_{11}}{(1-v_{12}v_{21})}, \quad Q_{66} = G_{12}
\]

(5)
The $x$ direction coincides with the main direction of the material parallel to the fibers, direction 1, the $y$ direction coincides with the main direction of the material perpendicular to the fibers, direction 2, and the $z$ direction coincides with the direction perpendicular to the thickness.

The strain energy, $U$, is given by [4-6]:

$$U = \frac{1}{2} \int \left[ (A_{11} \varepsilon_x^2 + 2A_{12} \varepsilon_x \varepsilon_y + A_{22} \varepsilon_y^2 + A_{66} \gamma_{xy}) \right] dx \, dy + \frac{1}{2} \int \left[ (D_{11} \kappa_x^2 + 2D_{12} \kappa_x \kappa_y + D_{22} \kappa_y^2 + D_{66} \gamma_{xy}^2) \right] dx \, dy$$

For the axially compressed plate the potential energy of the applied loads is given by:

$$\Omega = -\frac{N_x}{2} \int_0^b \int_0^L w_x^2 \, dx \, dy$$

where $N_x$ is the applied axial load per unit length at $x = 0$ and $x = L$.

The kinetic energy $T$ of the plate, considering only the transversal inertia, is:

$$T = \rho h \int \int \dot{w}^2 \, dx \, dy$$

where $(\cdot)'$ denotes the derivative with respect to time and $\rho$ is the density of the material.

The Lagrangian of the three plates of the C profile is given by:

$$L = \sum_{i=1}^3 T_i - U_i - \Omega_i$$

To use the Ritz method, appropriate shape functions taking into account the boundary and continuity conditions for the displacements need to be prescribed. The following expressions are adopted for the web:

$$(x, y, t) = U(t) \sin \left( \frac{2 \frac{m_{max}}{L} \cos \left( \frac{2 \pi y}{b_w} \right) }{b_w} \right);$$

$$v(x, y, t) = V(t) \cos \left( \frac{2 \frac{m_{max}}{L} \sin \left( \frac{2 \pi y}{b_w} \right) }{b_w} \right);$$

$$w(x, y, t) = W(t) \sin \left( \frac{\frac{m_{max}}{L} \sin \left( \frac{2 \pi y}{b_w} \right) }{b_w} \right)$$

where $U(t)$, $V(t)$, $W(t)$, $X(t)$ and $Y(t)$ are the time dependent modal amplitudes and $m$ is the number of axial half-waves. By imposing the compatibility conditions along the web-flange connection the displacements for the flange are given by (connection at $y = 0$).
They satisfy the simply-supported boundary conditions at \( x = 0 \) and \( x = L \) and the continuity conditions along the web-flange interface.

3 RESULTS

In the present numerical analysis, a thin-walled column of length \( L \) having a channel cross-section with web width \( b_w = 200\text{mm} \), flange width \( b_f = 100\text{mm} \) and uniform thickness \( t_w = t_f = 5\text{mm} \) is considered. As a reference an isotropic material (ISO) with Young’s modulus \( E_1 = E_2 = 28\text{kN/mm}^2 \), in-plane shear modulus \( G_{12} = 11.38\text{kN/mm}^2 \) and Poisson ratio \( \nu_{12} = \nu_{21} = 0.23 \) is assumed. A FRP profile’s with Young’s modulus in the longitudinal direction \( E_1 = 28\text{kN/mm}^2 \), Young’s modulus in transverse direction \( E_2 = 19.3\text{kN/mm}^2 \), in-plane shear modulus \( G_{12} = 2.6\text{kN/mm}^2 \), major Poisson’s ratio \( \nu_{12} = 0.23 \) and minor Poisson’s ratio \( \nu_{21} = 0.1585 \), based on catalog values, is adopted. For the mass density is equal to \( \rho = 1850\text{kg/m}^3 \) and the viscous damping ratio is \( \xi = 1.45\% \). Similar to a plate [6], the channel profile buckle with \( m \) half-waves in the longitudinal direction, with \( m \) increasing with \( L \). For each value of \( m \), the load reaches a minimum value which is usually taken as the critical load of the structure [6]. The minimum static critical load for the isotropic material is \( 1.96\text{kN} \), while for the pultruded column it is equal to \( 2.37\text{kN} \), a decrease of \( 21\% \) in the load capacity. Also, the fundamental frequency is highly dependent on the material constants decreasing from \( 3.2\text{kHz} \) to \( 3.3\text{kHz} \). This affects the parametric instability boundaries in the forcing frequency versus forcing magnitude plane, as illustrated in Fig. 3, decreasing the parametric instability transition boundary and moving the resonant regions to the lower frequency range. These boundaries are obtained by solving the nonlinear equation of motion of the damped system by continuation techniques in conjunction with Floquet theory for a large number of forcing frequencies [7] and by increasing slowly the forcing magnitude while holding the frequency constant. The dashed horizontal black lines correspond to the static critical load. Again, there is a palpable decrease in the dynamic critical load compared with the isotropic material. The principal parametric resonance region occurs in the neighborhood of \( \Omega_f = 2\omega_o \), while second instability region to the left corresponds to \( \Omega_f = \omega_o \), and is referred to as fundamental resonance region. These two regions are the most significant in structural dynamics, since in these two regions the dynamic critical load can be considerably lower than the static buckling load. These results evidence the dangerous consequences of parametric instability in lightly damped structural systems.

Figure 4 compare the nonlinear frequency-amplitude relations of the two materials. They are obtained by the shooting method starting at \( 2\omega_o \) [8]. Here \( \omega_m \) is the amplitude-dependent nonlinear frequency. Both structures exhibit a hardening behavior with the FRP column exhibiting a higher degree of nonlinearity. This influences the bifurcations connected with each tongue in the force control space. The principal parametric resonance region is bounded on the left by a supercritical period-doubling bifurcation, as illustrated for the bifurcation diagrams of the two materials for \( \Omega_f = 2\omega_o \) in Fig. 5(a), and on the right by a subcritical period-doubling bifurcation, while fundamental resonance region is bounded on the left by a supercritical pitchfork bifurcation and on the right by a subcritical pitchfork bifurcation.
Figure 3: Parametric instability boundaries of the isotropic and pultrude profiles in the force control space.

Figure 4: Nonlinear frequency-amplitude relation.

The effect of a static pre-load is to decrease the fundamental frequency and the dynamic buckling mode. Additionally, it leads to an increasing number of bifurcations at low load levels, leading to various coexisting solutions. Figure 5(b) shows the bifurcation diagram obtained considering a static load level equal to 75% of the static critical load ($Q_s = N_s/N_{CR} = 0.75$, compare with Fig. 5(a)). For this static load level, Fig. 6(a) shows the basin of attraction, while Fig. 6(b) shows the associated four coexisting solutions for $\Omega_f = 2\omega_o$ and $Q_d = 0.76$ (the dots are the fixed points of the Poincaré map of each solution). There are two large amplitude period-one attractors and two medium amplitude period-two attractors, but most initial conditions converge to one of the two large amplitude attractors. Fig. 6(c) shows the Poincaré map of the chaotic attractor obtained for $\Omega_f = 2\omega_o$ and $Q_d = 1.50$. 
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4 CONCLUSIONS

The results evidence that the static buckling loads, natural frequencies and parametric instability load are highly dependent on the orthotropy of the FRP material. There is a palpable decrease in static and dynamic the critical load and fundamental frequency when compared with the isotropic material. This decrease is due to the FRP low resistance in the transversal direction and low shear modulus. Within the parametric instability tongues, the nonlinearity leads to a qualitatively rich dynamics with several coexisting periodic and chaotic solutions, leading to basins of attraction with a complex topology. The parametric instability of the pultruded column is important because it causes the stable vertical equilibrium position to bifurcate into large-amplitude solutions and initiates a process that may lead the failure and the loss of load carrying capacity.
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EFFECTS OF INITIAL GEOMETRICAL IMPERFECTIONS ON DYNAMIC STABILITY OF CIRCULAR CYLINDRICAL PANELS

Frederico M. A. Silva¹, Wanclaine A. Vaz¹, Paulo B. Gonçalves²

¹ School of Civil and Environmental Engineering, Federal University of Goiás
Av. Universitária 1488, Goiânia - GO, Brazil
e-mail: silvafma@ufg.br, wanclainealmeida@gmail.com

² Department of Civil Engineering, Pontifical Catholic University of Rio de Janeiro
Rua Marquês de São Vicente, 255, Gávea, Rio de Janeiro - RJ, Brazil
paulo@puc-rio.br

Keywords: geometrical imperfection, cylindrical panel, internal resonances.

Abstract. This work evaluates the influence of initial geometric imperfections on a slender cylindrical panel nonlinear response, considering the three following cases of internal resonances: 1:1, 1:3 or 1:1:2. Nonlinear Donnell shallow shell theory is used to obtain the nonlinear equations of motion. Based on previous works, a consistent modal solution for the transverse displacement field is derived from a perturbation technique, considering the modal coupling and interaction in a simply supported cylindrical panel. Then, the standard Galerkin method is applied to reduce the problem to a system of differential equations in time domain. The backbone curves, resonance curves, phase-portraits and basin of attraction are obtained to evaluate the influence of the initial geometrical imperfection on the stability of transversally excited circular cylindrical panels. The numerical results indicate that the presence of an initial geometrical imperfection changes strongly the resonance curves, creating new stable paths and dynamic jumps and increases the nonlinearity and complexity of the panel response for each case of internal resonance, leading to fractal basins of attraction in the main resonance region.
1 INTRODUCTION

Thin-walled cylindrical panels are used in several engineering areas, with emphasis in naval, aeronautical and civil engineering applications. They are circular sectors of cylindrical shells and are usually described by the shallow shell theory. Despite a simple geometry, the slenderness of this element makes it susceptible to loss of stability and excessive vibrations when subjected to static and dynamic loads, which can lead the structure to collapse. For these reasons, efforts should be employed to understand the nonlinear phenomena and instabilities of these structures. Among the non-linear phenomena, due to the geometric nonlinearities, strong modal coupling and interaction are inherent phenomena of slender shell structures. Another phenomenon is the modal interaction that occurs when different buckling or vibration modes have same critical load or some natural frequencies are commensurate (internal resonance) [1-3]. Therefore, this study aims to contribute to the understanding of the phenomena: modal coupling and modal interaction in simply supported cylindrical panels. To consider both phenomena, the transverse displacement field is deduced from a perturbation technique [4-6], leading a reduced order model that converges for vibration amplitudes up to the order of the thickness of the panel.

2 PROBLEM FORMULATION

Consider a simply supported cylindrical panel subjected to a time-dependent transversal load made by a linear, homogeneous and isotropic material. The transversal equation of motion and the compatibility equation, based on Donnell's non-linear shallow shell theory, are given in terms of the transversal displacement $w$ and Airy stress function $f$ respectively by:

$$
\rho h \ddot{w} + 2 \eta \rho h \Omega_0^2 w + D (w_{,xx} + \frac{2}{R^2} w_{,\theta\theta,xx} + \frac{1}{R^4} w_{,\theta\theta\theta\theta}) - f_{,\theta\theta} (w_x + w_{0,x}) - p(t) = 0
$$

$$
\nabla^4 f = \frac{1}{R^4} \left( w_{,xx} - w_{,xx} w_{,\theta\theta} + R w_{,xx} + 2 w_{,xx} w_{0,x\theta} - w_{,xx} w_{0,\theta\theta} - w_{,xx} w_{0,xx} \right)
$$

where $D [=Eh^3/12(1-\nu^2)]$ is the flexural stiffness, $R$ is the radius of curvature, $h$ is the cylindrical panel thickness, $\rho$ is the mass density, $p(t)$ is the transversal load distributed along the domain, $\eta$ is the viscous damping parameter, $E$ is the Young’s modulus, $\nu$ is the Poisson ratio and $\Omega_0$ is the natural frequency of the perfect cylindrical panel.

The transversal harmonic pressure load, distributed along the domain, is given by:

$$
p(t) = pl \sin(n r) \sin(m q) \cos(\Omega t)
$$

where $r=\pi \theta/\Theta$, $q=\pi x/L$, $pl$ is load magnitude, $\Omega$ is the excitation frequency, $\Theta$ is the angle width of the cylindrical panel and $m$ and $n$ are the number of axial and circumferential half-wave, respectively.

The initial geometrical imperfection is described by a pre-defined function $w_0$ in the shape of the fundamental vibration modes [6]:

$$
w_{01} = C_1 \sin(q) \sin(r)
$$

where $C_1$ is the imperfection magnitude.
3 NUMERICAL RESULTS

Based on the analytical results of the vibration frequencies of a simply supported perfect panel, obtained by the use their classical vibration modes of a simply supported cylindrical panel [5, 6], three different geometries displaying different types of internal resonance are selected. Table 1 presents the basic geometric dimensions of the selected cylindrical panels that exhibits 1:1, 1:3 and 1:1:2 internal resonance as well as the natural frequencies and modes involved in the internal resonances. From Table 1, it is observed that small changes in the angle the panel’s length or opening angle lead to different types of internal resonances.

<table>
<thead>
<tr>
<th>(\Theta) (rad)</th>
<th>L (m)</th>
<th>Internal resonance</th>
<th>Axial half-wave</th>
<th>Circumferential half-wave</th>
<th>Natural frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1658</td>
<td>0.1</td>
<td>1:1</td>
<td>(m = 1)</td>
<td>(n = 1)</td>
<td>686.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(m = 1)</td>
<td>(n = 2)</td>
<td>686.29</td>
</tr>
<tr>
<td>0.0577</td>
<td>0.1</td>
<td>1:3</td>
<td>(m = 1)</td>
<td>(n = 1)</td>
<td>992.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(m = 3)</td>
<td>(n = 2)</td>
<td>2976.16</td>
</tr>
<tr>
<td>0.1658</td>
<td>0.091</td>
<td>1:1:2</td>
<td>(m = 1)</td>
<td>(n = 1)</td>
<td>741.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(m = 1)</td>
<td>(n = 2)</td>
<td>741.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(m = 2)</td>
<td>(n = 1)</td>
<td>1483.75</td>
</tr>
</tbody>
</table>

Table 1: Geometries of cylindrical panel with internal resonance and their natural frequencies and vibration modes (\(R = 1\)m, \(h = 0.001\)m, \(E = 2.06\times10^{11}\) N/m², \(\rho = 7800\)kg/m³ and \(\nu = 0.3\)).

For the nonlinear analysis, the transversal displacement field is obtained by applying the perturbation technique described in [2-6]. To start the perturbation procedure, it is necessary to consider a seed solution, which in this work is the sum of the linear vibration modes involved in the internal resonance (Table 1) [2-3, 6]. The perturbation procedure leads to a modal solution that considers naturally all modal coupling and interaction concerning these modes. However the obtained general modal solution is extremely long and for easy understanding only the considered modes are shown here.

The modal solution for the cylindrical panel with 1:1 internal resonance is given by:

\[
\begin{align*}
   w &= [A_{11}(t)\sin(r) + A_{13}(t)\sin(3r) + A_{21}(t)\sin(2r) + A_{23}(t)\sin(6r)]\sin(q) \\
   &+ [A_{32}(t)[3/4 - \cos(2r) + 1/4\cos(4r)] + A_{42}(t)[3/4 - \cos(4r) + 1/4\cos(8r)]] \\
   &\cdot \left[3/4 - \cos(2q) + 1/4\cos(4q)\right]
\end{align*}
\]  (5)

while for the cylindrical panel with 1:3 internal resonance the obtained modal solution is given by:

\[
\begin{align*}
   w &= [A_{11}(t)\sin(q) + A_{13}(t)\sin(3q) + A_{15}(t)\sin(5q) + A_{17}(t)\sin(7q)]\sin(r) \\
   &+ [A_{22}(t)[3/4 - \cos(2r) + 1/4\cos(4r)] + A_{23}(t)[3/4 - \cos(6r) + 1/4\cos(12r)]] \\
   &\cdot \left[3/4 - \cos(2q) + 1/4\cos(4r)\right]
\end{align*}
\]  (6)

and for the case with 1:1:2 internal resonance the considered modal solution is:
These modal solutions, Eqs. (6)-(7), ensure the convergence of the backbone and resonance curves up to vibration amplitudes of the same order as the shell thickness [6]. These expressions satisfy the following transversal boundary conditions:

\[
\begin{align*}
    w(0, \theta) &= w(L, \theta) = w(x, 0) = w(x, \Theta) = 0 \\
    M_o(0, \theta) &= M_o(L, \theta) = M_o(x, 0) = M_o(x, \Theta) = 0
\end{align*}
\]  

To obtain the Airy stress function \( f \), the modal expansion in Eq. (5-7), depending on the case, is substituted into Eq. (2), together with the geometrical imperfection, Eq. (4), and the compatibility equation is solved analytically. The obtained stress function and the chosen modal expansion are then substituted into equation of motion, Eq. (1), and discretized by using the standard Galerkin method.

Figure 1 shows the variation of the natural frequency of imperfect cylindrical panel, normalized with respect to the natural frequency of perfect cylindrical panel, with the magnitude of geometrical imperfection. It is observed from Fig. 1a that for negative values of \( C_1/h \) the natural frequency of both vibration modes diverge and the 1:1 internal resonance is destroyed. On the other hand, for positive values of \( C_1/h \) the 1:1 the two frequencies remain sufficiently close to ensure the 1:1 internal resonance. In the 1:3 and 1:1:2 internal resonances cases, the amplitude of the geometrical imperfection in the analyzed range maintain the natural frequencies remains nearly commensurate, so that the influence of the internal resonance is always observed.

Figure 1: Variation of the normalized natural frequency with the amplitude of initial geometric imperfection for the different cases of internal resonance.

When an initial geometrical imperfection in the shape of fundamental vibration mode with amplitude \( C_1/h \) is considered, it is observed in Fig. 2 that the resonance curves are dependent of magnitude and sign of the geometric imperfection. For a positive value of imperfection (blue curve), the resonance curve moves to the right compared with the perfect case (black curve) due to the increase of the natural frequency of imperfect panel (see Fig. 1). On the other hand, for negative value of imperfection (purple curve) the resonance curve moves to the left due to the decreasing value of the natural frequency according with Fig 1.
The presence of an initial geometrical imperfection changes strongly the resonance curves, creating new stable paths and dynamic jumps and increases the nonlinearity and complexity of the panel response for each evaluated internal resonance as illustrated by, for example, the basins of attraction given by Figs. 3 and 4 for the 1:1 and 1:2 internal resonance cases, respectively. The competition between the resonant and non-resonant attractors lead to large fractal regions and sensitivity to initial conditions. The presented basins of attractions in Figs.
3 and 4 agree with the resonance curves in Fig. 2 with respect the number of detected attractors for the chosen values of excitation frequency.

4 CONCLUDING REMARKS

A new consistent modal solution, that takes into account the modal interaction between two, or three, different vibration modes, previously developed by the authors, is applied in this work to investigate the influence of an initial geometrical imperfections on the resonance curves of a cylindrical panel displaying three distinct cases of internal resonance. It is verified in free vibration analysis that positive geometric imperfection in the form of the fundamental mode increases the stiffness of the cylindrical panel, and, consequently its natural frequencies, while negative imperfections causes a decrease in the natural frequencies involved in the internal resonance. The forced vibrations of the cylindrical panel with an initial geometrical imperfection in the shape of fundamental mode modifies the vibration amplitudes, the dynamic stability and bifurcation scenario of the resonance curves, leading to strong competition between the resonant and the non-resonant attractors which in its turn leads to highly intertwined fractal basins of attraction in the main region of resonance.
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Abstract. This work deals with the design, the mechanical modeling and the experimental testing of microscale lattice structures tessellating bistable tensegrity prisms. The analyzed units have only one internal mechanism and one self-stress state, and can be transformed into bistable structures, by replacing the cables with bars, and suitably adjusting the members’ lengths. We experimentally validate the theoretical prediction of the response of spatial assemblies of such units, through mechanical tests on physical models fabricated by multiphoton lithography. We also numerically show that the examined structures support the propagation of compact compression waves under impact loading, which paves the way to their use for the fabrication of novel acoustic lenses with tensegrity architecture.
1 INTRODUCTION

In the past several years, the advancement in additive manufacturing (AM), and especially in nano and micro scale printing, has taken a big leap, opening a new era for futuristic materials and material sciences. Research on metamaterials is one of the most focused area because of their unprecedent properties arising from the physical structure of the lattices. Generally, materials in their original and/or traditional form do not show better properties as compared to those shown by the same material but in a designed architected shape. Due to their particular architecture, which can confer them high strength to weight ratio, frequency bandgaps, negative overall moduli and negative mass density, they possess highly stable physical characters [4, 5]. Success in producing metamaterials with extraordinary properties has been achieved at the macroscale level. However, due to their usually complex geometry, it is quite difficult to produce micro- and nanoscale metamaterials with AM techniques [6]. Tensegrity architectures represent some of the most complex forms, making them difficult to produce as well. Nevertheless, due to their nonlinear properties they are one of the most suitable candidates for morphing structures [7]. Tensegrities have originally been used for producing free-standing prestressed systems with cables in tension and bars in compression. In addition, since they exhibit various non-linear static and dynamic properties, arising from their connectivity, geometry and internal mechanisms, tensegrity systems have become more popular and subject of research [8]- [9]. Various stable configurations are possible only with change in stress levels and in the lengths of cables and bars. In this way it becomes possible to have bi-stable tensegrity structures, and some of the recent studies have found bi-stable tensegrities at macroscopic scale. This commendable property can be highly inspirational in producing reconfigurable metamaterials and structures based on tunable tensegrity structures [10]. One paradigmatic example presented by Calladine [11] can be examined to understand the behavior of tensegrity structures, this is shown in Figure ??.

![Figure 1: Behavior of the two-element system in various prestress states.](image)

Figure ?? (a) two pre-stressed elements are hinged at three points placing the mechanism in equilibrium state when the pre-stress is positive (cables in tension). The same configuration can be turned into an unstable equilibrium one if the sign of the stress is changed as shown in the Figure ?? (b). The resulting nonlinear behaviour under load is related to the sign of pre-stress is as shown in Figure ?? (c, d). It has been observed that if the rest length of the elements is increased slightly with respect to the lengths in the equilibrium state, then system becomes
bi-stable by showing the two different stable configurations. It is worth noticing that, the AM of cables poses a challenge because present day technologies are not yet capable of manufacturing such elements, while the manufacturing of bars are feasible with various AM processes. One option to overcome this challenge is to manufacture corresponding lattice structures by keeping nodal positions the same, allowing for bending stresses to be present in the structure. Bending stresses can be mitigated by manufacturing the ends of the bars in a tapered way or by introducing flexible hinges. The limitation of this procedure is that hinges does not behave in a perfect manner. However, lattice structures obtained from tensegrity systems can still inherit some of their nonlinear properties, included the bistable behavior.

2 Materials and methods

2.1 Bi-stable configuration from monostable tensegrity structures

A method to obtain bi-stable system based on tensegrity systems can be devised by following the analogy with the system shown in Figure ???. When the system has only one stable configuration, then it is termed as monostable and if it has two stable configurations, it is termed as bi-stable system. It is possible for such a system to have a stable self-stress state when the two elements are in tension, introducing first-order stiffness to internal mechanism. In a system consisting of two linearly elastic member, the load-displacement relationship can be approximated by a cubic-polynomial equation. In such a system, the slope of the curve in the origin is always directly proportional to the self-stressing forces. By changing the sign of the self-stress the system can be turned into an unstable one. In addition, when the elements are unstressed, the systems is placed in either one of two stable configurations. The load-displacement curve in this case is similar to that shown in Figure ?? (d). Two example in three dimensions are presented in Figure ?? (a) and (b). The first one is the classical-tensegrity triangular prism (See Figure ?? (a)), while the second one is a dual tensegrity prism, realized with bars only, obtained by superposition of two mirror copies of a same tensegrity prisms. When a verti-
cal load is applied to the tensegrity prims, it causes a roto-translation of the top triangle with respect to the bottom triangle (see green arrows in Figure ??, a). When a vertical load is applied on the dual tensegrity prism, it causes a roto-translation of the middle triangle, and just a relative translation of the top triangle, with respect to the bottom one. Bi-stable structures can be obtained by following these steps: (i) a pre-stressed stable tensegrity structure should be found with one independent self-stress state and one internal mechanism, (ii) a slightly displaced, unstressed configuration of the same structure should be considered, (iii) a numerical model should be adopted to obtain bi-stable response under static loading, (iv) the geometry and material properties can be adjusted according to the available fabrication methods and experimentation conditions, (v) fabricated structures should be subjected to the experimental tests in order to confirm the designed behaviour the model. To this purpose, a dual bistable lattice have been considered, as shown in Figure ?? (b), and corresponding force-displacement diagrams have been computed (see Figure ?? (c)). A Stick-and-Spring model has been adopted in such computation [?, ?], where the elements of the structure are considered as axial springs, and angular springs respond to change in angles between certain pairs of adjacent bars. While the stable configuration of a tensegrity prism corresponds to a relative rotation between top and bottom triangles of $\theta_0 = 150$ degrees, in the dual tensegrity prism the initial relative rotation between bases in each prism is $\theta_i = 150 + \Delta \theta_0$. The plots in Figure ?? (c) are obtained considering an elastic material of Young’s modulus $E = 1.2 GPa$ (typical of polymers used in multiphoton lithography), members’ diameter $d = 0.75 \mu m$, top and bottom base radius $a = 5 \mu m$, middle base radius $b = 3.5 \mu m$, prism height $h = 10 \mu m$. The three $F^* vs \delta$ curves correspond to increasing values of the angular spring constant $k_s$, with the black curve corresponding to $k_s = 0$, the orange (dark grey) curve corresponding to $k_s = 0.8 \mu N/\mu m$, and the yellow (light grey) curve corresponding to $k_s = 1.6 \mu N/\mu m$. The force parameter $F^* = F/(dk_a)$ is given by the applied vertical force $F$ divided by the bars’ diameter $d$ and by an axial spring constant equal to $k_a = 99.07 \mu N/\mu m$ (obtained considering a nominal member length of $5.35 \mu m$). The displacement parameter $\delta$ is the ratio between vertical displacement and $2h$.

2.2 Fabrication by multiphoton lithography (MPL) technology

The structure in Figures ?? (a), composed of three dual prisms, has been considered for fabrication. The specimen shown in Figures ?? (b) has been fabricated with the help of the multiphoton lithography (MPL) technology. The material used was obtained by mixing of several organic-inorganic constituents: Zr-DMAEMA consisting of 70 wt% zirconium propoxide, 10 wt% (2-dimethylaminoethyl) methacrylate (DMAEMA) (Sigma-Aldrich), and 20 wt% ASTM type II deionized, distilled water. First, 1.4 ml of 3-(trimethoxysilyl)propyl methacrylate (MAPTMS) (Sigma-Aldrich) were mixed with 0.14 gr of hydrochloric acid into a vial. Afterwards, 137.7 $\mu l$ of DMAEMA were mixed with 0.66 ml of zirconium (IV) propoxide solution containing 70 wt% 1-propanol in another vial. Then the two mixtures have been added together and diluted with 0.2 ml of distilled water and 0.016 gr of photoinitiator consisting of 4,4-bis(diethylamino)benzophenone (Sigma-Aldrich). Fabrication was performed 24 hour after placing it on glass substrate in vacuum. Multi-level experimentation was performed to ensure the least experimental error. After preparation of samples as shown in Figure ?? (b), samples were subjected to the multiple tests by nano-indentation.
3 Compression test

After fabrication of the samples with the help of MPL, multi unit array compression tests were performed at the minuscule scale shown in Figure 3 (b) to analyze the behavior of the fabricated samples in order to understand the major effects and experimental accuracy of MPL fabrication technology. The obtained force-displacement relationship are shown in Figure 3 (c). Twisting of the middle triangle during testing has been observed. In the force-displacement graph the softening behavior of the system has been seen and at the same time residual deformation has been seen after unloading. The elastic model developed earlier shows a behavior consistent with that depicted in Figure 3 (c). In addition, material behaves in slight viscoelastic manner when loading-unloading cycles were applied. An estimate of the critical damping factor that can be associated to our force-displacement curves in Fig. 3 (c) gives a damping ratio greater than 10% in the first cycle, reducing to few percents in the fourth cycle.

4 Wave dynamic applications

A major application of the nano lattice structures is in wave dynamics. The response of the bistable structure exhibiting the single soft mode can also be used in carrying mechanical energy through compact solitary waves. Figure 4 shows the design of a chain of tensegrity-based units, fixed at the one end, which can be useful in wave dynamic applications and in the area of...
non-linear mechanical metamaterials. The concept design of the bistable tensegrity architecture shown in Figure ?? can be very helpful to formulate the mechanical metamaterials. This design, which is fixed at one end and free at other end, can be tested for wave dynamic applications according to the procedure given in refs. [?, ?], which shows that the design is capable of forming compression waves when impulsive load is applied at the free end. The Figure ?? shows the behavior of such system at discrete times, after being impacted with initial horizontal speed of $v_0$ and angular speed $\omega$ of the end triangle so that the bistable mechanism get activated. The dimensions of such system comprises of $a/h = 0.5$, $\Delta \theta_0 = -3$, $v_0(E/\rho)^{0.5} = 0.3609$, $v_0/\omega_0 = a^2/h$, $k_s/(a^2 k_a) = 0.0041$, with $a$ the circumscribed radius of the base triangle, $h$ the height of a prism, $E$ the Young’s modulus, $k_a$ and $k_s$ the axial and angular spring constant respectively, and $\rho$ denoting the mass density of the material. In this system localization of compression waves was observed at one unit in the chain, while almost no movement in rest of the system has been observed. This ‘localized’ behavior of such system can be highly useful in designing the revolutionary acoustic lenses, which can be used in non-invasive scalpel to accurately locate the defects in various biological or engineering materials. In addition, the highly non-linear structures can be used to generate compact solitary waves in tensegrity acoustic lenses. Further studies will be focused on the generation of such bistable unit cells.

5 Concluding remarks

In this research work the bistable mechanical response of microlattice structures with nanoscale features and tensegrity architecture has been studied. The MPL technology has been employed to additively manufacture physical models of the investigated structures. These models have been tested under compression loading, and their bistable response, combined with viscoelastic behavior, has been experimentally verified. Numerical simulations have shown that the examined lattices support the propagation of compression compact waves under the application of compression forces and twisting moments at one end. Such a behavior can be profitably employed to fabricate novel acoustic lenses that are able to focus the mechanical energy in very narrow regions of space within a host body.
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Abstract. Dynamics at low frequencies of periodic heterogeneous media is conventionally described by the method of homogenization of periodic media, when it exists a scale separation between displacements and the characteristic size of a cell irreducible from the media. At higher frequency, this separation of scales is lost and the homogenization method becomes obsolete. In order to cross this barrier, we propose to consider periodic modes over a period composed of several irreducible cells. Around the eigenfrequencies of these multicells periods with periodic boundary conditions, large evolution situations emerge. A new separation of scales is therefore defined between the amplitude of the mode and the characteristic size of the period. The equations governing the modulation are thus obtained, and their nature differs if the mode considered is single or multiple.

From the macroscopic modulation equations we can extract an approximation of the fundamental dispersion curve, in the vicinity of the periodic eigenmodes of the multi-cells period. Consequently, a construction by parts of the fundamental dispersion curve is provided.
1 Introduction

This paper falls within the study of macroscopic dynamic behaviour of periodic media. In most cases, analytic description is not reachable and the problem is solved via a numeric computation of the dispersion curves, which carry all the dynamic properties of the system. We propose in this paper an analytic method for reaching parts of the dispersion curves via an asymptotic multi-scale method. This method is first full described on a periodic network of spring-mass, for which the dispersion curve is well-known. In a second time, we evidence the power of this methodology to periodic reticulated beams, which present a more complex behaviour.

At low frequency, when there is a large scale separation between the length of the cell and the characteristic size of the vibrations, the classical homogenization method allows efficiently to establish the continuous equivalent description. This scale separation is lost for frequencies higher than the diffraction frequency. However, instead of considering the amplitude of the mean displacement in a unit cell, it appears that the concept of scale separation may still be used when considering the amplitude of periodic eigenmodes defined on (multi-)cells. Thus, the same principle of asymptotic multi-scale method enables to describe the large scale modulations around the eigenfrequencies of the mono- and/or multi-cells period. Finally, the properties of the modulation are straightforwardly related to the dispersion curves at the considered frequencies.

2 Exact dispersion relations in 1D spring-mass chains.

Exact wave dynamics of a spring-mass chain is well known for harmonic waves at any frequency in such systems. However a new point of view is provided by the modulation analysis as initially proposed in Daya et al. (2002), Craster et al. (2010), or in (Boutin et al., 2012) using a multi-cells approach.

2.1 Classical analysis

Consider a periodic 1D spring-mass system whose irreducible period \( \Omega \) is constituted by a massless spring of stiffness \( k \), length \( \ell \), and a rigid mass \( m \). Studying harmonic wave propagation at the angular frequency \( \omega \), the balance of forces on the \( n^{th} \) mass (i.e. on the \( n^{th} \) cell \( \Omega \)), reads

\[
(v_{n+1} - 2v_n + v_{n-1}) + \chi_\omega v_n = 0, \quad \chi_\omega = (\omega / \omega_0)^2, \quad \text{and} \quad \omega_0 = \sqrt{\frac{k}{m}}
\]  

(1)

Then the motion \( v_n \) of \( n^{th} \) mass is on the form : \( v_n = V_0 e^{i(\omega t - k_\omega n \ell)} \) where \( k_\omega \) is the wave number. Thus (1) leads to the dispersion relation:

\[
4 \sin^2 \left( \frac{k_\omega \ell}{2} \right) = \chi_\omega = \left( \frac{\omega}{\omega_0} \right)^2
\]

(2)

Consequently \( 2\omega_0 \) corresponds to the absolute cut-off angular frequency, separating propagating and non propagating waves. That is in the angular frequency range \( \omega \leq 2\omega_0 \), the waves can propagate with the wave number \( k_\omega \) defined by the dispersion relation (2). Long wavelengths correspond to \( k_\omega \ell \rightarrow 0 \) so that successive masses follow almost the same motion. From the dispersion relation (2), this situation is reached at low angular frequency, \( \omega \ll \omega_0 \). Furthermore, expanding (2) near zero gives :

\[
|k_\omega| \ell \approx \frac{\omega}{\omega_0}
\]
thus $|k_\omega| \approx \omega/\sqrt{k\ell^2/m}$ when $\omega \ll \omega_0$, i.e. the dispersion relation matches the usual description of long wave propagation in a 1D medium of lineic elastic modulus $k\ell$ and lineic mass $m/\ell$.

2.2 Multi-cells analysis

Figure 1: Multi-cells approach. a) A multi-cells period $\Omega_p$ made of $p$ spring-mass (length $\ell$, stiffness $k$, mass $m$) with extremity motions $v_B$ and $v_E$ as limit conditions. b) The two last masses of $n^{th}$ multi-cells $\Omega_p$ and the first mass of $(n+1)^{th}$ $\Omega_p$. c) Macroscopic viewpoint: the displacement of the $p^{th}$ mass of the $n^{th}$ multi-cells $\Omega_p$ defines the leading displacement $V(x_n)$ of this period.

Dispersion equation (2) shows that the only situation presenting an evolution at large scale is found in the vicinity of $\omega \approx 0$. In order to find other situations, we now investigate the same spring-mass chain, but with a period $\Omega_p$ made of $p$ irreducible cell $\Omega$, that is $\Omega_p = \bigcup_p \Omega$. We denote $V_n = v_{np}$ the motion of an edge the $n^{th}$ period $\Omega_p$, and $v_{np+m}, 0 < m < p$ the motion of inner masses of $\Omega_p$, which can be liked to $V_n$ and $V_{n+1}$ by the following expression:

$$v_{np+m} = \left(\frac{\beta_p^m - \beta_{\omega}^m}{\beta_p - \beta_{\omega}}\right) V_n + \left(\frac{\beta_p^m - \beta_{\omega}^m}{\beta_p - \beta_{\omega}}\right) V_{n+1} ; \quad 0 \leq m \leq p \quad (3)$$

By construction, expression (3) insures that the dynamic balance is satisfied for the inner masses of $\Omega_p$, with $\beta_p^p + \beta_{\omega}^{-p} = 2 - \chi_\omega$

$$V_{n-1} \left(\frac{\beta_p^p + \beta_{\omega}^{-p}}{2}\right) V_n + V_{n+1} = 0 \quad (4)$$

When $\beta_p^p = 1$ then $V_n = V_{n+1}$ which means that motions are $\Omega_p$-periodic. In other words the $p^{th}$ roots of the unity lead to large scale evolution. The expression of these roots are (Int(.) stands for the Integer part)

$$\left\{ \beta_{\omega}^q = \exp(\pm i q \pi) \quad \forall q \in [0; \text{Int}(\frac{p}{2})] \right\}$$
Moreover, as $\beta_\omega = \exp(i k_\omega \ell)$ we can express the wavenumbers and angular frequencies corresponding to the latter expression of $\beta_\omega$, see (2):

\[
\left\{ \begin{align*}
    k_\omega &= \frac{q}{p} \frac{2\pi}{\ell} ; \\
    \omega &= 2\omega_0 \sin\left(\frac{q}{p} \pi\right) \quad \forall q \in \left[0; \text{Int}\left(\frac{p}{2}\right)\right]
\end{align*} \right. \tag{5}
\]

We can now rewrite (3) as:

\[
v_{np+m} = a \Phi_m^q + b \Psi_m^q \quad \forall 0 \leq m < p ; \quad 0 \leq q \leq \text{Int}\left(\frac{p}{2}\right) \text{ with } \left\{ \begin{align*}
    \Phi_m^q &= \cos(k_\omega q m \ell) \\
    \Psi_m^q &= \sin(k_\omega q m \ell)
\end{align*} \right.
\]

where the set of eigenmodes $\{\Phi^q, \Psi^q\}$ respects the periodic boundary conditions of $\Omega_p$. Moreover, since $\Omega_p$ owns $p$ degrees of freedom, there are $p$ modes. Note that $\Psi^0 = 0$ and, for $p$ even, $\Psi^1 = 0$. Hence the only single modes are $\Phi^0$ and $\Phi^p$ (for $p$ even) which are respectively associated with the zero frequency and the cut-off angular frequency $2\omega_0$, and lead to an identical (respectively opposite) motion of consecutive masses, independently of $\Omega_p$. For $\frac{q}{p} \neq \{0, 1/2\}$, $\Phi^q$ and $\Psi^q$ are double modes associated with the angular eigenfrequency $\omega^q_p$ given by (5).

3 Wave dispersion curves derived through asymptotic multi-scale method

3.1 Large modulation of high frequency waves in a periodic network of resonators

The motions of a period $\Omega_p$ are periodic exactly at the periodic angular eigenfrequencies $\omega^q_p$ and, despite these motions vary at a scale $\ell$, the amplitudes of the modes are constant over the whole $\Omega_p$. Hence, in the vicinity of these angular frequencies, the mode amplitudes are no longer constant but present a large-scale evolution, compared to the size of the period. This allows to introduce the scale ratio $\varepsilon_p = \ell_p / L = p \ell / L$ where $L$ represents the modulation length. The macroscopic description is derived using the homogenization of discrete periodic media Caillerie et al. (1989), Hans et Boutin (2008), Sanchez-Palencia (1980) adapted to multi-cells period and high frequencies Rallu et al. (2018):

- The first step is to introduce a continuous variable $V(x)$, as $V(x_n = n \ell_p) = V_n$. This variable represents the mode amplitude;
- Then, because of the small variation of $V(x)$ between $x_n$ and $x_{n+1}$, a Taylor expansion is performed for the consecutive reference masses:

\[
V_{n\pm 1} = V(x_n \pm \ell_p) = V(x_n) \pm \ell_p \partial_x V(x_n) + \frac{\ell_p^2}{2} \partial_x^2 V(x_n) + \ldots
\]

- The spatial and frequency variables are asymptotically expanded in powers of $\varepsilon_p$, for example

\[
V(x) = V^{(0)}(x) + \varepsilon_p V^{(1)}(x) + O(\varepsilon_p^2) \quad ; \quad \omega = \omega^{(0)} + \varepsilon_p \omega^{(1)} + O(\varepsilon_p^2) \text{ with } \omega^{(0)} = \omega^p
\]

Note that the angular frequency is expanded around the periodic angular eigenfrequencies $\omega^q_p$;
• These three developments are then introduced in the balance equation (4);

• Finally, sort and collect the different terms in $\varepsilon_p$ powers. The dominant terms yield a non trivial equation that provides the macroscopic description at the leading order.

Applying this process leads to the following macroscopic descriptions at the leading order:

**Low-frequency range** i.e. $q = 0$, $\omega \approx 0 + \varepsilon_p \omega^{(1)}$.

$$k \ell \partial_x^2 V + \frac{m}{\ell} \omega^2 V = \mathcal{O}(\varepsilon_p)$$ \hspace{1cm} (6)

This case corresponds to the usual assumption of scale seration, where the variation of motion of two consecutive masses is very small. Note that in this case the mode amplitude matches the motion of the masses. This macroscopic equation describes the modulation the (simple) static mode.

**Frequencies close to the cut-off frequency** for $p$ even, that is, $q = p/2$ and $\omega \approx 2 \omega_0 + \varepsilon_p^2 \omega^{(2)}$.

$$k \ell \partial_x^2 V + \frac{m}{\ell} \left(-\omega^2 + (2 \omega_0)^2\right) V = \mathcal{O}(\varepsilon_p)$$ \hspace{1cm} (7)

This equation describes the modulation of a simple mode where two consecutive masses have opposite motions.

**Frequencies close to the double eigenmodes frequencies** i.e. $0 < q < \text{Int}(p/2)$ and $\omega \approx \omega_\frac{p}{2} + \varepsilon_p \omega^{(1)}$.

$$k \ell \partial_x^2 V + \frac{m}{\ell} \left(\omega - \omega_\frac{p}{2}\right)^2 \cos^2\left(\frac{q \pi}{p}\right) V = \mathcal{O}(\varepsilon_p)$$ \hspace{1cm} (8)

Note that contrary to (7), (i) this case correspond to the modulation of a double mode, (ii) the frequency term is always positive and (iii) this macroscopic description depends on $p$. Moreover, the modulation frequency is not an edge of the Brillouin zone, and could not be derived with antiperiodic conditions used in Craster et al. (2010).

### 3.2 Approximation of the dispersion equations

Drawing a parallel with the wavenumber $\pm k_\omega$, describing wave propagation in the spring-mass system, we can introduce the modulation number $\kappa_\omega$ in order to describe the harmonic modulation:

$$V(x) = V_0 \exp(\pm i \kappa_\omega x)$$ \hspace{1cm} (9)

In the vicinity of the periodic angular eigenfrequencies, an approximation of the fundamental dispersion curve can be built as a perturbation of the periodic mode. Consequently the modulation number is the angular frequency increment divided by the group velocity:

$$k_\omega = k_{\omega_{\frac{p}{2}}} + \kappa_\omega + \mathcal{O}(\varepsilon) \hspace{1cm} ; \hspace{1cm} \kappa_\omega = \frac{\omega - \omega_{\frac{p}{2}}}{C_{\omega_{\frac{p}{2}}}} \hspace{1cm} ; \hspace{1cm} C_\omega = \frac{d\omega}{dk_\omega}$$

Introducing (9) in the three modulation equations at the leading order (6), (8), (7) yields the dispersion relation for modulation. Moreover, modulation numbers are straightforwardly linked to the scale ratio $\varepsilon_p$

$$\varepsilon_p = |\kappa_\omega| \ell_p$$
Consequently, at a given $\varepsilon_p$, an estimation of the validity frequency range around the periodic angular eigenfrequency is possible.

**Low frequency range** $\omega \approx 0 (q = 0)$:

$$|\kappa_\omega| = \frac{1}{\ell} \frac{\omega}{\omega_0} + O(\varepsilon) = k_\omega + O(\varepsilon)$$

Thus in low-frequency range, the modulation number $\kappa_\omega$ matches the wavenumber $k_\omega$ at the leading order. An estimation of the validity frequency range is:

$$\frac{|\Delta \omega|}{\omega_0} = \frac{|\omega - 0|}{\omega_0} \approx \frac{\varepsilon_p}{p}$$  \hspace{1cm} (10)

**Frequencies close to the cut-off frequency** ($\omega \approx 2\omega_0$ and $p$ even), the dispersion relation of modulation is determined from (7) as:

$$|\kappa_\omega| = \frac{1}{\ell} \sqrt{4 - \left(\frac{\omega}{\omega_0}\right)^2} + O(\varepsilon) = \frac{2}{\ell} \sqrt{\frac{2\omega_0 - \omega}{\omega_0}} + O(\varepsilon)$$

Then the frequency range of validity is given by

$$\frac{|\Delta \omega|}{\omega_0} = \frac{|2\omega_0 - \omega|}{\omega_0} \approx \left(\frac{\varepsilon_p}{2p}\right)^2 \text{ if } \omega < 2\omega_0$$  \hspace{1cm} (11)

**Frequencies close to the double eigenmode eigenfrequencies** $\omega \approx \omega_{p/q}^\pm$, $0 < q < \text{Int}(p/2)$:

the modulation number given by (8) reads

$$|\kappa_\omega| = \frac{1}{\omega_0} \ell \frac{|\omega - \omega_{p/q}^\pm|}{\cos\left(\frac{q\pi}{p}\right)} + O(\varepsilon)$$

corresponding to a frequency range of:

$$\frac{|\Delta \omega|}{\omega_0} = \frac{|\omega - \omega_{p/q}^\pm|}{\omega_0} \approx \frac{\varepsilon_p}{p \cos\left(\frac{q\pi}{p}\right)}$$  \hspace{1cm} (12)

Note that when $\omega > \omega_{p/q}^\pm$ (respectively $\omega < \omega_{p/q}^\pm$) then $k_\omega$ and $\kappa_\omega$ have identical (respectively opposite) signs. Consequently, the wave and the modulation propagate in the same (respectively opposite) direction, see Figure 2.

In the Figure 3, we build (a) the fundamental dispersion curve in the first half of the Brillouin area, and then piecewise parts of the dispersion curve, near the periodic eigenfrequencies of:

- (b) the specific periodic modes of $\Omega$ ($\omega \approx 0$, dashed blue lines), $\Omega_2$ ($\omega \approx 2\omega_0$, dashed red lines) and $\Omega_3$ ($\omega \approx \sqrt{3}\omega_0$, dashed cyan lines)

- (c) in adding the specific modes of $\Omega_4$ ($\omega \approx \sqrt{2}\omega_0$, dashed magenta lines) and $\Omega_5$ ($\omega \approx 2\sin\left(\frac{\pi}{3}\right)\omega_0$ and $\omega \approx 2\sin\left(\frac{2\pi}{5}\right)\omega_0$, dashed green lines).
Figure 2: Direction of propagation of the wave (in blue) versus the direction of propagation of the modulation of the wave (in orange). As an illustration, a period $\Omega_5$ is considered and both the wave and modulation direction of propagation are indicated for frequencies around the first angular eigenfrequency $\omega_1$.

Figure 3: (a) Fundamental dispersion curve in the first half of the Brillouin zone. This dispersion curve can be rebuilt in part from the modulation number: (b) with the specific modes of $\{\Omega_p\}_{0<p<3}$ and (c) with the specific modes of $\{\Omega_p\}_{0<p<5}$. (d) an overlay of fundamental and piecewise parts of the dispersion curve.
The frequency ranges of validity of the macroscopic descriptions have been taken with a value of $\varepsilon_p = 0.5$. Because of the term $\varepsilon_p^2$, the frequency validity range (11) is much less wide than (10) and (12). In the Figure (d), the fundamental dispersion curve is overlayed on its piecewise approximations. In the Figure 4, the dispersion curve of the spring-mass system is built piecewise in varying the value of $\varepsilon_p$: (a) $\varepsilon_p = 0.5$, (b) $\varepsilon_p = 1$, (c) $\varepsilon_p = 1.5$ and (d) $\varepsilon_p = 2.5$. These great values of $\varepsilon_p$ are not mathematically justifiable, because the homogenization process requires that $\varepsilon_p \rightarrow 0$. Nevertheless, we can see this as an extrapolation of the osculated curves around the Bloch modes: hence, the more the value of $\varepsilon_p$ is great and the more the fundamental dispersion curve is accurately built thanks to piecewise approximations around the Bloch modes. Moreover, in the case where $\varepsilon_p = 2.5$, the successive approximations pass from their origin almost to the next Bloch mode, allowing a rebuilt by successive secant osculation curves.

Figure 4: Dispersion curve build piecewise thanks to modulation curves as in the Figure 3, but in varying the value of $\varepsilon_p$ from 0.5 to 2.5.

4 Application to discrete lattices

The latter methodology, developed on a well-known spring-mass system, is now applied to a network made of a stack of symmetric elastic frames (see Figure 5) constituted by three identical rigidly and mass-less connected bending beams. This structure departs from the spring-mass system because in the reticulated beams (i) stiffness and mass are continuously distributed in the local beams, therefore an irreducible cell $\Omega$ owns an infinite number of periodic eigenmodes, and (ii) the 2D nature of the structure involves an enriched kinematics. Each cell owns two
nodes then six degrees of freedom. Each local beam is characterized by (i) its geometrical parameters: length $\ell$, width $a$, depth $h$, cross section $A$ and inertia regarding its longitudinal axis $I = a^3 h / 12$, and (ii) its mechanical elastic parameters: elastic modulus $E$, mass density $\rho$.

Due to the symmetry of the considered structures, the local variables can be reorganized in two sets of uncoupled variables linked to (i) the transversal kinematic of the reticulated beam (namely $V_n$, the average transversal displacement, $\theta_n$, the average rotation of the nodes and $\alpha_n$, the rotation of the $n^{th}$ cell) and (ii) to the longitudinal kinematic of the reticulated beam ($U_n$, the average longitudinal displacement, $\Delta_n$, the transversal dilatation and $\Phi_n$, the differential rotation of the nodes). In this paper we illustrate the piecewise building of dispersion curve only on

![Figure 5: Left : Cell $\Omega$ of the reticulated beam. Right : periodic framed beam.](image)

transversal kinematics. The chosen geometrical and mechanical parameters of local frames are:

$$E = 210 \text{GPa}; \quad \nu = 0.2; \quad \rho = 7800 \text{kg/m}^3; \quad \ell = 1 \text{cm}; \quad a = 0.5 \text{mm} \quad (13)$$

which corresponds to a slenderness of a local beam: $\ell/a = 20$.

Denoting by $\mathbf{V}_n = T \left( \frac{1}{2} \alpha_n \ell, V_n, \theta_n \right)$ the transversal generalized displacements of the $n^{th}$ cell, the force and momentum balances of the $n^{th}$ cell involves the generalized displacements of the neighboring cell $n - 1$ and $n + 1$ and take the matrix form:

$$H_n \mathbf{V}_{n-1} + H'H_n \mathbf{V}_n + H_n \mathbf{V}_{n+1} = 0 \quad (14)$$

where $H_n = \begin{bmatrix} \frac{EA}{\ell} g_2(\chi) & 0 & \frac{12EI}{\ell^3} f_4(\gamma) & \frac{6EI}{\ell^3} f_6(\gamma) \\ 0 & 0 & \frac{6EI}{\ell^3} f_6(\gamma) & \frac{2EI}{\ell^2} f_5(\gamma) \end{bmatrix}$ and $H_H = \begin{bmatrix} a_T & 0 & b_T \\ 0 & c_T & 0 \\ b_T & 0 & d_T \end{bmatrix}$ with

$$a_T = \frac{12EI}{\ell^3} \left( f_1(\gamma) + f_4(\gamma) \right) - \frac{2EA}{\ell} g_1(\chi)$$

$$b_T = \frac{6EI}{\ell^2} \left( f_3(\gamma) + f_6(\gamma) \right)$$

$$c_T = \frac{EA}{\ell} \left( g_2(\chi) - g_1(\chi) \right) - \frac{24EI}{\ell^3} f_1(\gamma)$$

$$d_T = -\frac{2EI}{\ell} \left( f_5(\gamma) + 2f_2(\gamma) \right) - \frac{8EI}{\ell w} f_2(\gamma)$$

where $\chi = \sqrt{\frac{\rho \omega^2}{E}} \ell$ and $\gamma = \sqrt{\frac{\rho A \omega^2}{EI}} \ell$ are two dimensionless parameters describing the local regime of the beam respectively in compression and in bending. The elasto-inertial functions $f_i$...
and $g_i$ are defined by:

\[
\begin{align*}
g_1(x) &= x \cot(x) \\
g_2(x) &= \frac{x}{\sin(x)} \\
f_1(x) &= \frac{\cosh(x) \sin(x) + \sinh(x) \cos(x)}{1 - \cos(x) \cosh(x)} x^3 \\
f_2(x) &= \frac{\cosh(x) \sin(x) - \sinh(x) \cos(x)}{1 - \cos(x) \cosh(x)} x^2 \\
f_3(x) &= \frac{\sinh(x) \sin(x)}{1 - \cos(x) \cosh(x)} x^2 \\
f_4(x) &= \frac{\sinh(x) + \sin(x)}{1 - \cos(x) \cosh(x)} x^3 \\
f_5(x) &= \frac{\sinh(x) - \sin(x)}{1 - \cos(x) \cosh(x)} x \\
f_6(x) &= \frac{\cosh(x) - \cos(x)}{1 - \cos(x) \cosh(x)} x^2 \\
\end{align*}
\]

4.1 Dispersion equations

The dispersion relation $\mathcal{E} (\omega, k_\omega) = 0$ of harmonic transversal waves can be found considering $V_n = \begin{bmatrix} \gamma_n^2, \alpha_n, \theta_n^\prime, V_n, \theta_n \end{bmatrix}$ in the form (the time dependence $e^{i\omega t}$ is omitted):

\[
V_n = V_0 e^{i k_\omega n \ell} \quad k_\omega \in [0, \pi/\ell] \tag{15}
\]

Introducing (15) in (14) yields:

\[
\begin{bmatrix} \tilde{a}_T & 0 & b_T \\ 0 & \tilde{c}_T & \tilde{e}_T \\ b_T & -\tilde{e}_T & \tilde{d}_T \end{bmatrix} \cdot V_0 = 0
\]

where

\[
\begin{align*}
\tilde{a}_T &= a_T + \frac{2EA}{\ell \omega} \gamma_n^3 \cos (k_\omega \ell) \\
\tilde{c}_T &= c_T + \frac{2AEI}{\ell^3} f_4(\gamma) \cos (k_\omega \ell) \\
\tilde{d}_T &= d_T - \frac{4EI}{\ell} f_5(\gamma) \cos (k_\omega \ell) \\
\tilde{e}_T &= \frac{12 EI}{\ell^2} f_6(\gamma) i \sin (k_\omega \ell)
\end{align*}
\]

The roots of the determinant of $\mathbb{D}_T$ yield the dispersion equation of the transversal waves in the reticulated structure:

\[
\det \left( \mathbb{D}_T \right) = \left( \tilde{a}_T \tilde{d}_T - \tilde{b}_T^2 \right) \tilde{c}_T + \tilde{a}_T \tilde{e}_T^2 = \mathcal{E}_T (\omega, k_\omega) = 0
\]

Then, the corresponding kernel of $\mathbb{D}_T$ provides the kinematics associated to set $\{\omega_l, k_{\omega l}\}_l$ solutions of $\mathcal{E}_T (\omega, k_\omega) = 0$. Application of this method is illustrated on Figure 6:

The first quasi-linear branch clearly shows that at low frequencies the transversal dynamics is driven by the average transversal displacement $V$. The second branch, strongly non-linear corresponds at low wavenumbers to the gyration mode. The latter, driven by the rotation of the section $\alpha \ell$, is activated after a cut-off frequency (around 4.4 kHz). Note however that for wavenumbers greater than $k_\omega = 0.2\pi/\ell$ the dynamics activated in this branch, moves from $\alpha \ell$ to the average rotation of the nodes $\theta \ell$. As for the third branch, that appears at higher frequencies (around 37kHz), the kinematics is firstly driven by $V$, and by $\theta$ at larger wavenumbers. The two next branches are dominated by nodes rotation $\theta$, the rigid body motion of the two nodes being negligible, consistently with the inner resonance mechanism within the framed beams. This shows that a given branch is not associated with a specific kinematics.
4.2 Bloch modes

Let a period $\Omega_p = \bigcup_p \Omega$, constituted by a stack of $p$ irreducible cells $\Omega$. When $k_\omega \ell / 2\pi = q/p \in [0, 1/2]$, then the eigenmodes of $\Omega_p$ with periodic boundary conditions are emerging. This leads to the associated periodic angular eigenfrequencies thanks to the dispersion relation:

$$E\left(\omega, \frac{q2\pi}{p\ell}\right) = 0 \quad \text{where} \quad q = 0, ..., \text{Int}(p/2) \quad (16)$$

Finally, the Bloch mode is given by the kernel of $\mathbb{D}_T$, given at the couple $(\omega, \frac{q2\pi}{p\ell})$ solutions of (16).

On the figure 6, the first solutions corresponding to periods $\Omega, \Omega_2$ and $\Omega_3$ are depicted by black circles. The corresponding modal shapes (taking account of their multiplicity) are calculated by finite element on these three periods with periodic boundary conditions.

4.3 Modulation approach

This asymptotic approach is closely related to the HPDM method Caillerie et al. (1989) and the asymptotic method for modulation analysis of framed beams is full described in Rallu et al. (2018). The procedure is splitted into the following key steps. 1. Reduce the studied structure to an equivalent discrete model. This is obtained by condensing the balance equations of the beam elements within the period at the nodes of the period. 2. Establish an exact recurrence equation by expressing the balance of the edges nodes of the considered (multi-)cells period. 3. Identify the periodic eigenmodes and eigenfrequencies of the (multi-)cell. 4. Consider frequencies close to a given eigenfrequency and assume a large scale modulation. Then rewrite the recurrence equation in terms of Taylor expansions of the continuous variables that describe the amplitude of the eigenmode. 5. Introduce the asymptotic expansions of the variables and rescale the physical parameters of the element constituting the period. Here, all the local frames

Figure 6: Dispersion curve in the half on the first Brillouin zone for the transversal kinematics: $\alpha \ell, V, \theta \ell$. Black circles correspond to the Bloch modes for periods made of one cell ($\Omega$), two cells ($\Omega_2$) and three cells ($\Omega_3$). In dashed lines the asymptotic description of the dispersion curves derived by modulation analysis.
are identical, and we consider a slenderness contrast of the local frame as \( \ell/a = O(\varepsilon^{-1}) \). The geometrical values chosen in (13) are consistent with this contrast. 6. Deduce the various envelope models that apply close to the eigenfrequencies of the considered (multi-)cells.

This approach applied on the transversal kinematics allows to extract the approximation of dispersion curve around the periodic eigenmodes of periods made of one, two and three irreducible cells. All the equations are detailed in Rallu et al. (2019). These approximations are given in dashed lines on Figure 6.

In the figure 6 are represented in parallel of the dispersion curves determined from a direct calculus and the asymptotic dispersion curves derived from the analytical expressions given by the modulation analysis. This figure clearly shows that the asymptotic model for quasi-static ”V”-mode fits the exact dispersion curve related to the bending of the reticulated beam in a large wave number range, namely up to \( k_{\omega} = 0.5\pi/\ell_{w} \), which is much larger than its theoretical validity domain \( k_{\omega} \ell_{w} \ll 1 \).

On the contrary the asymptotic model for the dynamic ”V”-mode fits the exact solution in a limited range of wavenumbers. This relies on the fact that the dominant kinematic variable of this branch change from variable \( V \) for \( k_{\omega} \leq 0.05 \pi/\ell_{w} \), to \( \theta \) for \( k_{\omega} \geq 0.05 \pi/\ell_{w} \). As for the asymptotic dispersion curves identified considering \( \Omega_{2} \) and \( \Omega_{3} \), one notices a large range of good matching between the asymptotic and exact results.

5 Conclusion

The goal of this paper is to describe the methodology of construction of parts of the dispersion curve of periodic elastic networks. This process is full and clearly described on a periodic network of elastic resonators : First, a multi-cells approach is presented in order to identify the situation of large scale evolutions, which correspond to the frequency ranges around the eigenfrequency of the multi-cells period \( \Omega_{p} \) with periodic boundary conditions. Then, in these situations, the framework of asymptotic analysis of high-frequency modulation in periodic systems is applied and yields the equations governing the large scale modulations. At low frequencies, the modulation approach matches the classical homogenization method. But at higher frequencies, the nature of the descriptions departs from the usual macroscopic formulation : (i) the macroscopic operator is applied on the amplitude of the periodic eigenmodes, (ii) instead of an unique equivalent model, a family of descriptions is derived for modulation phenomena; this family is associated to the modes of the irreducible or the multiple cells, (iii) the nature of the modulation equations is different whether the mode is simple or multiple. Thanks to these macroscopic descriptions, a piecewise built of the dispersion curve is possible in the vicinity of the periodic eigenfrequencies of \( \Omega_{p} \). Finally, compared to Floquet-Bloch theory, the specificity of the modulation approach is to extract the frequency bands where the large scale modulations are allowed and to determine their governing equations.

As an illustration, we applied this methodology to reticulated beams, whose the enriched kinematics and the continuous distribution of mass and stiffness involve wave dispersion curves with several branches. The main outcomes are (i) a given dispersion branch may involves different kinematics, (ii) the modulation analysis performed on multi-cell around rational Bloch number allows to build by parts the dispersion curves and to relate them to an effective analytical description, (iii) these approximations are reliable in a range such that the kinematics do not significantly changed. These results established on a particular beam lattices may be extended to more complexe periodic structures and clarify the physics behind the dispersion curves.
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Abstract. Cross-laminated timber (CLT) panels have an increasing market share and extensive application in civil engineering practice, as full size walls or floor structures. CLT provides a compelling alternative to the concrete and steel (as conventional building materials), providing a low carbon footprint and comfortable living conditions. However, the orthotropic elastic material behavior of wood and the crosswise lay-up yield a relatively complex kinematics of CLT, characterized by high shear deformation across the thickness. This complicates the appropriate and accurate kinematic description of CLT and further prolongs the design phase of the real engineering structure.

Due to the relatively low weight, CLT floors are particularly prone to human-induced vibrations, causing vibration serviceability issues such as annoyance to human occupants and dysfunction of vibration sensitive equipment. Therefore, for the accurate response prediction of CLT under dynamic loading, its fundamental dynamic properties should be derived first.

In the paper, dynamic stiffness-based FREEVIB software, previously developed by the authors, has been used for modeling and prediction of the free vibration characteristics of CLT floor structures. Frequency curves taking into account: (i) span-to-thickness (a/h) ratio, (ii) plate aspect (a/b) ratio and (iii) different combinations of end constraints, have been developed using FREEVIB and systematized to be easy for use in engineering practice, especially in the conceptual design phase of CLT-based buildings. The results have been compared against the current CLT design recommendations.
1 INTRODUCTION

Recent technological advances and new construction techniques have led to the development of new natural composite material called cross-laminated timber (CLT) - a multilayer composite made of several thin wooden layers bonded together in a crosswise manner. It has outstanding structural strength, stiffness and aesthetic properties, a high level of prefabrication, fire resistance and construction speed. Finally, it is highly sustainable material that represents a compelling alternative to the traditional concrete, steel and masonry structures [1].

Due to the relatively low weight, CLT floors are prone to human-induced vibrations, causing vibration serviceability issues such as annoyance to human occupants and dysfunction of vibration sensitive equipment. Therefore, for the accurate response prediction of CLT under dynamic loading, its fundamental dynamic properties should be derived first.

The aim of this paper is to provide the practical guidelines for design of CLT floors by means of their dynamic properties. FREEVIB [2] software developed by the authors, based on the dynamic stiffness method (DSM) [3] in conjunction with the higher-order shear deformation theory (HSDT) [4], has been used for modeling and prediction of the free vibration characteristics of CLT floors. Key feature of the DSM is the dynamic stiffness element and the corresponding dynamic stiffness matrix derived from the exact (strong form) solution of the governing equations of motion. So far, the FREEVIB’s library includes several rectangular dynamic stiffness element formulations, capable to describe the complex kinematics of laminar composites. It allows for the application of arbitrary combinations of edge conditions and, like in the conventional FEM, implies the effective assembly procedure.

By using FREEVIB, frequency curves taking into account: (i) span-to-thickness (\(a/h\)) ratio, (ii) plate aspect (\(a/b\)) ratio and (iii) different combinations of end conditions, have been developed and systematized to be easy for use in engineering practice. The results have been compared against the current CLT design recommendations from CLT Handbook Canada [5], CLT Structural design – proHolz Austria [6], or the exact solution based on classical laminated plate theory (CLPT) [7], in order to highlight the influence of transverse shear deformation on dynamic properties of the panel.

2 DYNAMIC STIFFNESS METHOD FORMULATION

The dynamic stiffness matrix of the considered HSDT-based plate element is obtained through several steps. The first one is derivation of Euler-Lagrange equations of motion for the HSDT, by using the Hamilton’s principle in terms of the displacements. After that, the equations of motion are transformed into the frequency domain by assuming a harmonic representation of the displacement/rotation field:

\[
\hat{u}(x,y,t) = \hat{u}(x,y,\omega)e^{i\omega t}
\]

In. Eq. (1), \(\hat{u}(x,y,\omega)\) are the amplitudes of the displacement or rotation \(\hat{u}(x,y,t)\) in the frequency domain. Having in mind that Eq. (1) is valid for all angular frequencies \(\omega\) in the considered frequency range, the argument \(\omega\) will be omitted in further representations. After the substitution of the above transformation into the governing equations of motion, they are transformed into the following set of partial differential equations:

\[
L\hat{u}(x,y) = 0,
\]

where \(L\) is the matrix of the differential operators [8, 9] defined in terms of the plate stiffness coefficients, the mass moments of inertia and the angular frequency \(\omega\). Displacement or rotation amplitudes of a rectangular plate element are then represented as a superposition of four symmetry contributions: both symmetric (SS), symmetric - anti-symmetric (SA), anti-
symmetric - symmetric (AS) and both anti-symmetric (AA). It is now possible to analyze only
one quarter of a rectangular plate, which significantly reduces the size of the corresponding
dynamic stiffness matrix. By using the method of separation of variables, the general solution
for each symmetry contribution can be represented in the Fourier series form as:

\[ \bar{u}_{ij}(x,y) = \sum_{m}^{\infty} \bar{U}_{m}^{ij}(x) f_{m}^{ij}(y) + \sum_{m}^{\infty} \bar{U}_{m}^{ij}(y) f_{m}^{ij}(x) \]  

(3)

In Eq. (3), \( \bar{u}_{ij}(x,y) \) is the corresponding displacement or rotation function, \( \bar{U}_{m}^{ij}(x) \) and
\( \bar{U}_{m}^{ij}(y) \) (\( ij = SS, SA, AS \) or AA) are the unknown displacement or rotation functions, while
\( f_{m}^{ij}(y) \) and \( f_{m}^{ij}(x) \) are the base trigonometric functions, depending on the symmetry case. In
practical calculations, the infinite Fourier series must be truncated. Thus, the accuracy of solution
depends on the number of terms in the general solution.

With the aid of the projection method [10], the following relation is obtained:

\[ \tilde{Q}_{D}^{ij} = \tilde{F}_{D}^{ij} (\tilde{D}_{D})^{-1} \tilde{q}_{D}^{ij} = \tilde{K}_{D}^{ij} \tilde{q}_{D}^{ij} \]  

(4)

where \( \tilde{q}_{D}^{ij} \) is the vector of projections of displacement components \( \bar{u}_{ij} \) along plate bounda-
ries, \( \tilde{Q}_{D}^{ij} \) is the corresponding force projection vector, and \( \tilde{K}_{D}^{ij} \) is the dynamic stiffness matrix
for the \( ij \) symmetry contribution. The dynamic stiffness matrix for a completely free dynamic
stiffness element is obtained by using the transformation matrix \( T \) (for details see [8, 9, 11]).

The size of the dynamic stiffness matrix \( \tilde{K}_{D} \) depends on the number of terms in the gen-
eral solution \( M \), the type of the vibration problem (in plane or transverse) and applied plate
theory (CPT, FSDT, HSDT).

Considering that transverse and in-plane vibrations of a single plate represent two inde-
dependent states, the dynamic stiffness matrix of the single plate is derived by combining the
dynamic stiffness matrices for the transverse and in-plane vibration, respectively. The assem-
by process is then performed as in the conventional FEM.

In the analysis, arbitrary combinations of boundary conditions can be applied by removing
the rows and columns of the global dynamic stiffness matrix that correspond to the compo-
nents of the constrained displacement projections. After that, the natural frequencies can be
computed from the assembled global dynamic stiffness sub-matrix (related to the unknown
generalized displacement projections), using some of the search methods. Finally, after the
natural frequencies have been computed, the \( i^{th} \) mode shape corresponding to the natural fre-
quency \( \omega_{i} \) is obtained in the usual manner.

Formulated dynamic stiffness elements served as basis for the development of object-
oriented computational framework FREEVIB [2] for free vibration analysis of plate-like
structures. FREEVIB is written in Python [12]. For input parameters related to the geometry,
material and number of terms in trigonometric series (\( M \)), simple text file may be created in
the prescribed format, or generated using the existing graphical pre-processors. Using the pro-
cedure described in the previous sections, a variety of plate-like structural problems can be
analyzed.
3 Calculation of Fundamental Dynamic Properties of CLT Panels and Development of Frequency Curves

In this section, fundamental frequencies of different CLT panels have been calculated using FREEVIB, taking into account: (i) span-to-thickness \((a/h)\) ratio, (ii) plate aspect \((a/b)\) ratio and (iii) different combinations of boundary conditions (BC). They are then systematized to be easy for use in engineering practice (this is of special importance in the conceptual design phase of CLT-based buildings).

Current models for design of CLT panels mainly emerged from the long tradition of using only simple beam-like elements in timber structures. Gamma method is based on the procedure for design of mechanically jointed beams according to Eurocode 5, Annex B [13]. The stiffness properties are defined using the effective moment of inertia \(I_{0,ef}\), and the connection efficiency factors \(\gamma_i\) which account for the shear flexibility of the cross layers. The Gamma method accounts for the influence of transverse load-bearing effect and different static systems using the \(k_{\text{transverse}}\) and \(k_e\) coefficients, respectively. The above method is based on the Bernoulli’s hypothesis and linear stress-strain relationship, without accounting for the transverse shear deformation.

However, this approach is not able to accurately account for the 2D load transfer and, therefore, cannot reflect the load carrying mechanism of a plate. To overcome this, classical exact solutions for composite laminates could be successfully applied for thin CLT panels, simply supported along all sides. However, this limits the possible area of application by means of edge conditions.

FREEVIB tends to overcome the above issues, by: (i) accurately accounting for the transverse shear deformation, (ii) taking into account the cross-lamination of layers and, (iii) considering arbitrary combinations of boundary conditions.

3.1 Frequency Curves for Rectangular Simply Supported CLT Panels

To validate the model and highlight the influence of transverse shear deformation on fundamental dynamic properties of CLT panel, the study of simply supported (SSSS) 3- and 5-layers rectangular CLT panels is performed by using the HSDT-based dynamic stiffness elements using FREEVIB. All layers are of equal thickness. C24 strength class according to [6] is used (see Table 1), which is common in the production of CLT. The outer layers are oriented in the \(a\)-direction (longitudinal), while the cross layers are oriented in the \(b\)-direction (lateral).

Different plate side to thickness ratios have been considered, varying from thick \((a/h = 5)\) to thin \((a/h = 30)\) plate situation. The calculations have been performed by using \(M=9\) terms in the series expansion. Plates were discretized using only one dynamic stiffness element.

In the first phase, the model is validated against the results based on the following CLT design recommendations:
- CLT Handbook Canada [5], based on the Bernoulli-Euler beam theory, without accounting for the transverse shear deformation and neglecting the transverse load-bearing effect,
- CLT Structural design – proHolz Austria [6], based on the Gamma method [13],
- the exact (2D) solution based on classical laminated plate theory (CLPT) [7].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_0)</td>
<td>11000 N/mm²</td>
</tr>
<tr>
<td>(E_{90})</td>
<td>370 N/mm²</td>
</tr>
<tr>
<td>(G_{0})</td>
<td>690 N/mm²</td>
</tr>
<tr>
<td>(G_r)</td>
<td>50 N/mm²</td>
</tr>
<tr>
<td>(v_{12})</td>
<td>0.44</td>
</tr>
<tr>
<td>(\rho)</td>
<td>420 kg/m³</td>
</tr>
</tbody>
</table>

Table 1: Mechanical properties for C24 timber class of CLT panels
The results for dimensionless frequencies $\Omega = \omega \left( a^2 / h \right) \left( \rho / E_{\alpha} \right)^{1/2}$ are plotted in Figure 1.

![Figure 1: Frequency curves for rectangular simply supported (SSSS) CLT panels (C24), considering different numerical models, stacking sequences, span-to-thickness ($a/h$) and plate aspect ($a/b$) ratios](image)

The dimensionless natural frequencies presented in Figure 1 are not completely practical for the application in engineering practice. Having in mind that the HSDT-based models accounts for the transverse shear deformation, cross-lamination and arbitrary boundary conditions, the frequency curves will be systematized in a more logical way, to be applicable in preliminary engineering design of CLT floors.

The results are shown in Figure 2, for the simply supported (SSSS) 3- and 5-layers panels.
3.2 Frequency curves for rectangular CLT panels with different combinations of BC

In this section, we provide the frequency curves for CLT panels with non-classical boundary conditions. This is applicable in engineering practice, where different combinations of boundary conditions may occur. The panels with SSSF and SFSF boundary conditions (see Figure 3 for details) are considered.

For both considered boundary conditions (Figures 4 and 5), the lower $a/h$ ratio expectedly yields the lower values of dimensionless frequencies. With increasing $a/b$ for the fixed $a/h$, dimensionless frequencies are slightly increased for the SSSF boundary conditions. This is due to the influence of constraints along the $a$-side (Figure 4), which is more pronounced for lower values of length $b$.

Finally, the SFSF model (Figure 5), which is in fact the beam-like structure, the influence of $a/b$ does not exist, because only single (longitudinal) load-bearing direction is activated.
4 CONCLUSIONS

From the performed analyses and constructed frequency curves, some conclusions are derived:

- When calculating the fundamental frequencies of the SSSS panels, both the CLPT-based model [7] and the one based on proHolz recommendations [6] are insensitive to the change of $a/h$ ratio, due to the simplifications of transverse shear deformation.
- The difference in $\Omega$ between these two models is higher for the 3- than for the 5-layers panels, because the influence of the cross layers is higher for the 3-layers case, which cannot be completely accounted for by using the relatively simple model from [6].
- On the contrary, FREEVIB results are accurately accounting for the transverse shear deformation. Therefore, the fundamental frequency expectedly decreases with the lower values of $a/h$ (thick plate situation). When the $a/h$ ratio approaches the slender panel limit, the obtained results from the FREEVIB converge to the CLPT solution.
- The increasing of the $a/b$ ratio for the fixed $a/h$, results in the increased dimensionless frequency $\Omega$ for the SSSS panel. This scenario means that value for $b$ is decreasing for the fixed values of $a$ and $h$, which yields the higher frequency because of the fact that all sides are simply supported.
- The results from the CLT Handbook Canada [5] are not taking into account the $a/b$ ratio, because they treat the panel as a 1m wide beam, simply supported on two sides, without any additional treatment of the transverse load-bearing mechanism.
- The FREEVIB also accurately predicts the fundamental frequencies of the CLT panels with non-classical boundary conditions. The lower $a/h$ ratio expectedly yields the lower values of dimensionless frequencies. With increasing $a/b$ for the fixed $a/h$, dimensionless frequencies are slightly increased.

Beside the presented analyses, FREEVIB [2] could be successfully applied for the 7-layers panels, as well as for the prediction of fundamental frequencies of panels with openings.
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Li Yunsheng¹, Liu Chaoxing¹, Dai Qingnian¹, and Zhang Yanling¹*

¹School of Civil Engineering, Shijiazhuang Tiedao University, Shijiazhuang 050043, China
e-mail: Liysh70@163.com

Keywords: Composite girder, Corrugated steel web, Natural vibration, Analytical solution, Numerical analysis

Abstract. To study the dynamic performance of the composite box-girders with corrugated steel webs (CBGCSWs), three CBGCSWs with different cross-sections (single-cell, double-cell, and triple-cell cross-sections) were taken as the research objects respectively to study their dynamic characters. Considering the shear lag effect and the shear deformation of the corrugated steel webs, the governing differential equations and boundary conditions of the natural vibration were derived based on the energy variation principle and Hamilton principle. The theoretical natural flexural vibration frequencies of the CBGCSWs were obtained and compared with the numerical results by ANSYS software. A parametric analysis was conducted including the wave shape and the thickness of the corrugated steel web, the ratio of the section width to the calculating span B/L, and the ratio of the section height to the calculating span H/L. The results show that the shear lag effect and the shear deformation of the web have a great influence on the vertical flexural vibration of the CBGCSWs. The vertical flexural frequencies increase slightly with the increasing of B/L, the increasing of the web thickness, and the decreasing of the corrugated angle of the steel web, but apparently with the increasing of the height of the girder.
1 INTRODUCTION

The composite box-girders with corrugated steel webs (CBGCSWs) have been used widely due to their great advantages such as lighter structural self-weight, faster construction speed, higher efficiency of prestressing, better solution for avoiding the problem of web cracking, and so on [1,2]. The static properties of the CBGCSWs including bending, shear, and torsional behaviors have been researched rather deeply at present [3-6]. There are also some studies on the dynamic performance of the CBGCSWs by using theoretical, numerical and experimental methods, but most of them were about the single-cell box section [7-11].

In this paper, a theoretical derivation about the vertical flexural vibration characters was performed on single-cell, double-cell, and triple-cell CBGCSWs respectively. The analytical solutions were compared with the numerical results by ANSYS software, and some key parameters were analyzed by using the theoretical model.

2 THEORETICAL ANALYSIS

2.1 Assumptions

The assumptions in the subsequent derivation are as follows:

1. Both the corrugated steel web and the concrete flange are in the elastic stage and there is no relative slip between them.
2. The section remains quasi-plane under flexural deformation.
3. The flexural rigidity of the corrugated steel web is neglected. The bending moment is only resisted by the top and bottom concrete flanges, while the shear force is only resisted by the corrugated steel webs.

![Cross-sections and ordinate.](image)
Only the in-plane shear strain and the longitudinal normal strain of the concrete flanges are considered, the vertical and lateral normal strain in the concrete flanges and all of the out-of-plane shear strain are neglected, namely, $\varepsilon_x \neq 0$, $\varepsilon_y = \varepsilon_z = 0$, $\gamma_{xy} \neq 0$, $\gamma_{yz} = \gamma_{xz} = 0$.

### 2.2 Warp shape function of the shear lag

In the flexural vibration of the CBGCSCWs, the longitudinal displacement in the cross-section is induced not only by the bending deformation which obeys the plane-section law, but also by the shear lag effect, so the generalized longitudinal dynamic displacement in the flexural vibration $U(x,y,t)$ can be expressed as follows,

$$U_{(t,b)}(x,y,t) = -z_{(t,b)} \cdot \varphi(x,t) + g(y)u(x,t)$$

(1)

Where the subscript $t$ and $b$ represent the top and bottom flanges respectively; $\varphi(x,t)$ is the dynamic slope in the bending deformation; $g(y)$ is the warp shape function of the shear lag; $u(x,t)$ is the dynamic displacement function of the maximum difference of the shear deformation in the concrete slab.

The cosine function is used for the warp function of the shear lag in this paper as follows,

$$g_i(y) = \begin{cases} 
-\alpha_i \left( \frac{\pi y}{2b_i} \right) + D & \text{Top inner flange} \\
-\alpha_i \left( \frac{\pi \lvert y \rvert - ib_i - b_i}{2b_i} \right) + D & \text{Top cantilever} \\
-\alpha_i \left( \frac{\pi y}{2b_i} \right) + D & \text{Bottom inner flange} \\
-\alpha_i \left( \frac{\pi \lvert y \rvert - ib_i - b_i}{2b_i} \right) + D & \text{Bottom cantilever}
\end{cases}$$

(2)

Where $i$ is the number of the cells, $i=1,2,3,\cdots$, and when $i$ is an even number, the variable $y$ in the top and bottom flanges should be replaced by $\overline{y} = \lvert y \rvert - b_i$; $\alpha_j$ ($j=1,2,3,4$) is the coefficient to consider the warp difference between the top and bottom flanges and can be given by,

$$\alpha_j = \frac{\left[ l^2 + 8b_i^2(1+\nu) \right]^{1/2}}{\left[ l^2 + 8b_i^2(1+\nu) \right]^{1/2} \cdot \beta} \quad (j=1,2,3,4)$$

(3)

Where $l$ is the calculating span; $\nu$ is the Poisson ratio; $\beta$ is a coefficient, when $j=1,2$, $\beta=1$; and when $j=3,4$, $\beta=\gamma_b/\gamma_t$.

To satisfy the self-equilibrium condition of the axial force in the overall section, let $\int g(y) dA = 0$, then,

$$D = \left( \alpha_1 A_1 + \alpha_2 A_2 + \alpha_3 A_3 + \alpha_4 A_4 \right) / \left( 2\pi A_f \right)$$

(4)

Where $A_f$ is the total area of the top and bottom flanges; $A_1, A_3$ are the areas of the top and bottom inner flanges, respectively; $A_2, A_4$ are areas of the top and bottom cantilevers.

### 2.3 Vibration equations

In the following derivation, the first, second and third-order partial derivatives of an arbitrary function $F(x,t)$ will be written as $F'(x,t)$, $F''(x,t)$ and $F'''(x,t)$ on the variable $x$, and $F'(x,t)$, $F(x,t)$ and $F(x,t)$ on the variable $t$.

(1) The dynamic flexural strain energy of the concrete flanges
From equation (1), the longitudinal dynamic normal strain of the flanges should be,

\[ \varepsilon_{l(b)}(x,y,t) = \frac{\partial U_{l(b)}}{\partial x}(x,y,t) = -z_{l(b)} \varphi(x,t) + g(y)u(x,t) \]  

(5)

Then the total flexural dynamic strain energy of the top and bottom flanges can be given by,

\[ V_{fb}(t) = \frac{1}{2} \int_A t \int \varepsilon_{l(b)}^2(x,y,t) \text{d}A + \frac{1}{2} \int_A \int t \varepsilon_{l(b)}^2(x,y,t) \text{d}A \]

\[ = \frac{1}{2} E_c \int \left[ I_y \varphi(x,t)^2 + A_y u'(x,t)^2 - 2S_y \varphi'(x,t)u'(x,t) \right] \text{d}x \]  

(6)

Where \( t_0, b_0 \) are the thickness of the top and bottom flanges, respectively; \( E_c \) is the elastic module of concrete; \( I_y \) is the total inertia moments of the top and bottom flanges about the axis \( y \), \( I_y = \int_A z^2 \text{d}A = z_0^2(A_y + A_z) + z_b^2(A_y + A_z) \); \( A_y \) is the total warp area of the shear lag of the top and bottom flanges, \( A_y = \int g^2(y) \text{d}A = \sum_{j=1}^4 \left( \frac{\alpha_j^2}{2 - 4\alpha_j^2} D_j^2 \pi + D_j^2 \right) A \); \( S_y \) is the warp area moment of the shear lag, \( S_y = \int z^2 \theta(y) \text{d}A = z_0 \sum_{j=1}^4 A_j (D - 2\alpha_j \pi) + z_b \sum_{j=1}^4 A_j (D - 2\alpha_j \pi) \).

(2) The dynamic shear strain energy of the concrete flanges induced by the shear lag

From equation (1), the dynamic shear strains of the flanges induced by the shear lag are,

\[ \gamma_{b(b)}(x,y,t) = \frac{\partial U_{l(b)}}{\partial y}(x,y,t) = g'(y)u(x,t) \]

(7)

Then the total dynamic shear strain energy of the top and bottom flanges can be given by,

\[ V_{fb}(t) = \frac{1}{2} \int_A t G_c \gamma_{b(b)}^2(x,y,t) \text{d}A + \frac{1}{2} \int_A \int t G_c \gamma_{b(b)}^2(x,y,t) \text{d}A = \frac{1}{2} \int G_c k_w \gamma^2(x,t) \text{d}x \]  

(8)

Where \( G_c \) is the shear module of concrete, \( G_c = E_c / [2(1 + \nu_c)] \), \( \nu_c \) is the Poisson ratio of concrete; \( k_w \) is the warp coefficient of the shear lag, \( k_w = \int \left( g'(y) \right)^2 \text{d}A \).

(3) The dynamic shear strain energy of the corrugated steel webs

The dynamic shear strain of the steel web is the difference between the first-order derivative of the vertical dynamic deflection \( W(x,t) \) and the dynamic slope \( \varphi(x,t) \) of the girder, namely, \( \gamma_w(x,t) = W(x,t) - \varphi(x,t) \), so the dynamic shear strain energy of the corrugated steel web can be given by,

\[ V_w(t) = \int G_e A_w^2 \gamma_w^2(x,t) \text{d}x = \frac{1}{2} \int G_e A_w \left[ W'(x,t) - \varphi(x,t) \right]^2 \text{d}x \]  

(9)

Where \( G_e \) is the equivalent shear module of corrugated steel web due to the corrugation effect, \( G_e = G_s (a_w + c_w) / (a_w + b_w) \), \( a_w, b_w, c_w \) are shown in figure 1; \( G_s \) the shear module of steel, \( G_s = E_s / [2(1 + \nu_s)] \), \( \nu_s \) is the Poisson ratio of steel; \( A_w \) is the total shear area of the steel web.

(4) The total dynamic strain energy of the CBGCSWs

The total dynamic strain energy of the CBGCSWs \( \Pi(t) \) is the summation of the \( V_{fb}(x,t), V_{fs}(x,t), \) and \( V_w(x,t) \), namely,

\[ \Pi(t) = V_{fb}(t) + V_{fs}(t) + V_w(t) = \frac{1}{2} \int G_c k_w \gamma^2(x,t) \text{d}x + \frac{1}{2} \int G_e A_w \left[ W'(x,t) - \varphi(x,t) \right]^2 \text{d}x \]

(10)

(5) The kinetic energy of the CBGCSWs

In the vertical flexural vibration, the kinetic energy of the CBGCSWs can be expressed as,
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\[ T(t) = \frac{1}{2} \int_0^t \dot{W}(x,t)^2 \, m \, dx \]  

(11)

Where \( m \) is the mass of the girder per unit length, \( m = \rho_c A_j + \rho_s A_s \), \( \rho_c \), \( \rho_s \) are the density of the concrete and the steel, respectively.

2.4 The solution of the vibration equations

According to the Hamilton principle, for a structure in elastic and small deformation state, in the time interval \( t_1 \) to \( t_2 \), only the real movement can make the first-order variation of the total energy function be zero, namely, 
\[ \delta \int_{t_1}^{t_2} [\Pi(t) - T(t)] \, dt = 0 \, . \]

Substitute equations (10) and (11) into it, the flexural vibration controlling differential equations and boundary conditions of the CBGCSWs can be obtained as follows,

\[ \bar{m} \ddot{W}(x,t) + G_j A_j \left[ \phi'(x,t) - W''(x,t) \right] = 0 \]  

(12)

\[ G_j A_j \left[ \phi(x,t) - W'(x,t) \right] + E_s \mu''(x,t) - E_j I_j \phi''(x,t) = 0 \]  

(13)

\[ G_j k_u(x,t) - E_j A_j \mu''(x,t) + E_s S_{jy} \phi''(x,t) = 0 \]  

(14)

\[ E_c \left[ I_y \phi'(x,t) - S_{jy} \mu'(x,t) \right] \delta \phi \bigg|_0^l = 0 \]  

(15)

\[ \left[ E_s A_j \gamma''(x,t) - E_s S_{jy} \phi'(x,t) \right] \delta u \bigg|_0^l = 0 \]  

(16)

\[ G_j A_j \left[ W'(x,t) - \phi(x,t) \right] \delta W \bigg|_0^l = 0 \]  

(17)

The vertical dynamic deflection \( W(x,t) \) in flexural vibration of a simply supported girder can be expressed by,

\[ W(x,t) = \sum_{n=1}^{\infty} W_n(x) \sin(\omega_n t + \alpha_n) \]  

(18)

Where \( W_n(x) \) is the vibration function of a simply supported girder, \( W_n(x) = A_n \sin(n \pi x / l) \), \( n = 1, 2, 3, 4, \ldots \infty \); \( \omega_n \) is the circular frequency of the flexural vibration; \( \alpha_n \) is the initial phase angle.

Substitute equation (18) into equation (12), (13), and (14), and consider \( \sin(\omega_n t + \alpha_n) \) will not always be zero, therefor,

\[ \bar{m} \omega_n^2 \left[ G_j G_j A_j k_n W_n(x) - E_c \left( G_j k_u I_y \right. \right. \left. + G_j A_j A_j \right) W_n''(x) + E_c^2 \left( I_y A_j - S_{jy}^2 \right) W_n^{(6)}(x) \right] \]

(19)

= \[ G_j G_j A_j k_n E_j I_j W_n^{(4)}(x) + E_c^2 G_j A_j \left( I_y A_j - S_{jy}^2 \right) W_n^{(6)}(x) \]

From equation (19), the circular frequency of the flexural vibration can be obtained as,

\[ \omega_n = \beta_n \left( \frac{n \pi}{l} \right)^2 \sqrt{\frac{E_c I_y}{\bar{m}}} \]  

(20)

\[ \beta_n = \frac{G_j k_u I_y}{1 + \left( \frac{n \pi}{l} \right)^2 \frac{E_c S_{jy}^2 - I_y A_j}{G_j k_u I_y}} \]  

(21)

\[ f_n = \frac{\omega_n}{2 \pi} \]  

(22)
From equation (21) it can be seen, when the shear lag effect and the shear deformation of the web are neglected, the coefficient $\beta_n=1$, and $\omega_n$, $f_n$ will be the solutions of a Euler-Bernoulli beam.

### 3 EXAMPLES

#### 3.1 Analytical Solutions

The flexural natural frequencies of three 4.4m-span simply-supported CBGCSWs with single-cell, double-cell, and triple-cell cross-sections respectively are calculated herein. The sections of each girder are shown in figure 1, and the dimensions and some sectional characters are shown in table 1. For each girder, the concrete is C40 with an elastic modular of $E_c=3.25\times10^4\text{MPa}$, a Poisson ratio of $v_c=0.1667$, and a shear modular of $G_c=1.39\times10^4\text{MPa}$; the steel web is Q235 with an elastic modular of $E_s=2.06\times10^5\text{MPa}$, a Poisson ratio of $v_s=0.3$, a shear modular of $G_s=7.92\times10^4\text{MPa}$ and an equivalent shear modular of $G_e=9.81\times10^4\text{MPa}$. The wave shape of the corrugated steel web shown in figure 1 is same for each girder, with a $h_w$ of 200mm, a $a_w$ of 64mm, a $b_w$ of 24mm, and a $c_w$ of 45mm.

<table>
<thead>
<tr>
<th>Section</th>
<th>$b_1$ (mm)</th>
<th>$b_2$ (mm)</th>
<th>$b_3$ (mm)</th>
<th>$b_4$ (mm)</th>
<th>$t_1$ (mm)</th>
<th>$t_2$ (mm)</th>
<th>$I_y$ $(10^9\text{mm}^4)$</th>
<th>$A_y$ $(10^4\text{mm}^2)$</th>
<th>$S_y$ $(10^7\text{mm}^3)$</th>
<th>$k_u$ (g/mm)</th>
<th>$\bar{m}$ (g/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-cell</td>
<td>400</td>
<td>200</td>
<td>200</td>
<td>100</td>
<td>80</td>
<td>80</td>
<td>2.15</td>
<td>6.23</td>
<td>0.90</td>
<td>3.90</td>
<td>332.38</td>
</tr>
<tr>
<td>Double-cell</td>
<td>400</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>80</td>
<td>80</td>
<td>3.14</td>
<td>6.50</td>
<td>1.14</td>
<td>4.20</td>
<td>493.68</td>
</tr>
<tr>
<td>Triple-cell</td>
<td>400</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>80</td>
<td>80</td>
<td>4.39</td>
<td>9.70</td>
<td>1.71</td>
<td>6.17</td>
<td>696.57</td>
</tr>
</tbody>
</table>

Table 1: Dimensions and some sectional characters of the examples.

From equations (20)-(22), the flexural natural frequencies can be obtained in table 2.

<table>
<thead>
<tr>
<th>Section</th>
<th>$f_{1E}$ (Hz)</th>
<th>$\omega_1$ (Hz)</th>
<th>$f_1$ (Hz)</th>
<th>error</th>
<th>$f_{2E}$ (Hz)</th>
<th>$\omega_2$ (Hz)</th>
<th>$f_2$ (Hz)</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-cell</td>
<td>38.32</td>
<td>208</td>
<td>33.18</td>
<td>13.4%</td>
<td>153.30</td>
<td>632</td>
<td>100.67</td>
<td>34.3%</td>
</tr>
<tr>
<td>Double-cell</td>
<td>37.97</td>
<td>207</td>
<td>32.99</td>
<td>13.1%</td>
<td>151.90</td>
<td>631</td>
<td>100.52</td>
<td>33.8%</td>
</tr>
<tr>
<td>Triple-cell</td>
<td>37.83</td>
<td>205</td>
<td>32.69</td>
<td>13.6%</td>
<td>151.31</td>
<td>622</td>
<td>99.02</td>
<td>34.6%</td>
</tr>
</tbody>
</table>

Note: $f_{1E}$ and $f_{2E}$ are the frequencies of a Euler beam with the same section and dimensions with the CBGCSWs.

Table 2: Flexural natural frequencies of the examples.

From table 2 it can be seen,

- There is little difference among the vertical flexural frequencies of the three girders, which is because the vertical flexural frequency is mainly influenced by the flexural rigidity and the mass of the girder by increasing with the former and decreasing with the latter. With the larger of the cell number, the increasing magnitude of the mass is a little higher than that of the flexural rigidity, so the vertical flexural frequencies have no increase but a little decrease.

- There are great errors between the solutions of the Euler-Bernoulli beam and the results of equation (22), which means the shear lag effect and the shear deformation of the web have a great influence on the vertical flexural vibration of the CBGCSWs.
3.2 Comparison with numerical results

The FE models of the three examples were built by using ANSYS software. The concrete flanges were simulated by element solid65, and the steel webs were simulated by element shell63. The Multipoint Constrain function was employed to realize the connection between the concrete flanges and the steel webs. The natural vertical flexural frequencies and the comparison between the theoretical and numerical results are shown in table 3.

<table>
<thead>
<tr>
<th>Section</th>
<th>The first-order</th>
<th>The second-order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( f_{\text{theoretical}} ) (Hz)</td>
<td>( f_{\text{numerical}} ) (Hz)</td>
</tr>
<tr>
<td>Single-cell</td>
<td>33.18</td>
<td>30.66</td>
</tr>
<tr>
<td>Double-cell</td>
<td>32.99</td>
<td>30.2</td>
</tr>
<tr>
<td>Triple-cell</td>
<td>32.69</td>
<td>29.14</td>
</tr>
</tbody>
</table>

Table 3: Comparison between the theoretical and numerical results.

From table 3 it can be seen that the numerical results are satisfied well with the theoretical solutions with the errors all below 5%, which can prove the correctness of the analytical derivation process and the FE model.

4 PARAMETRIC ANALYSIS

Based on the theoretical and FE model, a parametric analysis including the wave shape and the thickness of the corrugated steel web, the ratio of the section width to the calculating span \( B/L \), and the ratio of the section height to the calculating span \( H/L \) were performed.

4.1 The wave shape and the thickness of the corrugated steel web

Based on the section and dimension of the double-cell CBGCSWs, remain \( a_w=64\,\text{mm} \) and \( b_w=24\,\text{mm} \) in figure 1(d) and change \( c_w \) and \( d_w \) of the corrugated steel web to the values shown in table 4, then the first and second-order vertical flexural frequencies are shown in figure 2(a).

Based on the double-cell CBGCSWs, change the web thickness to 1mm, 2mm, 3mm, 4mm, 5mm, 6mm and 7mm, then the results can be obtained and shown in figure 2(b).

<table>
<thead>
<tr>
<th>Corrugated angle ( \beta ) (°)</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_w ) (mm)</td>
<td>24.0</td>
<td>24.3</td>
<td>25.7</td>
<td>27.3</td>
<td>31.2</td>
<td>36.9</td>
<td>48.4</td>
<td>69.3</td>
</tr>
<tr>
<td>( d_w ) (mm)</td>
<td>0</td>
<td>4</td>
<td>9</td>
<td>13</td>
<td>20</td>
<td>28</td>
<td>42</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 4: Dimensions of the corrugated steel web.
(a) Wave shape     (b) Thickness

Figure 2: Effect of the wave shape and the thickness of the corrugated web.

From figure 2 it can be seen that,
- The largest vertical flexural frequency appears when the corrugated angle $\beta=0$ (namely, straight web), and then with the increase of $\beta$, the frequencies decrease slightly, which means the larger of the $\beta$, the smaller of the axial rigidity of the steel webs and subsequently the flexural rigidity of the CBGCSWs.
- The vertical flexural frequencies increase with the web thickness, but the increasing magnitude is small, especially for the first-order one, which means that the vertical flexural rigidity is mainly supplied by the top and bottom concrete flanges, and only increasing the web thickness cannot improve the vertical flexural rigidity apparently.

4.2 The ratio of the section width to the calculating span $B/L$ and the ratio of the section height to the calculating span $H/L$

Based on the section and dimension of the double-cell CBGCSWs, change the width of the flange to 0.6m, 0.8m, 1.0m, 1.2m, 1.4m, 1.6m and 1.8m ($W/L=0.136, 0.181, 0.227, 0.272, 0.318, 0.363,$ and 0.409, respectively), then the results are shown in figure 3(a).

Also based on the double-cell CBGCSWs, change the height of the section to 0.28m, 0.32m, 0.36m, 0.40m, 0.44m, 0.48m and 0.52m ($H/L=0.063, 0.073, 0.082, 0.091, 0.100, 0.110,$ and 0.118, respectively), then the results are shown in figure 3(b).

From figure 3 it can be seen that,
- The vertical flexural frequencies decrease with the increasing of $B/L$ due to the increasing magnitude of the mass exceeding that of the vertical flexural rigidity;
- The flexural frequencies increase with the increasing of $H/L$ in a linear tendency for the first-order one and a curved tendency for the second-order one, which means the height of the section is a predominant factor to enlarge the vertical flexural rigidity of the girder.

5 CONCLUSIONS

- The shear lag effect and the shear deformation of the web have a great influence on the vertical flexural vibration of the CBGCSWs.
- There is little difference among the vertical flexural frequencies of the single-cell, double-cell, and triple-cell CBGCSWs due to the increasing magnitude of the mass exceed-
ing that of the vertical flexural rigidity, and for the same reason, the vertical flexural frequencies decrease with the increasing of $B/L$.

- The vertical flexural rigidity is mainly supplied by the top and bottom concrete flanges, and only increasing the web thickness or reducing the corrugated angle cannot improve the vertical flexural rigidity apparently.

- The height of the section is a predominant factor to enlarge the vertical flexural rigidity of the girder.
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Abstract. The paper presents the study of elastic composites acting as resonant metamaterials. The composites are made of long fibers of elliptic cross section. The condition for obtaining resonant metamaterials is presented in the context of homogenization by using asymptotic expansion. It is shown that inner resonance occurs in the case of soft inclusions embedded within a stiffer matrix, both components having mass densities of the same order of magnitude. The localization problem coming from the asymptotic expansion is solved in the case of fibers with elliptic cross sections, leading to the dynamic density of the material. The dynamic density is characterized by resonance frequencies and the related eigenfunctions of the inclusions, that are obtained by using an expansion along Mathieu functions. The method allows us to obtain the (orthotropic) dynamic density related to various cases of elliptic cross-section, recovering the extreme cases of circular cross-sections and nearly plate inclusions.
1 INTRODUCTION

Numerous works were performed during the last decades on metamaterials, firstly in the field of electromagnetism and more recently in the field of acoustics. This field of research can be traced back to 1968 paper of Veselago [1] on electromagnetism, as explained in [2]. There are different ways to produce acoustic metamaterials and this work is restricted to inclusion-matrix elastic composites.

This work rests on results obtained by asymptotic homogenization in elastodynamics. Homogenization methods extending the ones used in elastostatics have been indeed used since a few decades[3]. These methods produce two kinds of effective behaviours:

- When the elastic properties of constituents are of the same order within the composite, the effective behaviour is essentially non local in space: this is characterized by effective parameters expressed with the use of wave vectors and this type of behaviour is often studied by using Bloch waves.

- For composites containing soft and massive inclusions, the dynamic behaviour is characterized by inner resonance. The effective properties are local in space, but some effective physical parameters, the components of the "effective dynamic density" are frequency dependent: the behaviour is non-local in time[4, 5].

This work produces results on a locally resonant fiber-matrix composite containing fibers of elliptic cross section. In a first step, we recall the results of homogenization theory showing the conditions to produce locally resonant inclusion matrix composites and the general expression of the dynamic density induced by the inner resonators. This expression uses the resonance frequencies of the inclusions and the participation factors of each resonance frequency. In a second step, a fiber-matrix composite containing elastic fibers is studied. The resonance frequencies within the elastic fibers are produced for different components of the motion at the macroscopic scale. Finally, it is shown that the metamaterial is in fact an acoustic polarizer: it allows us to cancel preferentially some components of the dynamic motion around specific frequencies.

2 CONDITIONS FOR INNER RESONANCE

One considers a periodic composite containing two species: matrix \((s = m)\) and inclusions \((s = i)\), each phase being characterized by Lamé coefficients \(\lambda(s), \mu(s), s = m, i\) and densities \(\rho(s)\). The dynamic equation in each phase is given for an harmonic motion by

\[
\text{div}(\sigma(s)) + \rho(s)\omega^2 u(s) = 0,
\]

where \(\sigma(s)\) is the stress tensor, \(u(s)\) the displacement field and \(\omega\) the radial frequency. The components \(\sigma_{ij(s)}\) of the stress tensor are related to the components of linearized strain tensor \(\epsilon_{ij(s)}\) by

\[
\sigma_{ij(s)} = 2\mu(s)\epsilon_{ij(s)} + \lambda(s)\epsilon_{kk(s)}\delta_{ij}.
\]

Homogenization theory can be used if the size of the periodic cell \(l\) is small compared with the size \(L\) of the composite volume under consideration, allowing us to introduce the scaling factor \(\varepsilon = l/L\). As shown in [4], the inner resonance occurs when the elasticity parameters comply with the following condition:

\[
\frac{\lambda(i) + 2\mu(i)}{\lambda(m) + 2\mu(m)} = O(\varepsilon^2),
\]
\( \rho_{(m)} \) and \( \rho_{(i)} \) being of the same order.

Under these conditions and if the radial frequency leads to a wavelength within the matrix being of order of \( L \), the material has an effective behaviour characterized by a (static) effective elasticity tensor obtained by considering that the inclusions are void (negligible elasticity tensor of the inclusions) and a dynamic density \( \rho_{eff}(\omega) \) obtained by studying the displacement within the inclusion.

The relative displacement \( w = u_{(i)} - u_{(m)} \) within the inclusion is obtained from the solution of

\[
\mu_{(i)} \Delta w + (\lambda_{(i)} + \mu_{(i)}) \text{grad}(\text{div}(w)) + \rho_{(i)} \omega^2 w = -\rho_{(i)} \omega^2 u_{(m)},
\]

its value being null at the boundary between matrix and inclusion. The displacement \( u_{(m)} \) of the matrix around the inclusion is considered as nearly constant, its fluctuations being negligible due to the large stiffness of the matrix.

Due to the homogeneous boundary condition, the solution of this problem can be obtained from the related eigenfunctions and eigenvalues. For a periodic cell with three planes of symmetry, the dynamic density is a second order diagonal tensor in the axes of symmetry and its components are given by:

\[
\rho_{jj}^{(\text{eff})} = \langle \rho \rangle + n_{(i)} \rho_{(i)} h_{jj},
\]

where the components \( h_{jj} \) are given from the radial eigenfrequencies \( \omega_p, p = 1..\infty \) by:

\[
h_{jj}(\omega) = \sum_{p=1}^{\infty} K_{jj}^p \frac{\omega^2}{\omega^2_p - \omega^2},
\]

\( K_{jj}^p \) being the participation factors obtained from the eigenfunctions \( u^p \) by:

\[
K_{jj}^p = \frac{\langle u^p \cdot e_j \rangle^2}{\langle \|u^p\|^2 \rangle_{(i)}},
\]

\( e_j \) being the unit coordinate vectors.

In theory, the sum in the previous expression is infinite. However, the only acceptable frequency contents of the waves crossing the composite are those complying with the condition for the wavelength in the matrix to be large compared with the size of the cell. Therefore, the sum must be restricted to the eigenfrequencies meeting this condition. The eigenfunctions are obtained for the three directions \( j = 1, 2, 3 \) of the macroscopic acceleration. For each direction of \( e_j \), one obtains a set of eigenfunctions and eigenvectors characterized by a specific symmetry, the three sets being independent.

3 SOLUTION BY SEPARATION OF VARIABLES FOR ELLIPTIC FIBERS

The solution by separation of variables is used to obtain the eigenfrequencies and eigenfunctions in cylinders of elliptic cross section, as shown in Fig. 1.

3.1 LONGITUDINAL MOTION

For a longitudinal motion, the motion is antiplane with \( w = w_3 e_3 \), where \( w_3 \) is solution of

\[
\mu \Delta w_3 + \rho \omega^2 w_3 + f_3 = 0,
\]
where $\mu = \mu(i), \rho = \rho(i), f_3 = \rho(i)\omega^2u_{3i(m)}$. The motion is characterized by the celerity of shear waves $v_s = \sqrt{\mu/\rho}$ within the inclusions. For an elliptic cross-section, the separation of variables is achieved by using $x_1 = c \cosh \xi \cos \eta, x_2 = c \sinh \xi \sin \eta$. $\xi$ is the radial coordinate ($0 \leq \xi < \infty$) and $\eta$ is the angular coordinate ($0 \leq \eta < 2\pi$), $2c$ being the focal length of the ellipse. For the interior of the ellipse, $\xi$ is restricted to $\xi \leq \xi_e$, where $\xi_e$ corresponds to points located on the elliptic contour. Taking into account that $w_3$ must be symmetric with respect to $0x_1$ and $0x_2$, the solution in elliptic coordinates is given by:

$$w_3(\eta, \xi) = \sum_{p=0}^{\infty} D_p ce_{2p}(\eta, q_s) Mc_{2p}(\xi, q_s)$$

where $D_p$ are constant, $ce_{2p}$ are Mathieu functions characterized by the previously defined symmetry, $Mc_{2p}$ are the related radial Mathieu functions. $q_s$ is function of the wave number $k_s = \omega/v_s$ given by: $q_s = \frac{1}{4}c^2k_s^2$. Mathieu functions are obtained under the form of Fourier series

$$ce_{2m}(\eta, q_s) = \sum_{r=0}^{\infty} A_{2r}^{(2m)}(q_s) \cos 2r\eta$$

where the Fourier coefficients $A_{2r}^{(2m)}(q_s)$ are functions of $q_s$. Obtaining these coefficients has been the subject of numerous works. A finite set of these coefficients can be obtained by computing the eigenvalues and eigenvectors of a matrix function of $q_s$[6]. Then, the radial Mathieu functions $Mc_{2p}$ are also expressed by using the set of Fourier coefficients. A recent work [7] gives the best way to obtain the set of Fourier coefficients. Using the orthogonality property of Mathieu functions and the boundary condition allows us to compute the eigenfunctions by solving: $Mc_{2p}(\xi_e, q_s) = 0$ for different values of $p$. This gives a set of values of $q_s$ which provide the set of eigenfrequencies. Then, the eigenfunction related to each eigenfrequency is $ce_{2p} Mc_{2p}$, which provides the related participation factor.
3.2 TRANSVERSAL MOTION

For a transversal motion, the solution is given by a plane displacement in plane $x_1, x_2$. It is obtained by decomposition into scalar and vector potentials $\varphi, \Psi$ by $u = \nabla \varphi + \text{curl} \Psi$, with $\Psi = \psi e_3$. Both potentials $\varphi, \psi$ can be again expanded along Mathieu functions, using $q_p$ for $\varphi$ and $q_s$ for $\psi$. This leads to an expression of the displacement from Mathieu functions and their derivatives. The eigenfunctions are again obtained by the homogeneous boundary condition along the elliptic contour and the participation factors are given by a suitable integration within the contour.

4 NUMERICAL RESULTS

![Figure 2: Resonance frequencies for a longitudinal motion as a function of the aspect ratio: modes related to the first three eigenfrequencies for Mathieu functions of first three orders ($m = 1, 2, 3$).](image)

For the longitudinal motion, the solution does not involve compressional waves. As a consequence, the eigenfrequencies are functions of the shear modulus $\mu$ and of the radii $a$ and $b$ of the fibers. All results can be expressed by looking for the non-dimensional resonance frequency $\omega^{(p)*} = b \omega / v_s$ as a function of the aspect ratio $f = b/a$. The length introduced into the non dimensional frequency is the smaller radius $b$ of the ellipse. The aspect ratios related to decreasing values of $f$ correspond to ellipses of the same smaller radius and increasing values of the larger radius.

As explained previously, the modes related to Mathieu functions of different orders are decoupled. So, for each value of order $m$, one can find a set of eigenfrequencies which cancel the value of the radial Mathieu function at the surface of the fiber.
Guy Bonnet and Vincent Monchiet

Figure 3: Participation factors for a longitudinal motion as a function of the aspect ratio: modes related to the 9 cases of Fig. 2 which have a significant contribution.

Fig. 2 presents the first three eigenfrequencies related to the first three values of $m$. It has been checked that, for the limit case of circular cross sections ($f = 1$), the results recover the values of eigenfrequencies for $m = 1$ obtained in [8]. In the case of circular fibers, the solution is expressed by using Bessel functions $J_{2m}$. The values for $m > 1, f = 1$ recover also the ones obtained for circular fibers and higher indices of Bessel functions. The limit case of small aspect ratio is also of interest. It can be seen that the first eigenfrequencies for $m = 0, 1, 2$ tend to $\pi/2$ while the second (resp. third) eigenfrequencies tend to $3\pi/2$ (resp. $5\pi/2$), these limit values correspond to the case of very flat fibers, whose eigenfunctions can be obtained explicitly. All eigenfrequencies increase with $f$, due to the fact that the section of the ellipse decreases with $f$ when $b$ is constant.

The participation factors that have a significant contribution related to the eigenfrequencies of Fig. 2 are reported in Fig. 3. It can be seen for almost circular sections that the participation factors are null for $m > 0$ and are not null for $m = 0$, which corresponds to the results obtained in [8]. However, the curves show that the participation factors increase for smaller aspect ratios, the contribution for the first eigenfrequencies related to $m > 0$ becoming significative. In the case of transversal motion, along $x_1$ or $x_2$, the results (not reported here) are functions of compressional and shear waves, $v_p$ and $v_s$ and therefore functions of the Poisson’s ratio.

As explained in the previous section, the components of the dynamic density are negative near the resonance frequencies. As an example, the three components of dynamic density are reported in Fig. 4 for a composite containing fibers of plastified PVC ($E_i = 112MPa, \nu_i = 0.38, \rho_i = 1500kg/m^3$) within an aluminium matrix ($E_m = 72GPa, \nu_m = 0.34, \rho_m = 2500$). The three stopping bands $s_{bi}$ corresponding to the first
Figure 4: The three components of dynamic density for a composite of aluminium matrix and PVC fibers with an aspect ratio of 0.5. The first stop band for each direction $i$ is reported by $s_{bi}$.

eigenfrequencies along the three directions are distinct contrarily to the case of cylindrical fibers (2 identical stopping bands) or spherical inclinations (3 identical stopping bands. It means that one of the components of motion for plane waves crossing the composite is cancelled: the composite acts as a full polarizer, as do the well known linear optical polarizers.

5 CONCLUSIONS

The conditions for inclusion matrix composites to produce inner resonance have been recalled: the elasticity constants of inclusions must be significantly smaller than the ones of the matrix, the densities of both components being of the same order. In this case, the dynamic density is a function of the resonance frequency of the inner inclusions and of the eigenfunctions obtained at resonance. The dynamic density becomes negative near each eigenfrequency and the effect of the related eigenfunction on the dynamic density is characterized by a participation factor. A composite containing soft elliptic fibers embedded within a significantly stiffer matrix has been studied. The dynamic motion within the fiber is studied by using Mathieu functions and the eigenfrequencies and eigenfunctions were computed. For this configuration, the dynamic density is orthotropic, the motion along the three axes being characterized by components of the dynamic densities that are
all different, which is not the case for spherical inclusions or circular cylindrical fibers. As a consequence, the composite acts as a polarizer, which can extinct one component of the motion near the related eigenfrequency.
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Abstract. An elastic asymmetric sandwich is considered under the assumption that the stiffness and density of thin skin layers are much greater than those of a core layer. It is shown that for typical values of problem parameters the lowest shear resonance frequency appears to be asymptotically small, while the rest of thickness resonances do not belong to a low-frequency range. As an example, a scalar antiplane problem in linear elasticity is studied. A polynomial long-wave low-frequency approximation of the full dispersion relation is derived. It governs two vibration modes including the fundamental one and the lowest harmonic. Without asymmetry the dispersion relation splits into two parts corresponding to symmetric and antisymmetric modes [1], simplifying analysis drastically. It is remarkable that for the chosen set of problem parameters the derived approximation is not asymptotically uniform and is only valid over narrow non-overlapping vicinities of zero and the lowest shear thickness resonance frequencies. This is in contrast to the earlier considered setup of a similar laminate with the thick skin layers, for which the associated asymptotic behaviour is uniform [2]. The same observation is also true for in-plane motion of a symmetric laminate, see [3] for further detail.
1 Introduction

Asymmetric sandwich plates become increasingly important as components of ultra-light multifunctional structures in various fields of engineering, see for example [4, 5, 6] and references therein. Many of these structures might also demonstrate high contrast in material and geometric properties of the layers, for example lightweight photovoltaic panels [7] and new models of windscreens [8].

Asymptotic analysis of an asymmetric sandwich structure with a light core and stiff skin layers is conducted in [2] for anti-plane shear motion. As shown in this paper, an additional small cut-off frequency might arise depending on the choice of the contrast material parameters of the layers. A two-mode long-wave asymptotic approximation, constructed in [2] is uniform, i.e. valid for the whole low-frequency range. At the same time, despite the presence of a small cut-off frequency, it might not always be the case. There are some setups of contrasting problem parameters resulting in non-uniform asymptotic behaviour, e.g. see [3] considering a plane problem for a symmetric sandwich plate. In this case, the associated asymptotic behaviour appears to be composite, i.e. it is valid only over narrow non-intersecting vicinities of zero and lowest cut-off frequencies. The concept of composite expansions is based on tackling limiting cases only without a special care of the less important intermediate region, e.g. see [10] and [11]. Recently, composite wave models have been constructed for thin and periodic structures in [12, 13, 14]. An asymptotic methodology for three-layered plates with contrast parameters of the layers was earlier adapted in [15] mainly concerned with static deformation. Among the publications on the subject, we also mention [16, 17, 18, 19, 20].

In this paper we investigate the anti-plane problem for a three-layered asymmetric plate with very light core layer and stiff thin skin layers of different thickness. A two-mode long-wave low-frequency approximation of the exact dispersion relation is constructed and shown to be non-uniform. The asymptotic results are compared with the exact solution.

2 Statement of the problem

Consider a three-layered asymmetric elastic laminate, comprised of isotropic layers of thickness $h_l$, $l = 1, 2, 3$, see Figure 1. The axis $x_1$ of the Cartesian coordinate system passes through the mid-plane of the core layer, while the axis $x_2$ is orthogonal to the mid-plane. For the sake of simplicity we assume that the two outer layers have the same material parameters.

Consider antiplane shear motion, for which the only non-zero displacement component is orthogonal to the plane $x_1x_2$. The equations of motion for each of the layers is then given by

$$\Delta u_l - \frac{1}{c_{2l}^2} \frac{\partial^2 u_l}{\partial t^2} = 0, \quad l = 1, 2, 3,$$

where $\Delta = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2}$ is the Laplace operator, $u_l = u_l(x_1, x_2, t)$ are out of plane displacements, $t$ is time, and

$$c_{2l} = \sqrt{\frac{\mu_l}{\rho_l}},$$

are the shear wave speeds, with $\mu_l$ and $\rho_l$ standing for the Lamé elastic moduli and volume mass densities, respectively. As mentioned above, $\mu_1 = \mu_3$ and $\rho_1 = \rho_3$. 

529
For traction-free faces and perfect bonding between the layers, the dispersion relation may be derived in the form
\begin{equation}
\mu \alpha_1 \alpha_2 \left( \tanh(h_{12} \alpha_1) + \tanh(h_{32} \alpha_1) \right) + \mu^2 \alpha_2^2 \tanh(\alpha_2) + \\
\quad + \alpha_1^2 \tanh(h_{12} \alpha_1) \tanh(h_{32} \alpha_1) \tanh(\alpha_2) = 0
\end{equation}
where
\begin{equation}
\alpha_1 = \sqrt{K^2 - \frac{\mu}{\rho} \Omega^2}, \quad \alpha_2 = \sqrt{K^2 - \Omega^2}
\end{equation}
and
\begin{equation}
K = k h_2, \quad \Omega = \frac{\omega h_2}{c_{22}}, \quad \mu = \frac{\mu_2}{\mu_1}, \quad \rho = \frac{\rho_2}{\rho_1}, \quad h_{12} = \frac{h_1}{h_2}, \quad h_{32} = \frac{h_3}{h_2}.
\end{equation}

### 3 Asymptotic approach

Consider an asymmetric laminate of a sandwich type, with the outer layers being stiff, thin and very heavy compared to the inner core layer. Hence, the ratio of parameters in the layers are taken as
\begin{equation}
\mu \ll 1, \quad \rho \sim \mu^2, \quad h_{12} \sim \mu, \quad h_{32} \sim \mu.
\end{equation}
Setting $K = 0$ in (2) we obtain as expected $\Omega = 0$, and also a small non-zero cut-off frequency given by
\begin{equation}
\Omega_{sh} \approx \sqrt{\frac{(h_{12} + h_{32}) \rho}{h_{12} h_{32}}} \sim \sqrt{\mu} \ll 1.
\end{equation}

Next, expanding the trigonometric functions in (2) in Taylor series about $\Omega = K = 0$ and assuming (3), an approximate polynomial dispersion relation may be obtained in the form
\begin{equation}
\gamma_1 K^2 + \gamma_2 \Omega^2 + \gamma_3 K^4 + \gamma_4 K^2 \Omega^2 + \gamma_5 \Omega^4 + \gamma_6 K^6 \\
+ \gamma_7 K^4 \Omega^2 + \gamma_8 K^2 \Omega^4 + \gamma_9 \Omega^6 + \cdots = 0,
\end{equation}
where the coefficients $\gamma_i, i = 1, 2, \ldots 9$ have been presented in [2] (cf. formula [14] in the cited paper).
Now, in view of (3), leading order coefficients $\gamma_i$ become

$$
\gamma_1 = \gamma_1^0 \mu^2, \quad \gamma_1^0 = 1 + h_{12}^0 + h_{32}^0,
$$

$$
\gamma_2 = \gamma_2^0 \mu + O(\mu^2), \quad \gamma_2^0 = -\frac{h_{12}^0 + h_{32}^0}{\rho_0},
$$

$$
\gamma_3 = \gamma_3^0 \mu^2 + O(\mu^4), \quad \gamma_3^0 = h_{12}^0 h_{32}^0 - \frac{1}{3},
$$

$$
\gamma_4 = \gamma_4^0 \mu + O(\mu^2), \quad \gamma_4^0 = -\frac{2h_{12}^0 h_{32}^0}{\rho_0},
$$

$$
\gamma_5 = \gamma_5^0 + O(\mu^2), \quad \gamma_5^0 = \frac{h_{12}^0 h_{32}^0}{\rho_0^2},
$$

$$
\gamma_6 = \gamma_6^0 \mu^2 + O(\mu^4), \quad \gamma_6^0 = 2 - \frac{h_{12}^0 h_{32}^0}{3},
$$

$$
\gamma_7 = \gamma_7^0 \mu + O(\mu^2), \quad \gamma_7^0 = \frac{2h_{12}^0 h_{32}^0}{3\rho_0},
$$

$$
\gamma_8 = \gamma_8^0 + O(\mu), \quad \gamma_8^0 = -\frac{h_{12}^0 h_{32}^0}{3\rho_0^2},
$$

$$
\gamma_9 = \gamma_9^0 + O(\mu), \quad \gamma_9^0 = \frac{h_{12}^0 h_{32}^0}{3\rho_0^2},
$$

where $\rho_0 = \rho/\mu^2$, $h_{12}^0 = h_{12}/\mu$ and $h_{32}^0 = h_{32}/\mu$. These results are summarised in Table 1, allowing comparison of asymptotic orders of the terms in approximation (5) both in the vicinity of zero and the lowest cut-off frequency (4).

<table>
<thead>
<tr>
<th>Order of $\gamma_i$</th>
<th>Terms</th>
<th>Fundamental mode $\Omega^2 \sim \mu K^2$</th>
<th>First harmonic $\Omega_{2h}^2 \sim \mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1 \sim \mu^2$</td>
<td>$\gamma_1 K^2$</td>
<td>$\mu^2 K^2$</td>
<td>$\mu^2 K^2$</td>
</tr>
<tr>
<td>$\gamma_2 \sim \mu$</td>
<td>$\gamma_2 \Omega^2$</td>
<td>$\mu^2 K^2$</td>
<td>$\mu^2 K^2$</td>
</tr>
<tr>
<td>$\gamma_3 \sim \mu^2$</td>
<td>$\gamma_3 K^4$</td>
<td>$\mu^2 K^4$</td>
<td>$\mu^2 K^4$</td>
</tr>
<tr>
<td>$\gamma_4 \sim \mu$</td>
<td>$\gamma_4 K^2 \Omega^2$</td>
<td>$\mu^2 K^4$</td>
<td>$\mu^2 K^4$</td>
</tr>
<tr>
<td>$\gamma_5 \sim 1$</td>
<td>$\gamma_5 \Omega^4$</td>
<td>$\mu^2 K^4$</td>
<td>$\mu^2 K^4$</td>
</tr>
<tr>
<td>$\gamma_6 \sim \mu^2$</td>
<td>$\gamma_6 K^6$</td>
<td>$\mu^2 K^6$</td>
<td>$\mu^2 K^6$</td>
</tr>
<tr>
<td>$\gamma_7 \sim \mu$</td>
<td>$\gamma_7 K^8 \Omega^2$</td>
<td>$\mu^2 K^6$</td>
<td>$\mu^2 K^4$</td>
</tr>
<tr>
<td>$\gamma_8 \sim 1$</td>
<td>$\gamma_8 K^8 \Omega^4$</td>
<td>$\mu^2 K^6$</td>
<td>$\mu^2 K^4$</td>
</tr>
<tr>
<td>$\gamma_9 \sim 1$</td>
<td>$\gamma_9 \Omega^6$</td>
<td>$\mu^2 K^6$</td>
<td>$\mu^5$</td>
</tr>
</tbody>
</table>

Table 1: Asymptotic behaviour at $\mu \ll 1$, $\rho \sim \mu^2$, $h_{12} \sim h_{32} \sim \mu$

Using this Table, the leading order shortened approximate dispersion relation may be constructed, incorporating the fundamental mode along with the lowest harmonic with the asymptotically small cut-off frequency (4). It may be expressed as

$$
\mu^2 \gamma_1^0 K^2 + (\mu^2 \gamma_2^0 + \gamma_3^0 \Omega^2) \Omega^2 + \mu \gamma_4^0 K^2 \Omega^2 + \gamma_5^0 K^2 \Omega^4 + \gamma_6^0 K^2 \Omega^6 = 0.
$$

(7)
In this formula all the terms are of the same order \( \mu^3 \) at \( \Omega - \Omega_{sh} \sim \mu^{3/2} \), \( K \sim \sqrt{\mu} \). The local asymptotic approximation for the fundamental mode is given by

\[
\mu \gamma_4^0 K^2 + \gamma_2^0 \Omega^2 = 0. \tag{8}
\]

At the same time, the local expansion for the first harmonic becomes

\[
\mu^2 \gamma_1^0 K^2 + \left( \mu \gamma_2^0 + \gamma_2^0 \Omega^2 \right) \Omega_{sh}^2 + \mu \gamma_4^0 K^2 \Omega_{sh}^2 + \gamma_8^0 K^2 \Omega_{sh}^4 + \gamma_9^0 \Omega_{sh}^6 = 0, \tag{9}
\]

where \( \Omega_{sh} \) is given by (4). The associated typical near cut-off expansion, e.g. see [21, 22] for further details, is

\[
\Omega^2 - \Omega_{sh}^2 = -K^2 \frac{1}{\gamma_5^0} \left( \mu^2 \gamma_1^0 \Omega_{sh}^2 + \mu \gamma_4^0 + \gamma_8^0 \Omega_{sh}^2 \right) - \frac{\gamma_9^0 \Omega_{sh}^4}{\gamma_5^0}. \tag{10}
\]

Note that the long-wave assumption \( K \ll 1 \) dictates that the approximation (8) for the fundamental mode is valid only for \( \Omega \ll \sqrt{\mu} \), whereas (10) is associated with \( \Omega \sim \sqrt{\mu} \). Thus, the approximation (7) is non-uniform, in line with previous considerations in [3].

Numerical illustrations of the derived approximations are given in Figures 2-3. In Figure 2 two-mode approximation (7) (dotted lines) is compared numerically with the exact solution of the dispersion relation (2) (solid lines). A characteristic gap where the asymptotic formula (7) is not applicable is shown in Figure 2.

In Figure 3 exact dispersion curves (2) (solid lines) are shown together with approximations for the fundamental mode (8) and for the lowest harmonic (10) (dotted lines), demonstrating high accuracy of asymptotic predictions.
Conclusion

The present analysis complements the previous results for an asymmetric layered plate in [2]. Two-mode approximate dispersion relation has been derived for a chosen scenario for which the outer layers are relatively stiff, thin and very heavy compared to the inner layer. In contrast to [2], in which the two-mode long-wave low-frequency approximation was asymptotically uniform, the approximation obtained in the paper is of composite nature, being only valid over non-overlapping vicinities of the origin and the first cut-off frequency. Thus, the effect of high contrast does not always result in a uniform two-mode approximation as might be expected. The proposed research may be expanded to the derivation of the related two-mode differential equations of motion, based on the same scaling.
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Abstract. An optimal computational modeling approach of CFRP (Carbon Fiber Reinforced Composite) structures is presented using cylindrical tubes parts produced on a spinning axis by winded carbon fibers in various angles and directions. First, appropriate specimens and experimental structures are being produced for testing procedures under static and dynamic load conditions for the examination of the mechanical material properties and comparison with numerical models. Discrete FE models of the specimens and the examined structures are developed consisting of mainly shell elements, simulating each carbon fiber ply and resin matrix, and solid elements for other parts such as connectors and glue that interacting with the composite. Due to the two-phase heterogeneous nature of the composite material appropriate micromechanical modeling is being applied to extract the mechanical properties parameters under the homogenization process of one layer of carbon-fiber composite of the FE model. To minimize the error between the physical structure and the FE model due the original assumptions of the homogenizations, in combination with commercial finite element analysis software an update methodology framework is being developed and used to acquire the optimal FE model. This is achieved through combining measured and numerical time-histories of strains. Single objective structural identification strategies without the need of sub-structuring methods, are used for estimating the parameters (material properties in each deformation plane) of the finite element model, based on minimizing the deviations between the experimental and analytical characteristics. A stochastic optimization evolution strategy is applied in parallel computing, to solve the single-objective optimization problem. The effect of model error and finite element model parameterization on the optimal models along with and their variability, are examined.
1 INTRODUCTION

Carbon fiber reinforced polymer (CFRP) composites have gained much attention in recent years through their industrialized implementation and use, as a structural material for static and dynamic load bearing as well as resistance to accidental excitations and actions. Due to its low-density, low thermal expansion and high strength, stiffness and corrosion resistance, applications from aerospace and automotive industry to building reinforcement and retrofit, as well as cryogenic fuel storage tanks are emerging rapidly [1–6]. Plain-woven CFRPs are the most popular carbon fiber-reinforced composites and have been extensively investigated by researchers and are widely used in numerous applications. However, composite materials produced by filament winding manufacturing technique despite disadvantages, such as geometry limitation and need of a mandrel, has been extensively used for its low cost and speed of production with applications on pressure vessels, natural gas vehicle tanks, power transmission shafts and sporting equipment [7]. Being inherently sensitive to manufacturing treatment and due to its material variability, filament wound CFRPs strongly require certification results through numerical verification and hybrid (numerical - experimental) validation [8].

The mechanical properties of long-fiber composites show large variations [9,10] their prediction for unidirectional or woven laminated composites has been extensively discussed in the literature [11–15], but due to the complexity of the fiber paths in the layers of filament winding, these properties cannot accurately describe the behavior of filament wound pipes. The lamina properties can vary between different positions of a single filament wound tube. Thus, not only the behavior of the structure cannot be modeled efficiently, but also the failure may start prior, at an unexpected point at the weakest areas of the pattern that is being produced by the winding.

From the engineer’s perspective, in order to successfully and accurately design a Carbon Fiber Reinforced Polymer (CFRP) structure, the lamina mechanical properties need to be used in combination with robust Finite Element Analysis (FEA) approaches. Other common isotropic materials might have small deviations from their nominal values in terms of mechanical properties, thus a great percentage of error at the response of a structure can be accredited at the CFRP components.

The main goal of this work is to acquire the optimal lamina mechanical properties of a CFRP composite with an efficient procedure minimizing the time-consuming experimental tests that usually required. More specifically, a simple tension test is executed first to acquire the experimental strain data. Next, a homogenization method at the fiber-matrix level using a micromechanical model is applied in order to acquire the nominal mechanical properties of the lamina. From the wide variety of micromechanical models that have being proposed [11], [13], [16], Huang’s model [17] will be used as it has also being applied in similar tubes made of Glass Fiber Reinforced Polymer composites [18]. Next, the nominal values of layer properties are tuned taking full advantage of a state-of-the-art stochastic single objective optimization algorithm, alongside with experimental strain measurements of the tension test and a high-fidelity numerical finite element model (FEM). For the updating process, Covariance Matrix Adaptation – Evolution Strategy (CMA-ES) coupled with MSC Nastran Finite Element Analysis (FEA) software is applied. CMA-ES stochastic optimization algorithm is a general purpose method, that has demonstrated rapid convergence capabilities, particularly when searching for a single global optimum and has been successfully applied to linear and non-linear FE updating problems, involving large and complex models and cases [19–23]. The results are validated in different experimental tests with different types of loading and different specimen thickness, fiber orientation angles and diameter size.

The present work has the following organization. First the theoretical formulation of the
I. Zacharakis, D. Giagopoulos, I. Zyganitidis, A. Arailopoulos, O. Markogiannaki

Materials homogenization (Section 2.1) and the finite element model update (Section 2.2) are briefly presented. At Section 3 the experimental test to characterize the material and the application of the finite element model update procedure is presented. Section 4 presents the experimental validation on static and dynamic loads and at last Section 5 the conclusions are summarized.

2 LAMINA PROPERTIES AND FINITE ELEMENT MODEL UPDATING STRATEGIES

2.1 Nominal Lamina Properties

To acquire the nominal lamina mechanical properties from the variety of micromechanical models that have been proposed [11], [13], [16], Huang’s [17] model is used, which shows acceptable results [14] for unidirectional composites and has been applied to similar tubes formed by Glass Fiber Reinforces Polymer composite [18]. Most of the fiber and matrix properties are being provided by the manufacturer and the remaining can be found from material databases such as [24,25].

The major equations needed to calculate the nominal lamina mechanical properties are listed below:

\[ E_1 = V^f E_1^f + V^m E_1^m \]  
\[ E_2 = \frac{(V^f + V^m a_{11})(V^f + V^m a_{22})}{(V^f + V^m a_{11})(V^f S_{22}^m + a_{22} V^m S_{22}^m) + V^f V^m (S_{21}^m - S_{21}^f)a_{12}} \]  
\[ v_{12} = V^f v_{12}^f + V^m v_{12}^m \]  
\[ G_{12} = \frac{G^m (G_{12}^f + G^m) + V^f (G_{12}^f - G^m)}{(G_{12}^f + G^m) - V^f (G_{12}^f - G^m)} \]  
\[ G_{23} = \frac{0.5(V^f + V^m a_{22})}{V^f (S_{22}^m - S_{22}^f) + V^m a_{22} (S_{22}^m - S_{22}^f)} \]

With:  
\[ a_{11} = \frac{E^m}{E_1^f} \quad a_{22} = a_{33} = a_{44} = 0.5(1 + \frac{E^m}{E_2^f}) \quad a_{55} = a_{66} = 0.5(1 + \frac{G^m}{G_1^f}) \]

\[ S_{22}^f = \frac{1}{E_2^f} \quad S_{22}^m = -\frac{v_{12}^f}{E_1^f} \quad S_{23}^f = -\frac{v_{13}^f}{E_1^f} \quad S_{22}^m = \frac{1}{E_2^m} \quad S_{23}^m = -\frac{v_{13}^m}{E_2^m} \quad S_{23}^m = -\frac{v_{13}^m}{E_2^m} \]

The variables \( E \), \( v \), and \( G \) are the Young’s modulus, Poisson’s ratio and shear modulus respectively expressed for the additional material and direction, with \( f \), \( m \) to represent the fiber and matrix properties and direction 1 to be parallel to the fiber direction, 2 in-plane perpendicular to 1 and 3 perpendicular to both 1,2. While \( a_{ij} \) and \( S_{ij} \) correspond at elements of row i and column j of the bridging matrix and elastic-plastic compliance matrix respectively of the Huang’s model [17].

2.2 Model Updating Framework

The Covariance Matrix Adaptation – Evolution Strategy (CMA-ES) is a general-purpose stochastic algorithm and together with a simple experiment is used to acquire the optimal lamina mechanical properties.

Let \( \mathcal{M} \) be a parameterized class of structural dynamic models, that simulates the structural system and will be used to estimate desired quantities of interest. Consider \( \bar{\theta}_n \in \mathbb{R}^{N_\theta} \) be the set
of free structural model parameters to be adjusted using the measured data and let \( g(\theta_n \mid M_m) \) be the model predictions given the values of the parameter set \( \theta_n \). In this work, parameter estimation is based on response time history measurements of strains. This formulation has the advantage of applicability over both linear and non-linear systems; it compares the measured raw data of the experimental arrangement to the equivalent predictions of the numerical model. In this way, all available information is preserved, and systematic errors of the identification procedure are alleviated.

The difference between the measured response time histories and the model predicted response time histories, take the form [26]:

\[
J(\theta_n, M_m) = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} \frac{\left( g_{ij}(\theta_n \mid M_m) - \hat{y}_{ij} \right)^2}{\sum_{j=1}^{m} \left( \hat{y}_{ij} \right)^2}
\]

(6)

where \( g_{ij}(\theta_n \mid M_m) \) is the numerical time-history of the introduced FE model and \( \hat{y}_{ij} \) is the respective experimental signal. Subscripts \( i \) correspond to the sensor location and measurement direction, and \( j \) corresponds to the time-step instant. \( n \) is the total number of measured sensor locations and directions, whereas \( m \) is the total number of measured time-steps (number of observations).

The measure of fit as introduced in equation (6) is consisted for strains equally weighted, expanding to the following equation (7), where \( s(\theta_n \mid M_m)_ij \) are the numerical time-histories of strains of the introduced FE model and \( \bar{s}_{ij} \) are the respective experimental strain signal. At the present experimental setup only one sensor is present resulting in equation (7).

\[
J(\theta_n, M_m) = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} \frac{\left( s(\theta_n \mid M_m)_ij - \bar{s}_{ij} \right)^2}{\sum_{j=1}^{m} \left( \bar{s}_{ij} \right)^2}
\]

(7)

CMA-ES is applied to update the developed FE model minimizing the objective function of equation (7). The flow chart of the complete framework is presented at Figure 1 presents the flow chart of the applied framework. The flow of the framework is distinguished in two separate parts the homogenization of the material parameters and the FE model updating. The homogenization of the material parameters takes place once and considers the carbon fiber and matrix properties in order to produce the lamina properties introduced to the FE model. Independently the experimental strain response time histories are collected. The model-updating framework utilizes experimental data and the developed numerical FE model. It begins by sampling a set of material parameters from a Multivariate Normal Distribution using given means and variances based on initial lower and upper bounds. Then the FEA solver is invoked in order to compute strain response time histories at matching excitation – response locations regarding the experimental measurements. The objective function of equation (7) is calculated and the upon completion of a set of function evaluations (iteration) CMA-ES collects the minimum values in order to create new means and variances and begin a new iteration until convergence criterion is fulfilled. In this work convergence was set the difference of the best values of two consecutive iterations to be less than \( \Delta J(\theta) < 10^{-3} \). CMA-ES ends when convergence is met and the material parameters that correspond to the minimum objective function value pertain to the optimal updated values.
Figure 1. Flow chart of the applied CMA-ES framework based on the linear FE model updating scheme.

3 EXPERIMENTAL APPLICATION-MATERIAL CHARACTERIZATION TEST

3.3 Optimal lamina mechanical properties

A uniaxial tension experiment per ASTM 3039 [27] standard is selected for the CFRP tube with lamina properties presented in Table 1. Single-axis strain gauges were placed at the middle of each specimen and appropriate 3D printed PLA patches were glued at the edges to match the curvature of the specimen so the testing machine would not damage the specimen on installation as presented in Figure 2.

Table 1. Tensile Test Specifications.

<table>
<thead>
<tr>
<th>Specimen properties</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer Orientation</td>
<td>(+/-55°)/(+/-55°)/(+85°)/(+/-55°)/(+/-55°)/(+/-55°)</td>
</tr>
<tr>
<td>Tube Internal Diameter</td>
<td>220 mm</td>
</tr>
<tr>
<td>Layer Thickness</td>
<td>+55° 0.35 mm</td>
</tr>
<tr>
<td></td>
<td>85° 0.16 mm</td>
</tr>
</tbody>
</table>
All the specimens were manufactured with the same raw materials, Toray T700S fiber and Epikote 828LVEL matrix.

The model updating methodology is conducted by parameterizing the FE model resulting in six parameters that correspond to the material lamina properties. As the material can be characterized as transversally isotropic the shear modulus at directions 1-2 and 1-3 are equal thus limiting the parameters to $E_1$, $E_2$, $\nu_{12}$, $G_{12} = G_{13}$, $G_{23}$. At Table 3 the nominal values from the micromechanical model are presented along with the model update procedure results, the lower (LB) and upper (UB) bounds selected and the difference between optimal and nominal values.

A direct comparison of the strain along the Y direction is presented at Figure 4a between the nominal model and the measured experimental strain until the moment of first ply failure. The blue continuous line (labeled as Experimental) in Figure 4a represents the average of all experimentally measured tensile specimens, while the red-dotted line (labeled as ST2) and purple dash-dotted line (labeled as ST4) corresponds to the upper and lower outlines respectively, in means of strain time response, enveloping all specimens tested. The dashed line although corresponds to the numerical predictions from the nominal FE model.
Table 2. Updated design variables and updated design bounds (Lower Bound and Upper Bound) of Lamina Mechanical Properties.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Lower Bound</th>
<th>Nominal Value</th>
<th>Upper Bound</th>
<th>Updated Optimal Value</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $E_1 [MPa]$</td>
<td>120000</td>
<td>161900</td>
<td>165000</td>
<td>138945</td>
<td>14.17</td>
</tr>
<tr>
<td>2 $E_2 [MPa]$</td>
<td>5000</td>
<td>9456</td>
<td>12000</td>
<td>6615.4</td>
<td>30.03</td>
</tr>
<tr>
<td>3 $v_{12}$</td>
<td>0.22</td>
<td>0.272</td>
<td>0.35</td>
<td>0.278</td>
<td>2.20</td>
</tr>
<tr>
<td>4 $G_{12}, G_{13} [MPa]$</td>
<td>3000</td>
<td>5908.7</td>
<td>6500</td>
<td>3387</td>
<td>42.67</td>
</tr>
<tr>
<td>5 $G_{23} [MPa]$</td>
<td>2000</td>
<td>3308.4</td>
<td>4500</td>
<td>2286.41</td>
<td>30.89</td>
</tr>
</tbody>
</table>

At last on Figure 4b the strain time response by the optimal FE model (red dotted line) is compared to the nominal predictions (black dashed line) and to the averaged experimental data, while the magnified area presents the response at the time of failure.

4 VALIDATION

In order to validate the previous results further experimental test were executed in more complex loading conditions and structures.

4.1 Three Point Bending

A straight strip with 220 mm length (180mm free length) and 36 mm width was removed from the same tube used to collect the specimens in the previous tensile test described in section Error! Reference source not found. In a three-point bending test, the strip is placed at the testing machine as presented in Figure 5a, with a force control motion of the machine’s head. Two strain gauges, SG1 in the transverse direction (X-axis) and SG2 in the longitudinal direction of the specimen (Y-axis) were placed to measure the induced deformations. During the experiment the machine’s head was moving against the middle of the simply supported strip, up to a maximum displacement measuring time histories of head’s displacement and strains developed as presented in Figure 5b.

Figure 5c presents the corresponding non-linear contact model developed in MSC Marc in the initiation state while Figure 5d presents the numerical results at the state of maximum
bending of the strip.

Figure 5. Three-point bending experimental set up and numerical model, (a), experimental initial state, (b) experimental max bending, (c) Non-linear FE model initial state, (d) Numerical strains along Y direction at t=335sec - max bending.

Figure 6a and Figure 7b present a comparison of the strain time responses for the strain gauge locations SG1 and SG2 respectively, between optimal FE model (red dotted line), nominal FE model (black dashed line) and experimentally measured data (blue continuous line). It is clear that the optimal model gives a far better approximation of the physical specimen. The magnified areas on Figure 8b correspond at first ply failure and a random ply failure during the experiment accordingly. While at the end of the experiment no visible damage could be detected, a plastic deformation occurred at the specimen by delamination phenomena or fault lines within the matrix of the CFRP specimen.

Figure 9. Comparison of experimental, FE optimal and FE nominal models for (a) SG1 (X-transverse axis) and (b) SG2 (Y-longitudinal axis).

4.2 Cylinder on Radial Deformation

The second validation test introduces a CRFP cylindrical specimen under radial deformation. The specimen’s material properties are presented in Table 3. The experimental set-up was comprised of a cylindrical CFRP tube and two internal steel cylinders, properly connected to two hook-like heads and accordingly placed at the Universal Testing Machine (UTM) as presented in Figure 10.

Two cases were examined, Case 1 limited only at the linear elastic area of the material and
Case 2 until total material failure occurred. In both cases two strain gauge sensors are placed on the specimen, at an angle of 90 degrees with the axis passing through the center of the machine's grips, i.e. SG1 in the transverse direction (direction along the X-axis of the cylinder) and SG2 in the longitudinal direction of the specimen (direction in the tube perimeter, Y-axis).

The corresponding non-linear numerical model was developed using shell composite elements for the CFRP specimen, while the steel cylinders were modeled with solid elements as shown in Figure 10b.

Table 3. CFRP Specimen Properties

<table>
<thead>
<tr>
<th>Specimen properties</th>
<th>Layer Orientation</th>
<th>Tube Internal Diameter</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(+/-55°)/ (+/-55°)/(+86°)/(+/-55°) (+/-55°)/(+/-55°)</td>
<td>150mm</td>
<td>50mm</td>
</tr>
<tr>
<td>Layer Thickness</td>
<td>+/- 55° 0.35 mm</td>
<td>85° 0.16 mm</td>
<td></td>
</tr>
</tbody>
</table>

Figure 10c presents the Y-axis strain distribution on the optimal FE model of the cylindrical CFRP specimen at the point in time of maximum displacement (t=23sec) for Case 1. Regarding this Case limited at the linear area of the material, Figure 11a and Figure 11b present a comparison of the strain time responses at the strain gauge locations SG1 and SG2, between the optimal FE model (red dotted line), the nominal FE model (black dashed line) and the experimental measured data (blue continuous line).

Regarding the Case 2, until the total failure of the material, Figure 12a and Figure 12b presents a comparison of strain time responses at the strain gauge locations SG1 and SG2, between the optimal FE model (red dotted line) and the experimental measured data (blue continuous line). The magnified area of Figure 12b corresponds at the first ply failure of the experimental test. Furthermore, the three highlighted areas as the same figure represent a different state at the specimen condition. The first represent the state just before the material fail all across the width of the specimen at the contact areas for the FE optimal model. While the second state represent the state after the failure across the width of the specimen and the third the moment just before the total failure of the material and separation of the specimen.
Dynamically induced excitation tests were conducted at a cantilever CFRP tubular beam as presented in Figure 13. A small radius CFRP tube along with two tri-axial accelerometers, a strain gauge sensor and a load cell at the free end of the cantilever beam, where an electromagnetic shaker device is mounted. The tubes properties are presented at Table 4 while aluminum joints were glued at the tube’s edges which can be seen at Figure 14 along with the corresponding FE model in MSC Nastran.

Table 4. CFRP tube properties

<table>
<thead>
<tr>
<th>CFRP properties</th>
<th>Layer Orientation</th>
<th>Tube Internal Diameter</th>
<th>Layer Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(+/-8^\circ)/ (+/-8^\circ)/(+86^\circ)/(+/-8^\circ)/(+/-8^\circ)$</td>
<td>25mm</td>
<td>$+/- 8^\circ$: 0.26 mm, $86^\circ$: 0.16 mm</td>
</tr>
</tbody>
</table>
An experimental modal analysis procedure of the CFRP cantilever beam was performed in order to quantify the dynamic characteristics of the examined structure. The measured frequency range of the test was 0-600 Hz. An initial investigation indicated that the beam has seven (7) natural frequencies in this frequency range. At Table 5 the comparison of experimentally identified natural frequencies with the numerical natural frequencies of the nominal and optimal FE model.

Table 5. Comparison between identified, nominal and optimal FE predicted modal frequencies

<table>
<thead>
<tr>
<th>Mode</th>
<th>Identified Experimental</th>
<th>Nominal Numerical</th>
<th>Optimal Numerical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency (Hz)</td>
<td>Frequency (Hz)</td>
<td>Error (%)</td>
</tr>
<tr>
<td>1</td>
<td>18.16</td>
<td>15.54</td>
<td>16.86</td>
</tr>
<tr>
<td>2</td>
<td>18.18</td>
<td>16.62</td>
<td>11.79</td>
</tr>
<tr>
<td>3</td>
<td>149.45</td>
<td>137.23</td>
<td>8.9</td>
</tr>
<tr>
<td>4</td>
<td>167.51</td>
<td>144.22</td>
<td>16.15</td>
</tr>
<tr>
<td>5</td>
<td>414.32</td>
<td>408.12</td>
<td>1.52</td>
</tr>
<tr>
<td>6</td>
<td>436.14</td>
<td>428.12</td>
<td>1.87</td>
</tr>
<tr>
<td>7</td>
<td>531.36</td>
<td>472.35</td>
<td>12.49</td>
</tr>
</tbody>
</table>

4.4 Small-scale pin-jointed CFRP structure

At last a complex structure (Figure 15) is presented. CFRP tubes similar to the one of Section 4.3 glued and mounted with aluminum joints were used. Four tri-axial accelerometers were placed on the pin-joined CFRP frame structure, which was anchored on flat plate parallel to the ground, on a vertical concrete column. An electromagnetic shaker was mounted on a free end of the frame where a load cell sensor was placed to record imposed forces under dynamic conditions.
excitation load.

The corresponding optimal FE model was created in MSC Nastran (Figure 15), the geometry of the structure is discretized with composite shell and solid elements. For a harmonic excitation a comparison between the experimental and numerical acceleration time histories of two measured locations is presented at Figure 16. The experimental acceleration is represented with black continuous line while with red continuous line is the equivalent response of the optimal FE model. As it is obvious the optimal model can predict the response of the physical structure.

As it is obvious the optimal model can predict the response of the physical structure. The remaining error can be addressed at the mechanical properties and uncertainties during the manufacturing of the other parts of the assembly.
5 CONCLUSIONS

In this work a modeling procedure of structures that include filament wound CFRP tubes parts is presented. From a simple tensile experiment and with the use and a stochastic single objective optimization algorithm (CMA-ES) coupled with a commercial finite element software the optimal lamina mechanical properties can be acquired with precision. These properties show a great range between different raw materials and manufacturing methods and are crucial for the prediction of material failure but also at the dynamic response of a structure. The presented methodology has been experimentally validated with different loading types and in simple and more complex structures at the linear area of the material but also until the material’s failure. It is able to predict with the structure’s response and the materials behavior until failure thus reducing the error that a micromechanical model produces.
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Abstract. This paper investigates the vibration behaviour of simply-supported laminated composite cylindrical shells with various fibre orientations. For some specific fibre orientations, theoretical wave propagation approach based on Love’s theory is used for free vibration analysis of the laminated orthotropic composite cylindrical shells. The circumferential natural frequencies have been obtained and compared with numerical finite element results for validation and comparison. The finite element method is employed for the forced vibration analysis of laminated composite cylindrical shells with various fibre orientations subjected to harmonic loading. The results show that natural frequencies, mode shapes and the steady-state response at prescribed points can be tailored by properly designing fibre orientations for vibration mitigation. It is found that fibre orientations may have significant influence on the circumferential natural frequencies of the first few circumferential modes. For the first two circumferential modes, the associated natural frequencies may increase with fibre orientation angle. In comparison, the natural frequencies of larger circumferential modes may decrease with fibre orientation angle. The steady-state responses of cylindrical shells under a harmonic concentrated force are obtained. The variations of the resonance frequencies and corresponding peak value of steady-state response with fibre orientations have been investigated. The findings could improve the understanding of dynamic behaviour of the laminated composite cylindrical shells, and benefits optimisation of the fibre orientations for vibration suppression purpose.
1 INTRODUCTION

There has been much research interest in the vibration transmission behaviour of mechanical systems and engineering structures for possible vibration suppression [1-6]. Laminated composite structures are increasingly used in various engineering applications including aircrafts, rockets, submarines and pipes due to their superior performance such as high stiffness-to-weight and strength-to-weight ratios, and flexibility in design, compared to traditional metallic structures. The circular cylindrical shells have been one of the most important and basic structural elements in engineering structures [7-8]. In the practical applications, those engineering components may exhibit severe vibrations when the frequencies of the external force are close to one of the natural frequencies. As a result, vibration problems of this type of structures have been a subject of great interest. Various laminated shell theories have been proposed and developed through different assumptions and simplifications such as Reissner-Naghdi’s linear shell theory, Donnell-Mushtari-Vlasov’s theory, Sanders’ theory and Flugge’s theory [9]. Among the numerous theories, the classical shell theory based on the Kirchhoff-love hypothesis is widely used. The detailed comparison studies can be found in monographs on vibration of shells, which has been done by Leissa [9], Qatu [10] and Reddy [11]. To conclude, vibration analysis of this type of structures has been of great significance, from which insight may be gained into dynamic characteristics and optimal design of such laminated composite structures.

There have been some methods developed and used to study the vibration behaviour of cylindrical shells [12-17]. For example, Lam and Loy [12-13] compared the natural frequencies of rotating laminated cylindrical shells with different shell theories, namely Donnell’s, Flugge’s, Love’s and Sanders’ and then employed the Ritz method to study the effects of boundary conditions and fibre orientation on the natural frequencies of thin orthotropic laminated cylindrical shells based on Love’s theory. The free vibration of laminated cylindrical shells using differential quadrature method was conducted by Shu and Du [14]. Zhang [15] developed wave propagation approach for vibration analysis of cross-ply laminated composite shells base on Love’s shell theory. Liu et al. [16] derived exact characteristic equations for free vibration of thin orthotropic circular cylindrical shells based on Donnell-Mushtari shell theory. Jin et al. [17] employed Rayleigh-Ritz method based on Reissner-Naghdii’s theory to obtain the exact solution based on the energy functions of the shell, which is applicable to a variety of boundary conditions.

Most of the previous studies have focused on the development of analytical methods to investigate the free vibration analysis of cross-ply laminated composite cylindrical shells according to different shell theories in confined boundary conditions and exact solutions for the shells with a variety of boundary conditions. There is much less research work on the detailed vibration characteristics of laminated composite cylindrical shells with arbitrary lamination schemes. The free and force vibration characteristics of submerged finite elliptic cylindrical shell has been investigated [8]. The vibration analysis of the laminated composite plates has been conducted and the influence of the lamination schemes on the vibration characteristics has been investigated [18-19]. It is of great significance to develop an accurate and efficient method that can be used to investigate the vibration characteristics of laminated composite cylindrical shells with complex lamination schemes. It has been revealed that the wave propagation method based on Love’s theory is feasible and of high accuracy for cross-ply laminated composite cylindrical shell. For the cylindrical shell with complex lamination schemes, the FEA method may be used for the vibration analysis of composite structures and it also can be employed to verify the analytical results. In this study, the natural frequencies and mode shapes of the laminated composite cylindrical shells with different lamination schemes and geometric parameters are obtained by using both the wave propagation method and the FEA for comparison. The dynamic
responses of the cylindrical shells under harmonic excitation are investigated and obtained. The effects of fibre orientations on the vibration behaviour are examined.

2 METHMATICAL MODELLING

2.1 Model description

Figure 1 shows the schematic diagram of a thin laminated composite cylindrical shell having length $L$, thickness $h$ and radius $R$, and arbitrary number of layers. The cylindrical coordinate system $(x, \theta, z)$ is fixed at the middle surface of the cylindrical shell. The components of the displacement field $(u, v, w)$ in this coordinate system are defined such that $u$ is the displacement in the axial direction of $x$, $v$ in the circumferential direction of $\theta$ and $w$ in the radial direction of $z$. The fibres of laminates in each layer follows helix lines on the cylindrical shell, and the helix angle for the $i$-th layer is denoted by $\theta_i$. A harmonic force is applied to the point $(x_e, \theta_e, R)$ on the cylindrical shell. The circumferential modal shapes with different circumferential modal numbers have been shown in Fig. 1(b) [15]. Fig. 1(c) shows the geometry of the cylindrical shells composed of $N$ layers.

![Figure 1: (a) The geometry of a laminated composite cylindrical shell; (b) circumferential modal shapes and (c) Geometry of an N-layered laminated composite cylindrical shell.](image)
2.2 Theoretical solution of free vibration analysis

The classical shell theory is employed to establish the theoretical model. The displacement field for the shell is described by

\[
\begin{align*}
\mathbf{u}(x, \theta, z, t) &= u_0(x, \theta, t) - z \frac{\partial w_0(x, \theta, t)}{\partial x}, \\
\mathbf{v}(x, \theta, z, t) &= v_0(x, \theta, t) - z \frac{\partial w_0(x, \theta, t)}{\partial \theta}, \\
\mathbf{w}(x, \theta, z, t) &= w_0(x, \theta, t),
\end{align*}
\]

where \(u_0, v_0\) and \(w_0\) represent the middle surface displacement of the laminated composite cylindrical shell in axial, circumferential and radial directions, respectively.

The cylindrical shell under consideration is with constant thickness \(h\), mean radius \(R\), axial length \(L\). Here the respective displacements in the axial, circumferential and radial directions are denoted by \(u(x, \theta, t), v(x, \theta, t)\) and \(w(x, \theta, t)\). The strain-displacement relations for thin circular cylindrical shells are

\[
\begin{align*}
\varepsilon_x &= \frac{\partial u}{\partial x}, \quad \varepsilon_\theta = \frac{\partial v}{R \partial \theta} + \frac{w}{R}, \quad \varepsilon_{x \theta} = \frac{\partial u}{R \partial \theta} + \frac{\partial v}{\partial x}, \\
X_x &= -\frac{\partial^2 w}{\partial x^2}, \quad X_\theta = \frac{1}{R} \left( \frac{\partial v}{\partial \theta} - \frac{\partial^2 w}{\partial \theta^2} \right), \quad X_{x \theta} = \frac{2}{R} \left( \frac{\partial v}{\partial x} - \frac{\partial^2 w}{\partial x \partial \theta} \right).
\end{align*}
\]

The relationship between the stress resultants and the internal forces and moments is

\[
\begin{bmatrix}
N_x \\
N_\theta \\
N_{x \theta} \\
M_x \\
M_\theta
\end{bmatrix}
= \begin{bmatrix}
A_{11} & A_{12} & A_{16} & B_{11} & B_{12} & B_{16} \\
A_{12} & A_{22} & A_{26} & B_{21} & B_{22} & B_{26} \\
A_{16} & A_{26} & A_{66} & B_{61} & B_{62} & B_{66} \\
B_{11} & B_{12} & B_{16} & D_{11} & D_{12} & D_{16} \\
B_{12} & B_{22} & B_{26} & D_{12} & D_{22} & D_{26}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_\theta \\
\varepsilon_{x \theta} \\
X_x \\
X_\theta \\
X_{x \theta}
\end{bmatrix},
\]

where \(N_x, N_\theta\) and \(N_{x \theta}\) are membrane forces, \(M_x, M_\theta\) and \(M_{x \theta}\) are bending and torsion moments, and \(A_{ij}, B_{ij}\) and \(D_{ij}\) denotes the stiffnesses expressed by \(A_{ij} = \sum_{k=1}^{N} \tilde{Q}_{ij} (x_{k+1} - x_k)\), \(B_{ij} = \frac{1}{2} \sum_{k=1}^{N} \tilde{Q}_{ij} (z_{k+1}^2 - z_k^2)\) and \(D_{ij} = \frac{1}{3} \sum_{k=1}^{N} \tilde{Q}_{ij} (z_{k+1}^3 - z_k^3)\), where \(i, j = 1, 2\) or 6.

For a specially orthotropic laminated composite shell, some stress stiffness coefficients are zero, i.e. \(B_{ij} = 0\) and \(A_{16} = A_{26} = D_{16} = D_{26} = 0\).

The governing equations of motion for thin cylindrical shells according to the love’s theory in terms of the force and moment resultants are expressed as,

\[
\begin{align*}
\frac{\partial N_x}{\partial x} + \frac{\partial N_{x \theta}}{R \partial \theta} &= \rho h \frac{\partial^2 u}{\partial t^2}, \\
\frac{\partial N_{x \theta}}{\partial x} + \frac{\partial N_\theta}{R \partial \theta} + \frac{\partial M_x}{R \partial x} + \frac{\partial M_\theta}{R^2 \partial \theta} &= \rho h \frac{\partial^2 v}{\partial t^2}, \\
\frac{\partial^2 M_x}{\partial x^2} + \frac{2 \partial^2 M_{x \theta}}{R \partial x \partial \theta} + \frac{\partial^2 M_\theta}{R^2 \partial \theta^2} + \frac{N_\theta}{R} &= \rho h \frac{\partial^2 w}{\partial t^2}.
\end{align*}
\]

The governing equations can be rewritten in the matrix form,

\[
\begin{pmatrix}
L_{11} & L_{12} & L_{13} \\
L_{21} & L_{22} & L_{23} \\
L_{31} & L_{32} & L_{33}
\end{pmatrix}
\begin{pmatrix}
\mathbf{u}(x, \theta, t) \\
\mathbf{v}(x, \theta, t) \\
\mathbf{w}(x, \theta, t)
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix},
\]

where the coefficients are defined as follows,

\[
L_{11} = A_{11} \frac{\partial^2}{\partial x^2} + \frac{A_{66}}{R^2} \frac{\partial^2}{\partial \theta^2}, \quad L_{12} = \left( \frac{A_{12}}{R} + \frac{A_{66}}{R} \right) \frac{\partial^2}{\partial x \partial \theta}, \quad L_{21} = \left( \frac{A_{12}}{R} + \frac{A_{66}}{R} \right) \frac{\partial^2}{\partial x \partial \theta}.
\]
Based on the wave propagation approach [15], for the case of the shell simply supported at both ends, the explicit form of the solution can be assumed as

\[
\mathbf{u}(x, \theta, t) = \sum_{n=1}^{\infty} U_{mn} \cos(\beta \theta) e^{i\alpha x - i\omega t},
\]

\[
\mathbf{v}(x, \theta, t) = \sum_{n=1}^{\infty} V_{mn} \sin(\beta \theta) e^{i\alpha x - i\omega t},
\]

\[
\mathbf{w}(x, \theta, t) = \sum_{n=1}^{\infty} W_{mn} \cos(\beta \theta) e^{i\alpha x - i\omega t},
\]

(5)

where \( U_{mn}, V_{mn}, W_{mn} \) are the maximum amplitudes in the axial, circumferential and radial directions, respectively, \( k_m = m\pi/L, \beta = n/R \) and, \( m \) and \( n \) are the axial and circumferential wavenumbers, respectively. Substituting Eq. (5) into Eq. (4) leads to

\[
\begin{bmatrix}
L_{11} - \Omega & L_{12} & L_{13} \\
L_{21} & L_{22} - \Omega & L_{23} \\
L_{31} & L_{32} & L_{33} - \Omega
\end{bmatrix}
\begin{bmatrix}
U_n \\
V_n \\
W_n
\end{bmatrix} = 0.
\]

(6)

Expansion of the determinant for the coefficient matrix of Eq. (6) in terms of \( \rho \omega^2 = \Omega \) leads to a cubic equation for \( \omega \):

\[
\Omega^3 + C_1\Omega^2 + C_2\Omega + C_3 = 0,
\]

(7)

which can be used to obtain the natural frequencies of the laminated composite shell. It has been demonstrated that the three positive roots are the angular natural frequencies of the cylindrical shell in the axial, circumferential and radial directions. The lowest value of the three positive roots is for the flexural vibration, and the other two represent in-plane vibrations.

3 RESULTS AND DISCUSSIONS

The theoretical formulations that were presented in the previous section is used firstly to obtain the free vibration behaviour. The structure considered are three-layered composite laminates cylindrical shells. The thickness of each layer is one third of the shell thickness. The cylindrical shell is constructed of different layers of orthotropic materials with different fibre orientations and the relevant properties are as the same as that given in literature [15] for verification of results. The geometrical and material properties parameters are set as \( h/R = 0.002, L/R = 20, E_{22} = 7.6\text{GN/m}^2, E_{11}/E_{22} = 2.5, G_{12} = 4.1\text{GN/m}^2, v_{12} = 0.26 \) and \( \rho_0 = 1643\text{kg/m}^2 \). According to the Love’s theory, it is assumed that layers are perfectly bonded. There is no flaw or gap between the layers, and no slipping between the layers. For the cylindrical shells with orthotropic laminates, different cases with the fibre orientation reducing from \( 90^\circ \) to \( 0^\circ \) at the interval of \( 15^\circ \).

The natural frequencies of laminated composite cylindrical shell with fibre orientation of \( [90^\circ/0^\circ/90^\circ], [90^\circ]_2 \) and \( [0^\circ]_3 \) can be obtained based on theoretical approach as presented previously. For the other cases, the FEA are used to obtain the results. In ANSYS FEA modelling, the element 281 is employed to model the cylindrical composite laminated shell. The whole model contains 24080 nodes and 8000 elements. Each element has 8 nodes, each with six degrees of freedom. The number of integration points for each layer is set as three. There is one point located on the top surface, one on the bottom surface, and the third point is located at the
midpoint between the previous two points. The ANSYS Shell281 element is based on the first order shear deformation theory. The calculations have been carried out for the axial wave-number \(m=1\). A comparison of the natural frequencies of laminated composite cylindrical shells with various fibre orientations with different circumferential mode numbers \(n\) has been presented in the Table 1. For the composite laminate cylindrical shell with cross-ply \([90^\circ/0^\circ/90^\circ]\) lamination scheme, Table 1 shows that the theoretical results from wave propagation approach have great agreement with the those obtained from the FEA method and those are obtained by the Newton-Raphson procedure theoretically in the literature [12]. It is also found that theoretical results of the natural frequencies of laminated composite shells in \([90^\circ]_3\) and \([0^\circ]_3\) are close to those obtained from numerical FEA method. The FEA is therefore verified and employed for free vibration analysis of the cylindrical shells with other fibre orientations.

<table>
<thead>
<tr>
<th>Fibre angle</th>
<th>Source</th>
<th>n=1</th>
<th>n=2</th>
<th>n=3</th>
<th>n=4</th>
<th>n=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>([90^\circ/0^\circ/90^\circ])</td>
<td>Ref [15]</td>
<td>0.023590</td>
<td>0.007904</td>
<td>0.005869</td>
<td>0.009020</td>
<td>0.014236</td>
</tr>
<tr>
<td></td>
<td>Theoretical</td>
<td>0.023597</td>
<td>0.008046</td>
<td>0.006338</td>
<td>0.009591</td>
<td>0.014819</td>
</tr>
<tr>
<td></td>
<td>FEA</td>
<td>0.023590</td>
<td>0.007894</td>
<td>0.005770</td>
<td>0.008788</td>
<td>0.014108</td>
</tr>
<tr>
<td>([90^\circ]_3)</td>
<td>Theoretical</td>
<td>0.026080</td>
<td>0.008874</td>
<td>0.006482</td>
<td>0.009406</td>
<td>0.014444</td>
</tr>
<tr>
<td></td>
<td>FEA</td>
<td>0.026074</td>
<td>0.008749</td>
<td>0.006017</td>
<td>0.008775</td>
<td>0.013753</td>
</tr>
<tr>
<td>([75^\circ]_3)</td>
<td>FEA</td>
<td>0.024612</td>
<td>0.008239</td>
<td>0.005924</td>
<td>0.008922</td>
<td>0.014046</td>
</tr>
<tr>
<td>([60^\circ]_3)</td>
<td>FEA</td>
<td>0.021785</td>
<td>0.007296</td>
<td>0.005906</td>
<td>0.009497</td>
<td>0.015064</td>
</tr>
<tr>
<td>([45^\circ]_3)</td>
<td>FEA</td>
<td>0.019426</td>
<td>0.006577</td>
<td>0.006217</td>
<td>0.010583</td>
<td>0.016867</td>
</tr>
<tr>
<td>([30^\circ]_3)</td>
<td>FEA</td>
<td>0.017953</td>
<td>0.006196</td>
<td>0.006754</td>
<td>0.011915</td>
<td>0.019058</td>
</tr>
<tr>
<td>([15^\circ]_3)</td>
<td>FEA</td>
<td>0.017207</td>
<td>0.006048</td>
<td>0.007239</td>
<td>0.013009</td>
<td>0.020891</td>
</tr>
<tr>
<td>([0^\circ]_3)</td>
<td>Theoretical</td>
<td>0.017011</td>
<td>0.006460</td>
<td>0.008363</td>
<td>0.014472</td>
<td>0.022727</td>
</tr>
<tr>
<td></td>
<td>FEA</td>
<td>0.016986</td>
<td>0.006014</td>
<td>0.007431</td>
<td>0.013433</td>
<td>0.021615</td>
</tr>
</tbody>
</table>

Table 1: Comparison of non-dimensional frequency parameter \(\bar{\omega} = \omega \sqrt{\rho R^3/E_{zz}}\) for three-layered cylindrical shells with different lamination sequences with simply supported-simply supported boundary conditions (\(h/R=0.002\) and \(L/R=20\)).

Fig. 2 presents the circumferential mode shapes of the three-layered cross-ply cylindrical shells in \([\theta]_3\) with different fibre orientations while the axial wavenumber is kept to be \(m=1\) and circumferential number is \(n=2\). It is found that when the circumferential number is 2, the natural frequencies increase with the increase of the fibre orientations. It is observed that the circumferential modal shapes vary significantly with the change of fibre orientations. The position on the circumferential mode with the maximum displacement rotates with the change the fibre orientations. When the fibre orientation is changed from \(0^\circ\) to \(90^\circ\), the maximum position for modal displacement changes from left side to right side, as shown in Fig. 2. It reveals that excited mode can be changed by tailoring fibre orientations.

556
Fig. 2: Mode shape of three-layered cross-ply cylindrical shells in $[\theta]_3$ with different fibre orientations with mode shape circumference number of $n=2$.

Fig. 3 shows the effects of fibre orientation on the circumferential natural frequencies with the mode sequence number $n$ changing from 1 to 5. It is found that the influence of fibre orientations on circumferential natural frequencies is more significant at small circumferential mode $n$. The circumferential natural frequencies increase with the increase of fibre orientation angle when $n=1$ and 2. When $n = 1$, the principal mode shape is described as the bending mode. The
main reason can be that when the fibre orientation is increased to 90°, the stiffness along the circumferential directions reaches the maximum, leading to the increase of natural frequencies. In comparison, when \( n = 3, 4 \) and 5, the natural frequencies decrease with fibre orientation. When the fibre orientation angle is larger than 30°, the circumferential natural frequencies corresponding to \( n = 1 \) for each case are larger than those associated with large circumferential modes.

![Figure 3: Variations of the non-dimensional frequencies of the shells in \([\theta]\), against the fibre orientations.](image)

The theoretical wave propagation method can be employed for the free vibration of the composite laminate cylindrical shells in \([0°]_3\) and \([90°]_3\) to investigate the effects of the geometric ratios \( L/R \) on the natural frequencies, respectively. Four cases with different values of \( L/R \) being 1, 5, 10 and 20 are considered. Table 2 shows that for the case of \( L/R = 1 \), the natural frequencies generally decrease with the increase of \( n \). For other cases, the natural frequencies decrease first and then increase with the increase of \( n \). It is found that natural frequency of the composite laminate cylindrical shells in \([0°]_3\) with \( n = 1 \) is the largest. It is found that when the stacking sequence is changed to the \([90°]_3\), the natural frequencies with different circumferential number \( n \) are reduced but changing the stacking sequence from \([90°]_3\) into \([0°]_3\) could effectively increase the natural frequencies associated with \( n = 1 \) and 2.

Table 2 has showed that the natural frequencies for the case \( L/R = 1 \) decrease with the increase of \( n \) from 1 to 7. In the current case study, the forced vibration analysis of the cylindrical composite laminate shell with length \( L \) of 1m, thickness \( h \) of 0.002m and radius \( R \) of 1m is conducted. A harmonic excitation force is applied to the middle point \((0.5m, 0°, 1m)\) of the shell structure. The fibre orientation of the cylindrical shells is set as 0°, 45° and 90°, respectively. Fig. 4 presents the dynamic response on the middle point of the cylindrical shells of different lamination schemes with the variation of the excitation frequencies. It is found that due to the superposition of the modal responses, there are a large number of the resonant peaks in a narrow frequency band. It is found that the change of the fibre orientation could effectively change the resonance frequencies and the corresponding amplitudes of the dynamic response. At specific excitation frequencies such as \( \bar{\omega} = 0.2 \), there is resonance peak of the shell in \([45°]_3\) but a trough for the shell in \([0°]_3\). At some resonance frequencies, the displacement may increase with the fibre orientation angle. These findings provide some evidence that the dynamic response could be reduced at some specific frequencies by changing the fibre orientations. More
detailed study of the vibration characteristics and effects of the fibre orientation on the dynamic behaviour may then be done for the optimization of the cylindrical shells to achieve reduced vibration level.

<table>
<thead>
<tr>
<th>Fibre angle</th>
<th>Mode number</th>
<th>n</th>
<th>L/R=1</th>
<th>L/R=5</th>
<th>L/R=10</th>
<th>L/R=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0°]₃</td>
<td></td>
<td>1</td>
<td>1.236213</td>
<td>0.206763</td>
<td>0.063306</td>
<td>0.017011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.843835</td>
<td>0.081142</td>
<td>0.021841</td>
<td>0.006460</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.577349</td>
<td>0.040869</td>
<td>0.013017</td>
<td>0.008364</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0.406315</td>
<td>0.027521</td>
<td>0.015580</td>
<td>0.014472</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>0.296260</td>
<td>0.027386</td>
<td>0.023036</td>
<td>0.022727</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>0.224422</td>
<td>0.034598</td>
<td>0.032991</td>
<td>0.032884</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>0.177559</td>
<td>0.045613</td>
<td>0.044950</td>
<td>0.044905</td>
</tr>
<tr>
<td>[90°]₃</td>
<td></td>
<td>1</td>
<td>0.911537</td>
<td>0.259599</td>
<td>0.090962</td>
<td>0.026080</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.740182</td>
<td>0.116127</td>
<td>0.033199</td>
<td>0.008874</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.578831</td>
<td>0.060523</td>
<td>0.016847</td>
<td>0.006482</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0.450674</td>
<td>0.037151</td>
<td>0.013050</td>
<td>0.009406</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>0.353995</td>
<td>0.027740</td>
<td>0.015600</td>
<td>0.014444</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>0.282155</td>
<td>0.026713</td>
<td>0.021231</td>
<td>0.020822</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>0.228989</td>
<td>0.031020</td>
<td>0.028579</td>
<td>0.028411</td>
</tr>
</tbody>
</table>

Table 2: Comparison of non-dimensional frequency parameter $\bar{\omega} = \omega \sqrt{\rho R^2/E_{11}}$ for three-layered cylindrical shells in [0°]₃ and [90°]₃ with different geometric ratios L/R with simply supported-simply supported boundary conditions ($h/R=0.002$).

Figure 4: Dynamic response on the middle point of the three-layered cylindrical shells with different lamination sequences with simply supported-simply supported boundary conditions ($h/R=0.002$ and L/R=1).
4 CONCLUSIONS

The vibration behaviour of laminated composite cylindrical shells simply-supported at both ends with various fibre orientations has been investigated. For specific fibre orientations, theoretical wave propagation approach based on Love’s theory has been used for free vibration analysis of the laminated orthotropic composite cylindrical shells. The circumferential natural frequencies were obtained and compared with numerical finite element results for validation. The FEA was also employed for the forced vibration analysis of laminated composite cylindrical shells with various fibre orientations subjected to harmonic loading. The results showed that natural frequencies, mode shapes and the steady-state response at prescribed points can be tailored by properly designing fibre orientations for vibration mitigation. It was found that fibre orientation angle of the shell structure has significant influence on the natural frequencies associated with the first few circumferential modes. It was shown that for different circumferential modes, the fibre angles have distinctly different effects on the corresponding natural frequencies associated. The steady-state responses of cylindrical shells under a harmonic concentrated force were obtained for comparison. It was shown that the fibre angle can effectively vary the resonance frequencies and corresponding peak value of steady-state response.
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ACOUSTIC WAVES IN HOMOGENIZED FLUID-SATURATED DEFORMING PERIODIC SCAFFOLDS UNDER PERMANENT FLOW
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\textbf{Abstract.} Acoustic waves in a poroelastic medium with periodic structure are studied with respect to permanent seepage flow which modifies the wave propagation. The homogenization method provides the macroscopic equations governing the dynamic response of an effective medium, whose the properties are determined by the characteristic responses. We consider a Newtonian slightly compressible fluid under the barotropic acoustic approximation. In contrast with usual simplifications, the advection phenomenon of the Navier-Stokes equations is accounted for. The homogenization results are based on the periodic unfolding method combined with the asymptotic expansion technique. The dynamic permeability depends on the fluid flow properties including the advection effects associated with an assumed stationary perfusion of the porous structure. Numerical results show influence of the advection velocity on the strong dispersion of the quasi-shear modes.
1 INTRODUCTION

We consider acoustic wave propagation in periodic elastic, or viscoelastic scaffolds saturated by Newtonian slightly compressible fluids under the barotropic acoustic approximation. The aim is to derive and analyze an effective medium model of acoustic waves superimposed to a permanent steady seepage flow through the porous material. To analyze the wave dispersion, the homogenization has been employed to upscale the Navier-Stokes equations in the context of deforming pores. This procedure leads to an effective porous medium model which captures the wave propagation for wave lengths significantly larger than the characteristic porosity size corresponding to the one period of the lattice.

The model equations were obtained in [9] using the periodic unfolding method [3], cf. [1] combined with the asymptotic expansion technique. Local problems for corrector functions provide the effective model parameters of the macroscopic wave propagation model which is coherent with the Biot model, yielding the two pressure modes referred to as P1 and P2. The local characteristic responses of the solid and fluid parts are decoupled even in the dynamic interactions including the wall shear stress on the periodic interfaces. A modified Darcy law is obtained; the frequency-dependent dynamic permeability tensor consisting of two parts one of which is associated with the steady advection at the pore level heterogeneity. The model has been implemented using the finite-element method and dispersion curves were obtained for different flow parameters, scaffold geometries and frequencies. Also extension for viscoelastic solid materials was elaborated [9]. The homogenized poroviscoelastic model involves the time convolutions related to the skeleton viscoelasticity and the fluid viscosity. While the macroscopic fading memory phenomena associated with the skeleton viscoelasticity are determined by the relaxation and creep functions of the pure solid phase, the seepage-associated memory effects depend on the fluid, the micropore geometry and the permanent flow perfusion.

In this paper, we record the homogenization result obtained recently in [9] and explore the dispersion properties of plane waves propagating in the homogenized medium. The aim is to illustrate the influence of the advection on the effective permeability and on the wave speed.

Basic notations

Through the paper, we shall adhere to the following notation. A point position in a Cartesian frame is specified by \( x = (x_1, x_2, x_3) \in \mathbb{R}^3 \), where \( \mathbb{R} \) is the set of real numbers. The boldface notation for vectors \( \mathbf{a} = (a_i) \) and second-order tensors \( \mathbf{b} = (b_{ij}) \) is used. The second-order identity tensor is denoted by \( \mathbf{I} = (\delta_{ij}) \). The fourth-order elasticity tensor is denoted by \( \mathbf{D} = (D_{ijkl}) \). The superposed dot denotes a derivative with respect to time. The gradient, divergence and Laplace operators are denoted by \( \nabla, \nabla \cdot \) and \( \nabla^2 \), respectively. When these operators have a subscript referring to the space variable, it is for indicating that the operator acts relatively at this space variable, for instance \( \nabla_y = (\partial_i^y) = (\partial/\partial y_i) \). The symbol dot ‘.’ denotes the scalar product between two vectors and the symbol colon ‘:\’ stands for scalar (inner) product of two second-order tensors, e.g. \( \mathbf{A} : \mathbf{B} = A_{ij}B_{ij} = \text{tr}[\mathbf{A}^T \mathbf{B}] = A_{ki}B_{kj}\delta_{ij} \), where \( \text{tr}[\star] \) is the trace of a tensor and superscript \( T \) is the transposition operator. Operator \( \otimes \) designates the tensor product between two vectors, e.g. \( \mathbf{a} \otimes \mathbf{v} = (a_i v_j) \). Standard notations for functional spaces are adhered. Throughout the paper, \( x \) denotes the global (“macroscopic”) coordinates, while the “local” coordinates \( y \) describe positions within the representative unit cell \( Y \subset \mathbb{R}^3 \).

The normal vectors on a boundary of domains \( \Omega_\alpha \) (or \( Y_\alpha \)) are denoted by \( \mathbf{n}_\alpha \), \( \alpha = s, f \), to distinguish their orientation outward to \( \Omega_\alpha \) (or \( Y_\alpha \)) when dealing with the solid-fluid interfaces. By \( e(\mathbf{w}) = 1/2(\nabla \mathbf{w} + (\nabla \mathbf{w})^T) \) we denote the strain of a vector field \( \mathbf{w} \) (displacements, or
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Figure 1: The periodic cell of solid fibres (left, from [4]) and the 3D periodic cell (right) consisting of the deformable solid scaffolds (red) and the fluid domain, where the flow streamlines for the mean advection velocity \( \bar{w}^0 = 0.1 \text{ m/s} \) are shown.

velocities). The “tilde”-notation can have various meanings which are explained through the text and are clear within the particular context. The following standard functional spaces are used: by \( L^2(\Omega) \) we refer to square integrable functions defined in an open bounded domain \( \Omega \); by \( H^1(\Omega) \) we mean the Sobolev space \( W^{1,2}(\Omega) \subset L^2(\Omega) \) formed by square integrable functions including their first generalized derivatives. Bold notation is used to denote spaces of vector-valued functions, e.g. \( H^1(\Omega) \); by subscript \# we refer to the \( Y \)-periodic functions.

2 Formulation of the acoustic problem

2.1 Periodic microstructure

The microstructure size is expressed by the scale parameter \( \varepsilon = \ell/L \) defined by the ratio of the micro- and macroscopic characteristic lengths, denoted by \( \ell \) and \( L \), respectively. We consider a periodic structure of channels \( \Omega^f_\varepsilon \) saturated by one homogeneous fluid. Due to the assumed periodicity of \( \Omega^f_\varepsilon \), a representative periodic cell \( Z^f_\varepsilon \) can be defined, which generates the fluid domain, see Fig. 1.

A periodic cell \( Z^\varepsilon = \prod_{i=1}^{3}[0, \ell \varepsilon^i] \) can be introduced, such that \( Z^\varepsilon = Z^f_\varepsilon \cup Z^s_\varepsilon \cup \partial_s Z^f_\varepsilon \), where \( Z^s_\varepsilon \subset Z^\varepsilon \) is the solid skeleton and \( \partial_s Z^f_\varepsilon \) is the fluid-solid interface. By \( \partial_\# Z^f_\varepsilon = \partial Z^f_\varepsilon \setminus \partial_s Z^f_\varepsilon \) we denote the “periodic part” of the boundary. For the purpose of the homogenization we consider the “unit periodic cell” \( Y = \varepsilon^{-1}Z^\varepsilon \) which consists of the fluid and solid parts accordingly the decomposition of \( Z^\varepsilon \), thus, \( Y = Y^f \cup Y^s \cup \Gamma \).

The stress tensors of fluid and solid phases are respectively denoted by \( \tilde{\sigma}^f_\varepsilon \) and \( \tilde{\sigma}^s_\varepsilon \). The fluid phase is characterized by its mass density \( \rho_0 \), the bulk modulus \( k_f \) and the viscosity tensor \( \mathbb{D}^f_\varepsilon \), see (5), whilst the solid phase is characterized by its density \( \rho_s \) and elasticity tensor \( \mathbb{D}^s_\varepsilon \).

2.2 Acoustic wave decomposition

To treat the nonlinearity associated with fluid advection, we introduce a decomposition of the model responses into the steady part and the acoustic fluctuations, The total fields \( w, p \) and the mass density of the fluid, \( \rho \), are split into the “flow” parts \( \bar{w}, \bar{p} \) and the “acoustic fluctuation” parts \( \tilde{w}, \tilde{p} \) and \( \tilde{\rho} \), so that

\[
\begin{align*}
  w &= \bar{w} + \tilde{w}, & p &= \bar{p} + \tilde{p}, & \rho &= \bar{\rho} + \tilde{\rho}.
\end{align*}
\]

Since the stationary fluid flow is assumed incompressible, \( \bar{\rho} = \rho_0 \) is a constant. Below, we assume that the steady-state flow is periodic in terms of the velocity \( \bar{w} \). Essentially, because of the dissipation, pressure \( \bar{p} \) cannot be described by a periodic function.
Concerning the solid displacement filed $u$, the deformed configuration for the steady-state is taken as the reference one, so that $u$ will only be associated with acoustic fluctuations (one can put $\bar{u} \equiv \theta$).

### 2.3 Acoustic problem formulation

The weak formulation of the acoustic problem at the pore level relies on the acoustic decomposition (1), so that the steady state response $(\bar{w}^\varepsilon, \bar{p}^\varepsilon, \bar{u}^\varepsilon)$ is assumed to be known.

Let $\hat{V}^\varepsilon(\Omega_f^\varepsilon)$, $Q^1(\Omega_f^\varepsilon)$ and $\hat{U}^\varepsilon(\Omega_s^\varepsilon)$ be three admissible function spaces of the unknown fields $(\bar{w}^\varepsilon, \bar{p}^\varepsilon, \bar{u}^\varepsilon)$ of the problem constituted by the sufficiently differentiable complex-valued functions.

For almost all $t > 0$, the three fields $(\bar{w}^\varepsilon, \bar{p}^\varepsilon, \bar{u}^\varepsilon)$ such that $\bar{w}^\varepsilon(t, \cdot) \in \hat{V}^\varepsilon(\Omega_f^\varepsilon)$, $\bar{p}^\varepsilon(t, \cdot) \in Q^1(\Omega_f^\varepsilon)$, and $\bar{u}^\varepsilon(t, \cdot) \in \hat{U}^\varepsilon(\Omega_s^\varepsilon)$ satisfy

$$
\rho_0 \int_{\Omega_f^\varepsilon} \theta^\varepsilon \cdot (\dot{\bar{w}}^\varepsilon + \bar{u}^\varepsilon + \bar{w}^\varepsilon \cdot \nabla (\bar{w}^\varepsilon + \dot{\bar{u}}^\varepsilon) + (\bar{w}^\varepsilon + \dot{\bar{u}}^\varepsilon) \cdot \nabla \bar{w}^\varepsilon)
$$

\begin{equation}
- \int_{\Omega_f^\varepsilon} \bar{p}^\varepsilon \nabla \cdot \theta^\varepsilon + \int_{\Omega_f^\varepsilon} \mathbb{D}^f \varepsilon e(\bar{w}^\varepsilon + \dot{\bar{u}}^\varepsilon) : e(\theta^\varepsilon) = \int_{\Omega_f^\varepsilon} \bar{\dot{f}}^f \cdot \theta^\varepsilon + \int_{\partial_{\varepsilon}\Omega_f^\varepsilon} \bar{g}^f \varepsilon \cdot \theta^\varepsilon,
\end{equation}

\begin{equation}
\int_{\Omega_s^\varepsilon} q^\varepsilon \left( \tilde{p}^\varepsilon + \bar{w}^\varepsilon \cdot \nabla \bar{p}^\varepsilon + k_f \nabla \cdot (\bar{w}^\varepsilon + \dot{\bar{u}}^\varepsilon) \right) = 0,
\end{equation}

for all $\theta^\varepsilon \in V_0^\varepsilon(\Omega_f^\varepsilon)$ and $q^\varepsilon \in Q^0(\Omega_f^\varepsilon)$, and

\begin{equation}
\int_{\Omega_f^\varepsilon} \rho_s \bar{u}^\varepsilon \cdot v^\varepsilon + \int_{\Omega_s^\varepsilon} \mathbb{D}^s \varepsilon e(\bar{u}^\varepsilon) : e(v^\varepsilon) - \tilde{\mathcal{I}}^\varepsilon(\tilde{\sigma}_f^\varepsilon, v^\varepsilon) = \int_{\Omega_s^\varepsilon} \tilde{\dot{f}}^s \cdot v^\varepsilon + \int_{\partial_{\varepsilon}\Omega_s^\varepsilon} \tilde{g}^s \varepsilon \cdot v^\varepsilon,
\end{equation}

for all $v^\varepsilon \in U_0^\varepsilon(\Omega_s^\varepsilon)$, where $\tilde{\mathcal{I}}^\varepsilon$ represents the fluid stress virtual power on interface $\Gamma_f$,

$$
\tilde{\mathcal{I}}^\varepsilon(\tilde{\sigma}_f^\varepsilon, v^\varepsilon) = \int_{\Gamma_f} n^\varepsilon \cdot \tilde{\sigma}_f^\varepsilon \cdot v^\varepsilon,
$$

\begin{equation}
\tilde{\sigma}_f^\varepsilon(\bar{p}^\varepsilon, \bar{w}^\varepsilon + \dot{\bar{u}}^\varepsilon) = -I \bar{p}^\varepsilon + \mathbb{D}^f \varepsilon e(\bar{w}^\varepsilon + \dot{\bar{u}}^\varepsilon).
\end{equation}

### 3 Homogenized model

An effective model of the two-phase medium was derived using in the asymptotic analysis $\varepsilon \to 0$ of the micro-model (2) and (4). The following scaling by powers of $\varepsilon$ is used for the fluid viscosity $\mu^\varepsilon$ and the steady flow advection $\bar{w}^\varepsilon$ to adjust them to the microstructure, namely to the pore size proportional to $\varepsilon$,

$$
\text{viscosity: } \quad \mu^\varepsilon = \varepsilon^2 \bar{\mu}, \quad \mathbb{D}^f \varepsilon = \varepsilon^2 2 \bar{\mu}(\mathbb{I} - \frac{1}{3} I \otimes I),
$$

$$
\text{advection velocity: } \quad \bar{w}^\varepsilon(x) = \varepsilon \bar{w}(y),
$$

where $\mathbb{I}$ is the fourth-order identity tensor and $\bar{w}(y)$ with $y = x/\varepsilon$ is the $Y$-periodic advection velocity field, as represented in $Y_f$. It is worth noting that the periodic structure is retained if all the material parameters constituting the microstructure and also the advection velocity $\bar{w}$ are constant with respect to the macroscopic position in the medium. In a general situation, the velocity field describing the steady flow in the microstructure can be established for a given macroscopic velocity $\bar{w}^0$ by means of the Forchheimer law, see e.g. [2], cf. [9], so that $\bar{w}(x, y)$ is a two-scale function satisfying the incompressibility constraint $\nabla_y \cdot \bar{w}(x, y) = 0$. 
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3.1 Characteristic responses

The asymptotic analysis (2) and (4) yields the limit equations involving macroscopic fields and two-scale fields. Due to the linearity, the latter fields can be expressed using multiplicative split into the macroscopic and the characteristic responses. However, to do so, the Laplace transformation, \( \mathcal{L}\{f\} \rightarrow f(\lambda) \), where \( \lambda \) is a complex variable representing the angular frequency, must be employed, since the two-scale functions are coupled with the macroscopic functions in time. In what follows, we employ the following bilinear and trilinear forms, defined in terms of the inner product and and the averaging integral,

\[
\langle \mathbf{u}, \mathbf{v} \rangle_{Y_f} = \int_{Y_f} \mathbf{u} \cdot \mathbf{v} ,
\]

\[
\int_D \star = \frac{1}{|Y|} \int_D \star , \quad \text{for any } D \subset Y ,
\]

\[
a_f (\mathbf{w}, \mathbf{v}) = \langle \nabla_y \mathbf{w}, \nabla_y \mathbf{v} \rangle_{Y_f} ,
\]

\[
b_f (\mathbf{w}, \mathbf{v}) = 2 \langle \mathbf{w} \otimes \mathbf{w}, \mathbf{e}_y(\mathbf{v}) \rangle_{Y_f} ,
\]

where \( D \) can be a subdomain, or a manifold in \( Y \). We employ the spaces of \( Y \)-periodic functions: we define \( H^1_\#(Y) \subset W^{1,2}(Y) \) and \( H^1_\#(Y) \subset W^{1,2}(Y) \) for scalar and vectorial fields, respectively; space \( H^1_\#(Y_s) \subset H^1_\#(Y_s) \) is restricted to functions with zero mean values in \( Y_s \); admissible flow velocities belong to the space

\[
H^1_{\#0}(Y_f) = \{ \mathbf{v} \in H^1_\#(Y_f) | \mathbf{v} = 0 \text{ on } \partial Y_f \setminus \partial Y \} .
\]

In order to introduce the local autonomous problems for characteristic flow responses, we establish the following tensor operator attaining two alternative forms,

\[
A = (A_{ij}) , \quad A_{ij} = \begin{cases} \delta_{ij} , \quad & \text{if } i = j , \\ G_{ij} = \delta_{j}^y \bar{w}_i , \quad & \text{otherwise} . \end{cases}
\]

Note that \( (A_{1k})_i = A_{ik} \), whereby \( (1_k)_j = \delta_{jk} \), thus, \( (G_{1k})_i = (\nabla_y \bar{w}_1)_i = \partial^y_k \bar{w}_i \).

The characteristic responses \( (\mathbf{w}^{A,k}, \pi^{A,k}) \), where \( \mathbf{w}^{A,k} \in H^1_{\#0}(Y_f) \) and \( \pi^{A,k} \in L^2(Y_f) \), satisfy

\[
\lambda \langle \mathbf{w}^{A,k}, \mathbf{v} \rangle_{Y_f} - b_f (\bar{\mathbf{w}}, \mathbf{w}^{A,k}, \mathbf{v})
\]

\[
+ \frac{1}{\bar{\nu}} a_f (\mathbf{w}^{A,k}, \mathbf{v}) - \langle \pi^{A,k}, \nabla_y \cdot \mathbf{v} \rangle_{Y_f} = \frac{1}{\lambda} \langle A_{1k}, \mathbf{v} \rangle_{Y_f} ,
\]

\[
\langle q, \nabla_y \cdot \mathbf{w}^{A,k} \rangle_{Y_f} = 0 ,
\]

for all \( \mathbf{v} \in H^1_{\#0}(Y_f) \) and \( q \in L^2(Y_f) \), where \( \bar{\nu} = \rho_0/\bar{\mu} \) is the rescaled kinematic viscosity.

The poroelastic coefficients of the Biot model are expressed in terms of time-independent characteristic responses \( \omega^{ij} \) and \( \omega^s(y) \). Using the elastic bilinear form,

\[
a_s (\mathbf{u}, \mathbf{v}) = \int_{Y_s} D_s e_y(\mathbf{u}) : e_y(\mathbf{v}) ,
\]

two standard autonomous problems are introduced.
(i) Find $\omega^{ij} \in \overline{H}^1_\#(Y_s)$, such that
\[
    a_s(\omega^{ij}, \nu) = -a_s(P^{ij}, \nu), \quad \forall \nu \in H^1_\#(Y_s),
\]
where $P^{ij} = (P^{ij}_k)$ with $P^{ij}_k = y_j \delta_{ik}$.

(ii) Find $\omega^* \in \overline{H}^1_\#(Y_s)$, such that
\[
    a_s(\omega^*, \nu) = -\int_{\Gamma} \nu \cdot n^s, \quad \forall \nu \in H^1_\#(Y_s).
\]

### 3.2 Effective material parameters

Two homogenized tensors $\tilde{K} = (\tilde{K}_{ij})$ and $\tilde{G} = (\tilde{G}_{ij})$ constituting the effective Darcy law are determined by the characteristic responses $w^{ij}$ and $w^{G,j}$,
\[
    \tilde{K}_{ij}(\lambda) = \lambda \int_{Y_f} w^{ij}_I, \quad \tilde{G}_{ij}(\lambda) = \lambda \int_{Y_f} w^{G,j}_I \text{ for } i,j = 1, \ldots, 3.
\]

Using the $\omega^{ij}$ and $\omega^*(y)$, the effective poroelastic coefficients of the Biot model are computed,
\[
    D^H_{ijkl} := a_s(\omega^{ij} + P^{ij}, \omega^{kl} + P^{kl}),
\]
\[
    B^H_{ij} := -a_s(\omega^*, P^{ij}) = a_s(\omega^*, \omega^{ij}) = -\int_{\Gamma} \omega^{ij} \cdot n^s,
\]
\[
    N^H := \int_{Y_f} \nabla_y \cdot \tilde{\omega}^* = a_s(\omega^*, \omega^*),
\]
recalling that $\tilde{\omega}$ is a smooth extension of $\omega$ to entire $Y$. Above, the alternative expressions can be derived due to the local problems (11) and (12). The following properties of the homogenized poroelastic coefficients hold: the Biot compressibility modulus $M^H > 0$, the elasticity coefficients are symmetric, $D^H_{ijkl} = D^H_{klji} = D^H_{ijkl}$, and positive definite, i.e. $D^H_{ijkl} \varepsilon_{ijkl} > 0$ for any $\varepsilon_{ij} \in \mathbb{R}$, and the analogous properties hold also for Biot stress-coupling coefficients $B^H_{ij} = B^H_{ji}$ satisfying $\tilde{B}^H \cdot \zeta_i \zeta_j > 0$ for any $\zeta_i \in \mathbb{R}$.

Upon introducing coefficients involving the porosity $\phi_f$,
\[
    \tilde{B}^H := B^H + \phi_f I, \quad M^H := N^H + \phi_f I, \quad \text{with } \phi_f = \int_{Y_f},
\]
we recover the Biot model of the poroelastic material; the total effective stress $\sigma^{\text{eff}}$, the local pore fluid content increase $\tilde{J}_f = -\nabla_x \cdot (\phi_f w^0)$, and the effective seepage velocity $\phi_f w^0$ are given by
\[
    \sigma^{\text{eff}} = D^H e_x(u^0) - p^0 \tilde{B}^H, \quad \tilde{J}_f = \tilde{C}^H : e_x(u^0) + M^H p^0,
\]
\[
    \phi_f w^0 = -\tilde{K} \frac{1}{\rho_0} (\nabla_x p^0 + \rho_0 \lambda^2 u^0 - \tilde{J}_f) + \tilde{G} \lambda u^0.
\]

While the dynamic permeability $\tilde{K}$ constitutes the Darcy law (16), as in the case of a rigid porous medium, tensor $\tilde{G}$ presents a coupled effect of the advection $\tilde{w}$ and the macroscopic skeleton velocity $\lambda u^0$. 
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3.3 Permeability and the visco-dynamic operator

In many works (see e.g. [6] and [5]) the dynamic permeability is introduced using the second-order tensor $\eta[K(\lambda)]^{-1} := \lambda \rho + \eta K^{-1}$ which presents the “low-frequency approximation” (i.e., for small $\lambda := i \omega$, given by the frequency $\omega$ and $i = \sqrt{-1}$) of the visco-dynamic operator, defined by the static permeability $K$, the dynamic fluid viscosity, $\eta$, and the tortuosity $a_\tau \geq 1$: $\rho \approx \rho_0 a_\tau/\phi_f$. We consider $\hat{K}(\lambda) := [\lambda \rho + K^{-1}]^{-1}$ and compare it with the permeability $\hat{K}(\lambda)$ just introduced above.

Let $\Lambda = \text{diag}_k(\Lambda_k)$ is the diagonal tensor formed by the eigenvalues $\Lambda_k, k = 1, 2, 3$ of the static permeability $K$, thus, $\hat{K}X = \Lambda X$. The following holds:

$$\hat{K}(\lambda) = X \text{diag}_k(\xi_k) X^T, \quad \xi_k = \frac{\Lambda_k}{1 + \lambda \Lambda_k \rho_0} = \frac{\Lambda_k (1 + \lambda^* \Lambda_k)}{1 + (|\lambda| \Lambda_k \rho_0)^2}, \quad (17)$$

where $\lambda^*$ is the complex conjugate of $\lambda$ and $|\lambda| = \sqrt{\lambda \lambda^*}$. The obvious asymptotics yields $\xi_k \to 0$ for $|\lambda| \to 0_+$ and $\xi_k \to 0$ for $|\lambda| \to \infty$. It is easy to see that

$$\hat{K}^{-1}(\lambda) = X \text{diag}_k(\lambda \rho_0 + \Lambda_k^{-1}) X^T, \quad (18)$$

noting that eigenvalues $\Lambda_k$ are independent of $\lambda$. By virtue of the approximation $\hat{K}(\lambda) \approx \hat{K}(\lambda)$ the above asymptotics and (17),(18) reveal also the variation of $(\hat{K}(\lambda))^{-1}$ with frequency $\lambda$.

4 Poroelastic model in the frequency domain

To study the wave propagation in the homogenized medium, the Biot model with the dynamic Darcy law will be presented in the frequency domain. We shall consider monochromatic harmonic waves of a given circular frequency $\omega$. Further, we employ $i^2 = -1$; note the relationship with the preceding section by putting $\lambda = i \omega$. The Fourier transform $F(\omega) : u(t, x) \mapsto u(\omega, x)$ is applied, replacing formally the Laplace transformation employed above. In what follows, for the sake of simplicity, we keep unchanged notation for the unknown fields, just dropping the superscript $^0$. Since the reference fluid density $\rho_0^0$ is a constant, it is useful to introduce the following notation:

$$u := u^0, \quad \hat{D}^H := D^H / \rho_0^0, \quad p := p^0 / \rho_0^0, \quad \hat{\lambda}^H := \rho_0^0 M^H,$$

$$w := \phi_f w^0, \quad \hat{K} := \rho_0^0 K, \quad \hat{\phi} := \hat{\phi}^0, \quad \hat{\phi} := \rho_0 \phi^0,$$

$$\hat{f} := \hat{\phi}^0 / \rho_0^0, \quad \hat{g} := g^0 / \rho_0^0,$$

$$\hat{v} = \hat{\rho} / \rho_0, \quad \text{where } \hat{\rho} = \hat{\rho}_s + \phi_f \rho_0 = \int_{Y_s} \rho_s + \phi_f \rho_0,$$

thus, $\hat{\rho}$ is the mean density. The visco-dynamic operator, cf. [6] and [5], is represented by the inverse dynamic permeability $\hat{K}^{-1}$. Within assumptions of the acoustic fluctuations, the dynamic response of the homogenized poroelastic medium is governed by the following set of
differential equations

\[-\omega^2 \hat{T}u + i\omega w - \nabla \cdot \left( \hat{D}^H e_x(u) - p \hat{B}^H \right) = \hat{f}, \]

\[i\omega \hat{B}^H : e_x(u) + \nabla \cdot w + i\omega \hat{M}^H p = 0, \quad (20)\]

\[\hat{K}^{-1}(w + i\omega \hat{G}u) - \omega^2 u + \nabla_x p = \hat{f}, \]

where \(\hat{f}\) and \(\hat{f}_f\) are the effective volume forces in the fluid phase and in the bulk mixture material; however, these forces are not involved in the dispersion analysis studied below. It is worth to note that the extra term \(i\omega \hat{K}^{-1} \hat{G}u\) in the last equation emerges due to the advection phenomenon of the permanent fluid flow given by the advection \(Y\)-periodic velocity field \(\hat{w}\).

Remark 1. It is worth noting that the computed permeability \(\hat{K}\) is usually represented by the visco-dynamic operator \([k(\omega)]/\eta\), see e.g. [6], such that \(\hat{K}^{-1} \approx \eta[k(\omega)]^{-1} := i\omega \rho + \eta K^{-1}\) presents the low-frequency Biot’s approximation of the visco-dynamic operator, where \(K/\eta\) is the static permeability.

4.1 Wave dispersion analysis

The wave propagation in the heterogeneous two-phase medium is analyzed using the model of the homogenized medium. In what follows, the volume forces are disregarded, since we are interested in the free wave propagation, thus \(\hat{f} = \hat{f}_f \equiv 0\).

4.2 Plane waves in homogenized medium

We look for a monochromatic harmonic plane wave propagating in direction \(n\), such that it can be written in the form

\[\hat{u}(x, t) = u \exp (-i\kappa \cdot x) \exp (i\omega t), \quad \hat{p}(x, t) = p \exp (-i\kappa \cdot x) \exp (i\omega t), \quad \hat{w}(x, t) = w \exp (-i\kappa \cdot x) \exp (i\omega t), \quad (21)\]

where the triplet \((u, p, w)\) denotes the plane wave amplitudes, \(\omega\) is the circular frequency and \(\kappa = \omega n\) is the wave vector. In the Fourier space, transformed (21) substituted in (20) yields

\[-\omega^2 \hat{T}u + i\omega w + \omega^2 n \cdot \hat{D}^H : n \otimes u - i\omega \hat{B}^H np = 0, \]

\[\omega\hat{B}^H : n \otimes u - i\omega n \cdot w + i\omega \hat{M}^H p = 0, \quad (22)\]

\[\hat{K}^{-1}(w + i\omega \hat{G}u) - \omega^2 u - i\omega np = 0. \]

Let us recall the approximate expression (18) of \((\hat{K}(i\omega))^{-1}\) which reveals that (22)\(_3\) is well defined.

The dispersion analysis yields an implicit mapping \(\omega \mapsto \omega\) within an interval of frequencies, \(\omega_{\min} \leq \omega \leq \omega_{\max}\), \(\omega_{\min}, \omega_{\max} \in \mathbb{R}\) for a specified direction \(n\). To compute \(\omega\) for a given \(\omega \in \mathbb{R}\), an eigenvalue problem (EVP) must be solved. The straightforward formulation (22) involving all the three variables \((u, p, w)\), as well as the reduced formulation in \((u, p)\), both lead to a quadratic EVP, cf. [10]. By eliminating the pressure from (22), the formulation in \((u, w)\) is obtained, which leads to a linear EVP. Therefore, we pursue this approach of performing the dispersion analysis.
4.3 Formulation \((u, w)\)

The pressure can be eliminated from (22),

\[
p = \frac{-1}{i\omega M} \left( \gamma \omega \hat{B}^H : n \otimes u - i\omega n \cdot w \right)
= \frac{1}{M} \hat{B}^H : n \otimes u + \frac{\gamma}{\omega M} n \cdot w,
\]

Upon substituting (23) in (22), we get

\[
\gamma^2 \left( n \cdot \hat{D}^H : n \otimes u + (\hat{M}^H)^{-1} (\hat{B}^H n) \otimes (\hat{B}^H n) u - \omega^2 \hat{r} u \\
+ (i\omega I - \gamma^2 i(\omega \hat{M}^H)^{-1} \hat{B}^H n \otimes n) w = 0 ,
\right)
\]

\[
\left( i\omega \hat{K}^{-1} \hat{G} - \omega^2 I + \gamma^2 (\hat{M}^H)^{-1} (n \otimes n) \hat{B}^H \right) u + (\hat{K}^{-1} - \gamma^2 i(\omega \hat{M}^H)^{-1} n \otimes n) w = 0 ,
\]

where the following substitutions (abbreviations) can be applied:

\[
\hat{D}^U = \hat{D}^H + \hat{B}^H \otimes \hat{B}^H / \hat{M}^H ,
\]

\[
A_{ij}^U n = \hat{D}_{ijkl} n_k n_l ,
\]

\[
N^m = n \otimes n ,
\]

To proceed, (25) is substituted in (24) which then yields

\[
\gamma^2 \left( A^U_{ij} n - i(\omega \hat{M}^H)^{-1} \hat{B}^H N^m w - \omega^2 \hat{r} u + i\omega w = 0 ,
\right)
\]

\[
\gamma^2 \left( (\hat{M}^H)^{-1} N^m \hat{B}^H u - i(\omega \hat{M}^H)^{-1} N^m w \right) + (i\omega \hat{K}^{-1} \hat{G} - \omega^2 I) u + \hat{K}^{-1} w = 0 .
\]

Now, (26)_1 and (26)_2 are multiplied by \(1/\omega^2\) and \(i/\omega^3\), respectively. The modified equations can be expressed upon introducing matrices \(\text{IM}(\omega)\) and \(\text{IK}(\omega)\), where

\[
\text{IM}(\omega) = \begin{pmatrix}
iI , \\
i\omega I + \frac{1}{\omega^2} \hat{K}^{-1} \hat{G} , \\
-\frac{1}{\omega^2} \hat{K}^{-1} 
\end{pmatrix} ,
\]

\[
\text{IK}(\omega) = \begin{pmatrix}
A^U_{ij} n , \\
\frac{i}{\omega M^H} N^m \hat{B}^H , \\
-\frac{1}{\omega^2 M^H} N^m n
\end{pmatrix} ,
\]

The dispersion analysis consists in solving the following eigenvalue problem: Given \(\omega \in \mathbb{R}\), find \(\gamma = \gamma / \omega \in \mathbb{C}\), such that a nontrivial \(q = |u; w| \neq 0\) satisfies

\[
\text{IM}(\omega)q = \lambda \text{IK}(\omega)q ,
\]

where \(\lambda := \gamma^2\).

Recall that both \(\hat{K}\) and \(\hat{G}\) depend on the frequency \(\omega > 0\).

In 3D, (28) provides 6 eigenvalues \(\lambda = \gamma^2\). It is clear that \(\text{Ker}(\text{IK}) \neq \emptyset\); Let \(n_\perp\) is any unit vector, such that \(n_\perp \cdot n = 0\). Then \(q_\perp = \{0; n_\perp\} \in \text{Ker}(\text{IK})\), noting that \(N^m n_\perp = 0\). Hence \(\text{card}(\text{Ker}(\text{IK})) = 2\). As the consequence, there are two \(\lambda_5 = \lambda_6 = \infty\). The remaining eigenvalues \(\lambda_1, \ldots, \lambda_4\) represent four modes which can be identified as the quasi-shear (qS) and quasi-compressional, usually called quasi-pressure modes (qP), depending on the cosinus \(\approx u \cdot n\) of the angle between the solid displacement polarization.
Figure 2: Eigenvalues of the permeability tensors $\hat{K}(\omega)$ (computed by homogenization, labels $h1, h2, h3$) and $\breve{K}(\omega)$ (the Biot’s visco-dynamic operator approximation, labels $a1, a2, a3$). Steady advection: $\bar{w}^0 = 0$ (top figures), $\bar{w}^0 = 0.1$ (bottom figures).

Figure 3: The components of the tensors $\hat{G}(\omega)$. Steady advection: $w^0 = 0.1$ (note that $\hat{G}(\omega) \equiv 0$ for $w^0 = 0.0$).
Figure 4: Wave numbers $\kappa_1$ (mode 1, qP1 mode) and $\kappa_2$ (mode 2, qS1 mode). Steady advection: $\bar{\omega}^0 = 0$ (top figures), $\bar{\omega}^0 = 0.1$ (bottom figures).
Figure 5: Wave numbers $\kappa_1$ (mode 3, $qS_2$ mode) and $\kappa_2$ (mode 4, $qP_2$ mode). Steady advection: $\bar{\omega}^0 = 0$ (top figures), $\bar{\omega}^0 = 0.1$ (bottom figures).
5 Numerical illustrations

We shall illustrate the wave dispersion using a 3D geometry shown in Fig. 1, representing the periodic elastic scaffolds saturated by viscous fluid. Acoustic waves propagating in an inviscid fluid saturating this particular structure, but considered as rigid, were analyzed in [7, 8]. In Fig. 1, right, the elastic skeleton $Y_s$ is indicated by the red color, while the flow streamlines of the advection flow $\tilde{w}$ are depicted in the fluid domain $Y_f$. Note that the mean velocity $\tilde{w}^0 = 0.1 \text{ m/s}$ represents the microscopic advection field $\tilde{w}(y)$ defined in $Y_f$, such that $\tilde{w}^0 = \nu \tilde{w}^0 = \int_{Y_f} \tilde{w} \text{ is the mean advection vector with } \tilde{w}^0 = |\tilde{w}|^0$.

We aim to demonstrate the influence of the permanent fluid flow given by the macroscopic velocity $\tilde{w}^0$ on the wave dispersion. For this, compute the permeability, analyze the wave numbers obtained by solving the eigenvalue problem (28) which yielded phase velocities and attenuations of the four propagating modes. We consider two values of the advections velocity: a) $\tilde{w}^0 = 0 \text{ m/s (zero advection)}$, b) $\tilde{w}^0 = 0.1 \text{ m/s}$, whereby the overall flow direction is $\nu = e^1 = [1, 0, 0]^T$. The incident wave direction $\mathbf{n} = \frac{1}{\sqrt{2}}[1, 1, 0]^T$ is not aligned with the permanent flow direction $\nu$. The dimensions of the periodic cell shown in Fig. 1 (right) were $7.5 \times 10^{-4} \text{ m (x}_1 \text{ axis)}, 6.5 \times 10^{-4} \text{ m (x}_2 \text{ axis)}, 2.75 \times 10^{-4} \text{ m (x}_3 \text{ axis)},$ with the fibre diameters $2 \times 10^{-4} \text{ m}$. The solid fibres domain had the $\text{Al}_2\text{O}_3$ material parameters ($E = 300 \text{ GPa}, \nu = 0.27$, and $\rho = 3900 \text{ kg/m}^3$) while the fluid domain was filled with water ($\mu = 1.02 \times 10^{-3} \text{ Pa.s}, k_f = 2.25 \text{ GPa}$, and $\rho_0 = 1000 \text{ kg/m}^3$).

In response to the varying frequency $\omega$, we compute eigenvalues of the dynamic permeability tensors, i.e. $\hat{K}(\omega)$ and its approximation $\tilde{K}(\omega)$, see Section 3.3. To characterize the wave propagation in such porous media, for a given direction $\mathbf{n}$, the classical dispersion curves $\omega \mapsto c(\mathbf{n})$ are computed which yield phase velocities $\omega \mapsto c(\mathbf{n})$, where $c = \omega/R\mathbf{n}$. It is worth noting, that the four modes can be classified as the quasi-pressure and quasi-pressure modes. For this, however, computing the projections of the complex polarization vectors $\mathbf{u}$ to $\mathbf{n}$ may yield ambiguous interpretations. Therefore, we prefer to use mode indices 1,2,3, and 4 which are assigned according to the speed of sound ordering, i.e. $c_1 \geq c_2 \geq c_3 \geq c_4$. Obviously, on one hand, mode switching may appear, so that this classification is not universally relevant. On the other hand, there is a correlation between prevailing model polarization and the sound speed value. In our example, modes 1 and 4 and the fast (qP1) and the slow (qP2) modes, whereas modes 2,3 describe the qS modes.

To illustrate the dynamic permeability and the advection phenomenon influence, the eigenvalues of the dynamic permeability tensors are displayed in Fig. 2; there the curves labelled by $h_{1,2,3}$ represent the eigenvalues of $\hat{K}(\omega)$ given by (13) as the result of the homogenization of problem (2). The curves labelled by $a_{1,2,3}$ are the eigenvalues of the Biot’s visco-dynamic operator approximation determined using the static permeability $K = \hat{K}(0)$ and the isotropic tensor $\rho$ with the tortuosity $\alpha_c = 1$. The influence of the steady advection velocity $\tilde{w}^0$ is manifested both in the eigenvalue magnitudes and in differences between the eigenvalues 1, 2 for the nonzero velocity. The components of the tensors $\hat{G}(\omega)$ are shown in Fig. 3. Since $\hat{G}(\omega) \equiv 0$ for $\tilde{w}^0 = 0.0$, only the curves for $\tilde{w}^0 = 0.1$ are depicted.

The dispersion curves are $\omega \mapsto \Re(\mathbf{x})$ and attenuation $\omega \mapsto \Im(\mathbf{x})$ curves are presented in Fig. 4 (modes 1-2) and Fig. 5 (modes 3-4). The flow advection influences more the attenuation properties expressed by $\Im(\mathbf{x})$, rather than the wave propagation speed corresponding to $\Re(\mathbf{x})$. This phenomenon is even more pronounced when the phase velocities $\omega/\Re(\mathbf{x}_k)$ of the four modes are inspected in Fig. 6. Namely the oscillations of the shear mode $qS2$ in the interval $500 \div 1500 \text{ Hz}$ induced by the advection are remarkable.
Figure 6: Phase velocity $c_{k} = \omega / \Re(\kappa_{k}), k = 1, \ldots, 4$ of the compressional $qP_{1}$ and $qP_{2}$ modes (labelled by indeces 1 and 4, respectively), and the shear modes $qS_{1}, qS_{2}$ (labelled by indeces 2 and 3, respectively). Steady advection: $\bar{w}^0 = 0$ (top figures), $\bar{w}^0 = 0.1$ (bottom figures).
6 Conclusion

In this paper, we presented the effective model of the acoustic wave propagation in a periodic poroelastic medium perfused by a viscous fluid. To respect an influence of the permanent flow component on the acoustic fields, the model was derived using the asymptotic homogenization applied to a linearized problem relying on the acoustic perturbations of all the involved fields. This approach enables to retain the advection phenomenon manifested by the macroscopic steady flow velocity \( \bar{w}_0 \) in the limit homogenized model. As a consequence, a new generalized Darcy law governing the macroscopic seepage velocity of the acoustic waves is constituted by a modified dynamic permeability and another new tensor which introduces a coupling effect between macroscopic fluctuations of the seepage velocity and the skeleton velocity. Both these tensors are nonsymmetric when \( \bar{w}_0 \neq 0 \) and depend on the advection associated with the permanent flow. This is a new ingredient in the model. The reported numerical example illustrates the strong influence of the advection phenomenon on the wave dispersion and namely the attenuation properties in specific frequency intervals in which possible oscillations of the dispersion curves are encountered. Further numerical results and a deeper analysis of the dispersion phenomenon influenced by the permanent flow in porous media will be reported in a forthcoming paper.
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Abstract. This work provides a bending free vibration analysis of sandwich beams with three layered, using a proposed new analytical method based on energy approach and spectral analysis. Zig-zag displacement model is used to define the face and core layers displacements. The upper and lower layers are assumed to be Euler-Bernoulli beams, while the central layer is considered to be a Timoshenko beam. Two boundary conditions (Simply supported and clamped ends) are assumed. Assuming a harmonic motion, the governing equations of the sandwich beam are derived by applying Hamilton’s principle. Two differential equations coupled in axial and transverse deformations are obtained. The present model is validated by comparing the obtained results with those available in the literature. A parametric study is done to show the effects of some parameters such as face/core thickness ratio and face/core density ratio on the natural frequencies of sandwich beams.
1 INTRODUCTION

Sandwich structures have spread in automotive, aerospace and marine industries due to their lightness, excellent acoustic absorption and their impact and heat resistance. Heavy use of this type of structure in several industries required the research of new theories adapted to the study of their behavior in bending, buckling and vibrations.

Numerous of publications concerning sandwich beams, plates and shells are cited by Vinson [1] who presented characteristics and advantages of sandwich structures. Grigolyuk and Chulkov [2] provided the first hypotheses on the deformations of sandwich structures. Wang et al. [3] provided the higher-order hypotheses which include shearing of beams and plates. Zigzag hypotheses for multilayered plates were formulated by Carrera [4].

The earliest to provide the basic theory of sandwich structures were Plantema [5] and Allen [6]. Free vibration analysis of Sandwich beams has been performed by many scientists. Some references which are directly related to this work are briefly reviewed as follows. The first studies on the free vibrations of sandwich beams were carried out by Di Taranto [7] Mead and Marcus [8] using classical theory. Mead [9] developed a model which supposes that the upper and lower faces of a sandwich beam are deformed according to the theory of the Bernoulli-Euler beam, while the core deforms only in shear and shear. This model has been validated by comparing it to the different models adopted in several studies to analyze the free vibration of sandwich beams. Iaccarino et al. [10] investigated the core geometry effect on bending behavior of sandwich beam.

Solutions based on the finite elements used to analyse the vibrations of the sandwich beams are available in the Refs [11, 12]. This model based on a higher order theory using zigzag displacement field has been developed by Chakrabarti et al. [13] for static analysis of laminated soft-core sandwich beams. Sakiyama et al. [14] presented free vibration analysis of sandwich beam with both elastic and viscoelastic core for arbitrary conditions. They introduced a green function to obtain the characteristic equation which allows to computing modes and natural frequencies. It is a discrete solution to the differential equation governing the bending behavior of a sandwich beam.

Dynamic Stiffness Method (DSM) allows better results with a minimum number of elements. This has prompted scientists in recent years to use this method to study the free vibrations of sandwich beams. For example, Banerjee [15] used DSM to investigate the free vibrations of symmetrical sandwich beams. In this study, the governing motion equations are derived by ignoring mass of the nucleus with respect to those of the both faces. Howson and Zare [16] studied the vibratory behavior of the sandwich beam by taking into account the acceleration of flexion of the beam with the nucleus and ignoring the axial acceleration of the beam by deriving the equations of motion governing. They used DSM for various boundary conditions and elastic supports. Khalili et al. [17] investigated the free vibration of three-layered symmetric sandwich beam consists of sprung masses using the finite element formulation and DSM. Numerical examples are used for discussing the finite element formulation and dynamic stiffness matrix. Frostig and Baruch [18] investigated the free vibrations of sandwich beams with flexible core based on higher order theory. They presented different model for sandwich beams analysis. Amirani et al. [19] investigated the bending vibration of a sandwich beam with a core layer made in FGM. They used the Galerkin method to derive equations of motion. Natural frequencies are obtained by using the finite element analysis. A quasi-two-dimensional finite element formulation was developed by Bekuit et al [20] to analyze dynamic and static behavior of sandwich beams. The assumed model is three-layered and the longitudinal and transverse displacements are considered. In this study the formulations were independent of the flexibility of the central layer.
The main purpose of this research is to validate the new approach proposed here to analyze vibrational responses of a sandwich beam. Then, a parametric study is carried out to show the effects of some parameters such as face/core thickness ratio and face/core density ratio. First, the displacement field at face and core layers, is defined by using Zig-zag model. Then, assuming a harmonic motion, the both displacements are extended as finite series of basic functions, and kinetic and total strain energies are expressed in discretized forms. Finally, Hamilton’s principle is applied to obtain the motion equations for both boundary conditions. Differential equations system is reduced to an eigenvalue problem, which is solved by the Rayleigh-Ritz formulation. Natural frequencies are therefore easy to determine.

2 GENERAL FORMULATION

2.1 Problem definition

The structure studied here is shown in Fig 1. It is a sandwich beam of length “$l$” and width “$b$”. “$h_f$” and “$h_c$” are the face sheet and core thickness respectively. As shown in this figure, the beam deformations are considered to be in $(x, z)$ plane.

![Figure 1: Geometry and coordinate system of the sandwich beam.](image)

2.2 Displacement field

The proposal of the zig-zag model is explained by the fact that the core and sheets are made of different materials and have different thickness. This leads to a discontinuity of mechanical properties through the thickness of the beam. This does not allow to use the same theory for the core and sheets, and to treat them independently.

![Figure 2: Geometry and coordinate system of the sandwich beam.](image)
Motion equations of a sandwich beam element are derived on the basis of the following assumptions:
- Sandwich beam element behavior is assumed in the linear elasticity case;
- Normal deformations in z-axis direction are negligible on the core and faces \( \varepsilon_z = 0 \).
- No slippage and no delamination between core and sheets.
- Upper and lower thin face sheets are assumed to be deformed according to the Euler-Bernoulli beam theory, and the core is assumed to be deformed only in shear.
- Transverse displacement \( w(x,t) \) is considered the same for the three layers.
- Axial displacements of the median lines of the upper and lower face sheets are \( u_u(x,t) \) and \( u_l(x,t) \) respectively.
- Symmetric deformation \( \rightarrow u_u(x,t) = -u_l(x,t) \). \( u_u(x,t) = -u_l(x,t) \) are axial displacements of the median lines of the upper and lower face sheets respectively. Therefore, \( u_u = -u_l = u \)

The beam displacement field is derived from the compatibility conditions for deformations.

\[
U(x,t) = \begin{cases} 
    u - z \frac{\partial w}{\partial x} & \text{Uper layer} \quad \frac{h_f}{2} \leq z \leq \frac{h_f}{2} \\
    2u + h_f \frac{\partial w}{\partial x} & \text{Core layer} \quad \frac{h_f}{2} \leq z \leq \frac{h_f}{2} \\
    -u - z \frac{\partial w}{\partial x} & \text{Lower layer} \quad \frac{h_f}{2} \leq z \leq \frac{h_f}{2}
\end{cases}
\]

(1)

\[
W(x,t) = w \quad \forall z
\]

2.3 Governing equation

To obtain the sandwich beam motion equation, Hamilton’s principle is applied. It is symbolically written for a period \( 0 \) to \( \pi / 2\omega \) as:

\[
\partial \int_0^{\pi/2\omega} (T - U) dt = 0
\]

where, \( U \) and \( T \) are strain and kinetic energy respectively.

- **Kinetic and strain energy calculation**

By neglecting the axial motion, the beam kinetic energy is expressed as follows:

\[
T = \frac{1}{2} \iiint_{\Omega} \rho \left[ \left( \frac{\partial U}{\partial t} \right)^2 + \left( \frac{\partial W}{\partial t} \right)^2 \right] dV =
\]

\[
-\frac{1}{2} \iiint_{\Omega_f} \rho_f \left[ \left( \frac{\partial u}{\partial t} \right) - z \left( \frac{\partial^2 w}{\partial t \partial x} \right) \right] \left( \frac{\partial u}{\partial t} \right) + z \left( \frac{\partial^2 w}{\partial t \partial x} \right) + 2 \left( \frac{\partial w}{\partial t} \right)^2 \right] dV_f =
\]

\[
+ \frac{1}{2} \iiint_{\Omega_c} \rho_c \left[ \frac{z^2}{h_c^2} \left( 2 \left( \frac{\partial u}{\partial t} \right) + h_f \left( \frac{\partial^2 w}{\partial t \partial x} \right) \right) + \left( \frac{\partial w}{\partial t} \right)^2 \right] dV_c =
\]

\( \rho_f, \rho_c \) are mass density of sheet-face and core respectively, with \( m_f = \rho_f A_f \); \( m_c = \rho_c A_c \).
Calculation of the integrals of Eq (3), leads to the following kinetic energy expression:

$$
T = \frac{1}{2} \int_0^1 \left( 2m_f \left( \frac{\partial u}{\partial t} \right)^2 + \left( 2m_f + m_i \right) \left( \frac{\partial w}{\partial t} \right)^2 + \frac{m_i}{12} \left( 2 \left( \frac{\partial u}{\partial t} \right)^2 + h_f \left( \frac{\partial^2 w}{\partial t \partial x} \right)^2 \right) \right) dx
$$

(4)

Taking into account the previous assumptions, the beam strain energy is given by:

$$
U = \frac{1}{2} \left[ \iiint_\Omega \sigma_x \varepsilon_x dV_f + \iiint_\Omega \tau_{xz} \gamma_{xz} dV_f + \iiint_\Omega \sigma_x \varepsilon_x dV_f \right]
$$

(5)

$$
\sigma_x = E \varepsilon_x \quad ; \quad \tau_{xz} = G \gamma_{xz}
$$

(6)

$$
U = \frac{1}{2} \left[ \iiint_\Omega E_f \varepsilon_z^2 dV_f + \iiint_\Omega G_f \varepsilon_z^2 dV_f + \iiint_\Omega E_f \varepsilon_z^2 dV_f \right]
$$

(7)

The integrals in the Eq. (7) are calculated by substituting the values of the strains, to obtain the following expression of the strain-energy:

$$
U = \frac{1}{2} \int_0^1 \left( 2E_f A_f \left( \frac{\partial^2 u}{\partial x^2} \right)^2 + 2E_f B_f \left( \frac{\partial^2 w}{\partial x^2} \right)^2 + G_f A_f \left[ \frac{4}{h_f} (1 + \frac{h_f}{h_c}) u + \frac{4}{h_f} \left( 1 + \frac{h_f}{h_c} \right) \frac{\partial w}{\partial x} \right] \right) dx
$$

(8)

$$
dV_f = A_f \ dx \ ; \ A_f = b dz
$$

(9)

$$
(A_f, B_f) = \frac{1}{2} \int_{h_f/2}^{h_f/2} (z, z^2) b dz \ ; \ A_c = \frac{1}{2} \int_{-h_c/2}^{h_c/2} dA_c
$$

(10)

\( \circ \) **Kinetic and Strain energy discretization.**

Assumptions:
- The motion is assumed to be harmonic;
- The space-functions and time are assumed to be separable.

With these assumptions, the transverse and in-plane displacements can be written respectively as:

$$
\begin{align*}
\begin{cases}
    w(x,t) = w(x) \cos(\omega t) \\
    u(x,t) = u(x) \cos^2(\omega t)
\end{cases}
\end{align*}
$$

(11)

Space-functions \( w(x) \) and \( u(x) \) are expanded in the form of finite series of \( n \) basic functions \( w_i(x) \) and \( u_i(x) \) respectively as:

$$
\begin{align*}
\begin{cases}
    w(x) = a_1 w_i \quad i = 1,2,3,\ldots,p \\
    u(x) = b_1 u_i \quad i = 1,2,3,\ldots,q
\end{cases}
\end{align*}
$$

(12)

It can be demonstrated by a convergence study of spectral expansions used for this model that \( p = q = 6 \) are sufficient to obtain precise results concerning frequencies and stresses.

Discretization of the strain and kinetic energy expressions is made by substituting the expression given in Eqs. (11) into Eqs. (4) and (8), and rearranging. This leads to the following expressions:

$$
U = \frac{1}{2} \left[ a_1 a_j K_{jy}^u \cos^2(\omega t) + b_1 b_j K_{jy}^w \cos^4(\omega t) + a_1 b_j C_{jy}^{uw} \cos^3(\omega t) \right]
$$

(13)

$$
T = \frac{1}{2} \left[ a_1 a_j \omega^2 M_{jy}^{uw} \sin^2(\omega t) M_{jy}^w + b_1 a_j \omega^2 M_{jy}^w \sin^2(\omega t) + a_1 b_j \omega^2 M_{jy}^{uw} \sin(\omega t) \sin(2\omega t) \right]
$$

(14)

where,

\( K_{jy}^u, K_{jy}^w \): Rigidity tensors associated with \( u \) and \( w \) respectively.

\( M_{jy}^{uw}, M_{jy}^w \): Mass tensors associated with \( u \) and \( w \) respectively.
\(C_{ij}^{uw}, M_{ij}^{uw}\): Coupling tensors.

\[
K_{ij}^{w} = \int_{0}^{l} G_{c} A_{c} \left(1 + \frac{h_{j}}{h_{c}}\right)^{2} \left(\frac{\partial W_{i}}{\partial x} \frac{\partial W_{j}}{\partial x} + 2E_{f} B_{j} \frac{\partial^{2} W_{i}}{\partial x^{2}} \frac{\partial^{2} W_{j}}{\partial x^{2}}\right) dx
\]

\[
K_{ij}^{u} = \int_{0}^{l} \frac{4G_{c} A_{c}}{h c^{2}} u_{i} u_{j} + 2E_{f} A_{j} \frac{\partial W_{i}}{\partial x} \frac{\partial W_{j}}{\partial x} dx
\]

\[
C_{ij}^{uw} = 4G_{c} A_{c} \left(1 + \frac{h_{j}}{h_{c}}\right) \int_{0}^{l} u_{i} \frac{\partial W_{j}}{\partial x} dx
\]

\[
M_{ij}^{w} = \int_{0}^{l} \left(2m_{f} + m_{r}\right) W_{i} W_{j} + \frac{m_{f} h_{j}^{2}}{12} \frac{\partial W_{i}}{\partial x} \frac{\partial W_{j}}{\partial x} dx
\]

\[
M_{ij}^{u} = \int_{0}^{l} u_{i} u_{j} dx, \quad M_{ij}^{uw} = \frac{m_{f} h_{j}}{3} \int_{0}^{l} u_{i} \frac{\partial W_{j}}{\partial x} dx
\]

Replacing \(U\) and \(T\) by their discretized expressions and integrating the time functions with respect to \(a_i\)'s and \(b_j\)'s, leads to the following coupled system of linear algebraic equations:

\[
\begin{align*}
2a_{r}K_{ir}^{w} + \frac{8}{3\pi} b_{r}K_{ir}^{uw} - 2\omega^{2}\left(a_{r}M_{ir}^{w} + \frac{4}{3\pi} b_{r}M_{ir}^{uw}\right) &= 0, \quad r = 1 \ldots p \\
\frac{3}{2} b_{s}K_{is}^{u} + \frac{8}{3\pi} a_{s}K_{is}^{uw} - 2\omega^{2}\left(b_{s}M_{is}^{u} + \frac{4}{3\pi} a_{s}M_{is}^{uw}\right) &= 0, \quad s = 1 \ldots q
\end{align*}
\]

(15)

To simplify the analysis and the numerical treatment of the linear equations system, non-dimensional formulation has been considered by putting the spatial displacement functions as:

\(x^{*} = x/l, \quad w_{j}(x) = Hw_{j}^* (x^{*}), \quad u_{i}(x) = \lambda Hu_{i}^* (x^{*}), \quad \lambda = H/l\)

(16)

Eqs (16) can be written in a dimensionless form as:

\[
\begin{align*}
2a_{r}K_{ir}^{w} + \frac{8}{3\pi} b_{r}K_{ir}^{uw} - 2\omega^{2}\left(a_{r}M_{ir}^{w} + \frac{4}{3\pi} b_{r}M_{ir}^{uw}\right) &= 0, \quad r = 1 \ldots p \\
\frac{3}{2} b_{s}K_{is}^{u} - 2\lambda^{2}\omega^{2}b_{s}M_{is}^{u} + \frac{8}{3\pi} a_{s}K_{is}^{uw} - 2\omega^{2}a_{s}M_{is}^{uw} &= 0, \quad s = 1 \ldots q
\end{align*}
\]

(17)

Axial inertia designated by the term \(\lambda^{2}\) and coupling mass tensor \(M_{ir}^{uw}\) can be neglected.

The second set of Eq (18) can be then solved for \(b_{j}\)'s leading to:

\[
\begin{align*}
b_{i} &= a_{i} D_{ij}^{*}, \quad & D_{ij}^{*} &= -\frac{16}{9\pi} K_{ij}^{uw*} K_{ij}^{w*}
\end{align*}
\]

(19)

And, \(K_{ij}^{uw*}, K_{ij}^{u*}, M_{ij}^{w*}, M_{ij}^{u*}, K_{ij}^{uw}\) are non-dimensional tensors expressed as:

\[
K_{ij}^{w*} = \int_{0}^{l} \frac{\partial W_{i}^{*}}{\partial x} \frac{\partial W_{j}^{*}}{\partial x} + \frac{\partial^{2} W_{i}^{*}}{\partial x^{2}} \frac{\partial^{2} W_{j}^{*}}{\partial x^{2}} dx^{*}, \quad K_{ij}^{u*} = \int_{0}^{l} \lambda u_{i}^{*} u_{j}^{*} + \frac{\partial u_{i}^{*}}{\partial x} \frac{\partial u_{j}^{*}}{\partial x} dx^{*}
\]

\[
M_{ij}^{w*} = \int_{0}^{l} w_{i}^{*} w_{j}^{*} + \eta \frac{\partial W_{i}^{*}}{\partial x} \frac{\partial W_{j}^{*}}{\partial x} dx^{*}, \quad M_{ij}^{u*} = \int_{0}^{l} u_{i}^{*} u_{j}^{*} dx^{*}, \quad K_{ij}^{uw*} = \int_{0}^{l} \lambda u_{i}^{*} \frac{\partial u_{j}^{*}}{\partial x} dx^{*}
\]

\[
\alpha = \frac{G_{c} A_{c}}{2E_{f} B_{j}} \left(1 + \frac{h_{j}}{h_{c}}\right)^{2}, \quad \gamma = \frac{A_{f}}{B_{f}} H^{2}, \quad \lambda = 2 \left(\frac{G_{c} A_{c}}{E_{f} A_{f}}\right) \frac{h_{j}}{h_{c}}
\]

\[
\eta = \frac{m_{f} h_{j}}{12 \left(m_{f} + 2m_{r}\right)} \left(\frac{h_{f}}{l}\right)^{2}, \quad \zeta = 2 \left(\frac{G_{c} A_{c} H^{2}}{E_{f} B_{f} h_{c}}\right) \left(1 + \frac{h_{j}}{h_{c}}\right)
\]

(20)

(21)
Replacing expressions in Eq (19) into the first set of Eqs (16) leads to a decoupled set of linear algebraic equation in terms of $a_i$’s coefficients only:

$$a_i \left( K^{w_{xx}} + \frac{4}{3\pi} D_{ij}^{-} K^{w_{xx}} \right) - a_i \omega^2 M^{w_{xx}} = 0 \quad (22)$$

The linear algebraic Eq (22) also called the amplitude equation, can be written in the matrix form as:

$$\left[ K^{*} \right] \{ A \} - \omega^2 \left[ M^{*} \right] \{ A \} = \{ 0 \} \quad (23)$$

where, 

$$\left[ M^{*} \right]$$

and 

$$\left[ K^{*} \right]$$

are the dimensionless mass and stiffness matrixes respectively.

$$\{ A \} = \left[ a_1, a_2, a_3, \ldots, a_p \right]^T$$

is the column matrix of coefficients $a_i$.

$\omega^*$ is dimensionless natural frequency of beam defined as:

$$\omega^* = \left( \frac{2m_i + m_p}{2E_jB_j} \right)^{1/2} \quad (24)$$

By assuming harmonic variation, the transverse $w_i(x^*)$ and in-plane $u_i(x^*)$ basic functions are expressed as follows:

- For a simply supported sandwich beam

$$\begin{cases} w_i(x^*) = \sin(p_i \pi x^*), & i = 1, 2, 3, \ldots, 6 \\ u_i(x^*) = \cos(q_i \pi x^*), & \end{cases} \quad (25)$$

- For a sandwich beam with clamped ends

$$\begin{cases} w_i(x^*) = \frac{ch(p_i x^*) - \cos(p_i x^*)}{ch(p_i) - \cos(p_i)} - \frac{sh(p_i x^*) - \sin(p_i x^*)}{sh(p_i) - \sin(p_i)}, & i = 1, 2, 3, \ldots, 6 \\ u_i(x^*) = \sin(q_i \pi x^*) \end{cases} \quad (26)$$

The first six modes of transversal displacements are plotted in figure 3 for simply supported sandwich beam and sandwich beam with clamped ends.

![Figure 3: The first six transverse basic functions of: (a) Simply supported sandwich beam, (b) Sandwich beam with clamped ends](image)
3 RESULTS AND ANALYSIS

Validation of the approach used in this work and the impact of some parameters such as density and thickness for various boundary conditions on sandwich beam natural frequency, are presented in this paragraph. To validate the present theory, two models are considered: Sakiyama et al. [6] and Howson and Zare [8]. The characteristics of the sandwich beams used here are shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Ef (MPa)</th>
<th>Gc (MPa)</th>
<th>( \rho_f ) (Kgm(^{-3}))</th>
<th>( \rho_c ) (Kgm(^{-3}))</th>
<th>( h_f ) (mm)</th>
<th>( h_c ) (mm)</th>
<th>b (mm)</th>
<th>L (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandwich beam N°1</td>
<td>68900</td>
<td>82.68</td>
<td>2680</td>
<td>32.8</td>
<td>0.4572</td>
<td>12.7</td>
<td>25.4</td>
<td>914.4</td>
</tr>
<tr>
<td>Sandwich beam N°2</td>
<td>68900</td>
<td>68.9</td>
<td>2687.3</td>
<td>119.7</td>
<td>0.4062</td>
<td>6.35</td>
<td>25.4</td>
<td>1218.7</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of sandwich beam.

Results obtained here in the first case, concerning three natural frequencies are summarized in Table 2. These results are compared with those found by the authors [8, 6], who used different methods for simply supported sandwich beam N°1. Howson and Zare [8] studied flexural vibration behavior of sandwich beams by applying DSM (Dynamic stiffness Method), while Sakiyama et al. [6] used the Green’s function as solution to analyse free vibration of sandwich beams.

It can be confirmed from this table, that the obtained results are in good agreement with the results of DSM used by Howson and Zare [8], with an acceptable accuracy.

<table>
<thead>
<tr>
<th>Methods</th>
<th>( \Omega_1 ) (Hz)</th>
<th>( \Omega_2 ) (Hz)</th>
<th>( \Omega_3 ) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Green’s function [14]</td>
<td>56.159</td>
<td>215.820</td>
<td>457.220</td>
</tr>
<tr>
<td>DSM [16]</td>
<td>57.135</td>
<td>219.585</td>
<td>465.172</td>
</tr>
<tr>
<td>Present method</td>
<td>57.132</td>
<td>219.522</td>
<td>465.015</td>
</tr>
</tbody>
</table>

Table 2: Natural frequencies of simply supported sandwich beam.

Results obtained in the second case concerning three natural frequencies of sandwich beams N°2 with clamped ends are summarized in Table 3. These results are compared with those found by Sakiyama et al. [6] and Howson and Zare [8], who used different methods to derive motion equations. Results of these works, here again, agree perfectly with the obtained results in this study. The little differences in the results are due to approximations made and the assumptions assumed here.

<table>
<thead>
<tr>
<th>Methods</th>
<th>( \Omega_1 ) (Hz)</th>
<th>( \Omega_2 ) (Hz)</th>
<th>( \Omega_3 ) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Green’s function [14]</td>
<td>33.5630</td>
<td>90.3640</td>
<td>172.0700</td>
</tr>
<tr>
<td>DSM [16]</td>
<td>34.5965</td>
<td>93.1000</td>
<td>177.1550</td>
</tr>
<tr>
<td>Present method</td>
<td>34.6055</td>
<td>93.1102</td>
<td>177.1561</td>
</tr>
</tbody>
</table>

Table 3: Natural frequencies of sandwich beam with clamped ends.

The plot in Fig.4 represented fundamental natural frequency variation versus thickness ratio \( (h_f/h_c) \) for two boundary conditions. This figure shows that, increase the thickness ratio leads to an increase of fundamental natural frequency in the simply supported sandwich.
beams case, whereas in the case of sandwich beam with fixed ends, this frequency increases at first then decreases gradually.

The fundamental natural frequency variation versus core/face density ratio ($\rho_c / \rho_f$) is plotted in Fig. 5. The smallest value of density ratio is corresponded the low core density. As shown in this figure, the increase of density ratio leads to a decrease of fundamental natural frequencies, whatever the boundary conditions.

4 CONCLUSION

The subject of this work is studying and analysing the bending behavior of a sandwich beam by a model based on energy approach and a spectral analysis. Various boundary conditions are assumed. Motion equations are derived by applying Hamilton’s principle. Two differential equations coupled in axial and transverse deformations are obtained. These equations are decoupled by neglecting the axial inertia of the beam, and a single differential equation is formed. Natural frequencies are then computed and validated. The results obtained in present work using the new method are in good agreement with obtained results by the published theories.
The effects of thickness and density of sandwich beam are analyzed by a parametric study. This revealed that regardless of boundary conditions, the natural frequencies of the sandwich beam increase with the increase of the face/core thickness ratio, but it decrease when the core/face density ratio increases.
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Abstract. This paper deals with the dynamic behavior of periodic orthogonally ribbed plates. Theoretical results describing the out-of-plane behavior of cellular plates involving inner resonance phenomena are derived using the periodic homogenization approach. These theoretical results are successfully compared to Wave Finite Element computations together with a mock-up of orthogonally ribbed plate with aluminium stiffeners and polycarbonate plate. The good agreement between analytical predictions and experimental measurements over the whole frequency range in terms of frequency and amplitude confirms the ability of the homogenized model to capture the locally resonant nature of the plate.
1 INTRODUCTION

The classical plates models are well suited for homogeneous or moderately heterogeneous plates. However, difficulties appear when attempting to extend classical theories to composite structures with significantly contrasted properties. When considering ribbed plates with stiffeners of similar flexural rigidity than that of the plate, then the global behavior is that of a classical but anisotropic plate. If the stiffeners are much stiffer than the plate, the global behavior will be that of a beam lattice. In-between situations with specific beam grid/plate coupled behavior should exist. The present paper focuses on this specific situation in dynamic regime, in which the stiffener/plate contrasts induces inner resonance phenomena.

In dynamics, numerical approaches as finite elements method formulated in the framework of Floquet-Bloch theory has been developed to determine the wave dispersion of periodic media. As for ribbed plates, such a WFEM (Wave Finite Element Method) [14] has been used to determine, the free-wave propagation in plate stiffened by a grid of orthogonal beams. This method can be improved with modal reduction techniques as demonstrated by [8] in the case of orthogonally ribbed plates. Advanced numerical procedure have also been applied to the identification of propagation parameters in composite structures from experimental measurements. For example, the IWC (Inhomogeneous Wave Correlation) method introduced by [4] allows extracting the wavenumber from the experimental data and yields the empirical dispersion curve(s), as presented in [11] for several applications to ribbed panels and plates. These different numerical approaches provide accurate numerical results provided that the micro-structure is given, but fail to identify the underlying model that arises from the physics involved within the cell.

Among the theoretical approaches, the homogenization of periodic media [15, 3] is a rigorous asymptotic method for up-scaling the physics at micro-scale into a macroscopic model. This method has been extensively applied to develop advanced plate theories, and one may refer to [13, 12] for reviews on composite plates, structured plates, corrugated plates, heterogeneous shells, etc. Recently, the asymptotic approach have been applied to highly contrasted mono directionally ribbed plates [9]. This study explains theoretically that the unconventional behavior with singular dispersion and possible band-gap are straightforwardly related to inner resonance phenomena. The latter corresponds to situations where dynamic regimes co-exist at both the micro-scale of the period and the macro-scale of the structure [1, 2] that may results into negative effective mass over bands centered around the inner resonance frequencies [1, 5, 7].

The purpose of the present work is to extend the previous analysis of unidirectional ribbed plate [9] to periodic bidirectional ribbed plates. The main outcomes of this study are an analytical formulation of the equivalent model of orthogonally ribbed plates involving inner resonance phenomena, and the experimental validation of these new theoretical results.

The paper is structured as follows. The Section 2 focuses on the flexural behavior of 2D-ribbed plates. The out-of-plane model of beam grids accounting for local bending and torsion is first established through the method of asymptotic homogenization of periodic discrete media, initiated by [17], and applied to in-plane behavior in [6], [7]. Then, the coupling between the beam grid and the internal plates is detailed. From this, the equivalent plate model is established, and the unconventional features of the flexural wave dispersion is presented. Section 3 is devoted to the numerical and experimental validations of the homogenized model. The theoretical results are successfully compared to numerical calculations conducted using WFEM. Finally, the experiments performed on a prototype of ribbed plate evidences the ability of the homogenized model to describe their complex dynamic behavior.
2 Homogenization of the flexural behavior of 2D-ribbed plates

2.1 Investigated structures

The periodic orthogonally ribbed plate (hereafter called 2D-ribbed plates for simplicity and denoted \(RP\)) under study is depicted in Fig. 1. It comprises identical "micro"-plate elements (denoted \(P\)) connected to an orthogonal beam grid (denoted \(G\)), both made of isotropic elastic materials. The beams of the grid are assumed significantly stiffer than the "micro"-plate (in a sense precised latter on). We focus on the dynamic range such that the size of the cell (or the width of \(P\)) is small in regards to the wavelength in the beam grid. The referential frame of unit vectors \((\mathbf{e}_x, \mathbf{e}_y, \mathbf{e}_z)\) is such that \(\mathbf{e}_x\) and \(\mathbf{e}_y\) are the in-plane vectors along the orthogonal ribs, while \(\mathbf{e}_z\) is the out-of-plane vector.

The two families of perpendicular beams (or stiffeners) define the ortho-beam grid \(G\). The stiffeners oriented along \(x\) (resp. \(y\)) are identical and spaced periodically by the length \(\ell_y\) (resp. \(\ell_x\)). However, the two families may differ from one another. These stiffeners intersect on perfectly stiff and mass-less nodes. This defines the rectangular periodic mesh, which is constituted by the portions of the two orthogonal stiffeners that join at a node. The period of surface \(S = \ell_x \ell_y\) is characterized by the length \(\ell = \sqrt{\ell_x \ell_y}\), and \(O(\ell_x) = O(\ell_y) = \ell\). We will also use in the sequel the dimensionless quantities \(\ell_x^* = \ell_x / \ell\); \(\ell_y^* = \ell_y / \ell\) so that \(\ell_x^* \ell_y^* = 1\) and \(O(\ell_x^*) = O(\ell_y^*) = O(1)\).

Each segment of stiffeners between two consecutive nodes is modeled as an Euler-Bernoulli
which stand respectively for their length, \( e_j \)-thickness, width with \( b_j = O(h_j) \) and section area \( A_j = h_jb_j \). The mechanical parameters \((E_j, I_j = b_jh_j^3/12, G_j, T_j, \rho_j, \Lambda_j = \rho_jA_j, \rho_jJ_j)\) denote respectively the Young Modulus, the bending inertia, the torsional modulus and torsional inertia, the density, the linear mass, and the polar moment. The dimensions of the sections \( \sqrt{A_j} \) are assumed small with respect to the lengths \( \ell_j \) so that the behavior of the inter-node elements can be effectively modeled as Euler-Bernoulli beams. It is further assumed that the geometrical and the mechanical parameters of both types of beams \( B_j \) are of the same order of magnitude.

The material of the micro-plates \( \mathcal{P} \) of area \( \ell_x\ell_y \) and thickness \( d \), have a Young’s modulus \( E_p \), a Poisson’s ratio \( \nu_p \) (the ”plate modulus” is \( E_p' = E_p/(1 - \nu_p^2) \)) and a density \( \rho_p \). The plate bending inertia is denoted \( I_p' = d^3/12 \) and the surface mass \( \Lambda_p' = \rho_p d \).

### 2.2 Homogenization of the ortho-beam grid

We aim at building a model for large transverse flexural vibrations in small deformations. The up-scaling process of the out-of plane dynamics of the ortho-grid is performed through the HPDM method (namely Homogenization of Periodic Discrete Media) \([17, 10]\). The developments follow the same guidelines as for the in-plane behavior studied in \([7]\) and proceed into three steps, namely (i) the discretization of the dynamic balance, then (ii) the homogenization procedure itself through scale separation assumption and normalization, leading (iii) to the equivalent continuous model. This method applies under the key assumption of scale separation. This means that the wavelength \( O(L) \) is much larger than the period size \( O(l) \) and consequently \( \epsilon = l/L \ll 1 \). The macroscopic description of the grid, valid at the dominant order, is the limit behavior reached for \( \epsilon = \ell/L \to 0 \). After these few steps, we are left with the following macroscopic description of the grid at the leading order:

\[
\begin{align*}
\frac{E_x I_x}{\ell_y} \frac{\partial^4 U}{\partial x^4} + \frac{E_y I_y}{\ell_x} \frac{\partial^4 U}{\partial y^4} + \left( \frac{G_x I_x}{\ell_y} + \frac{G_y I_y}{\ell_x} \right) \frac{\partial^4 U}{\partial x^2 \partial y^2} + \omega^2 \left( \frac{\rho_y J_y}{\ell_x} \frac{\partial^2 U}{\partial x^2} + \frac{\rho_x J_x}{\ell_y} \frac{\partial^2 U}{\partial y^2} \right) = \omega^2 \left( \frac{\Lambda_x}{\ell_y} + \frac{\Lambda_y}{\ell_x} \right) U
\end{align*}
\]

The governing equation (1) is expressed with the properties of the micro-beams constituting the cell. This equation can be recast in the classical form of orthotropic plate equations, by defining

- the transverse forces \( T^G_x \varepsilon_x, T^G_y \varepsilon_y \) exerted on the faces of normal \( \varepsilon_x, \varepsilon_y \) and the in-plane vector \( \mathbf{T}^G = T^G_x \mathbf{e}_x + T^G_y \mathbf{e}_y \)
- the momentum matrix \( \mathbf{M}^G \) that involves the bending and torsion effects

Thus (1) is rewritten equivalently as (the differential operators operates in the \((x, y)\) plane):

\[
\begin{align*}
\text{div}(\mathbf{T}^G) + \omega^2 \Lambda^G U &= 0 \quad ; \quad \Lambda^G = \frac{\Lambda_x}{\ell_y} + \frac{\Lambda_y}{\ell_x} \\
\text{div}(\mathbf{M}^G) - \mathbf{T}^G - \omega^2 \mathbf{J}^G . \text{grad}(U) &= 0 \\
\mathbf{M}^G &= \begin{pmatrix} M_{xx} = -\frac{E_x I_x}{\ell_y} \frac{\partial^2 U}{\partial x^2} & M_{xy} = -\frac{G_x I_y}{\ell_y} \frac{\partial y U}{\partial y} \\
M_{yx} = -\frac{G_y I_x}{\ell_x} \frac{\partial x U}{\partial x} & M_{yy} = -\frac{E_y I_y}{\ell_x} \frac{\partial^2 U}{\partial y^2} \end{pmatrix} \\
\mathbf{J}^G &= \begin{pmatrix} \rho_y J_y & 0 \\
0 & \rho_x J_x \end{pmatrix}
\end{align*}
\]

The grid model (2) explicitly shows the coupling between the flexural and torsional behaviors. Note that in statics, i.e. \( \omega \to 0 \), (2) is identical to the grid model of \([16]\). Remind also that
the inertial terms containing the polar moments $J^G$ may be neglected in regards to those related to the linear masses $\Lambda$. Note also that the description could be improved by considering the correctors constituted by the higher order terms of the expansions. They will not be explored here but their contribution could be appreciable when dealing with poor scale separation.

At this stage, (2) applies to the beam grid only free of external loading. The following section aims at introducing the contribution of the internal plates.

2.3 Conditions for inner dynamics of 2D-ribbed plates

We investigate 2D-ribbed plates presenting inner resonance phenomena, i.e., the stiff ortho-beam grid conveys the large wavelength, while the soft internal plate experiences a local resonance. Such a mixed regime within the cell results into (i) an inhomogeneous kinematics where the plate and grid displacements differ at the leading order and (ii) an asymmetrical coupling where the grid is forcing the soft plate. Let us specify the conditions for the occurrence of such a co-dynamic regime.

2.3.1 The co-dynamic condition

In inner resonance regime, the grid $G$ and $P$-plate fundamental resonances are of same order i.e., $O(\omega_G) = O(\omega_P)$, so that:

$$
O\left(\frac{E_P'p}{\ell^4}p\right) = O\left(\frac{EI}{\Lambda L^4}\right)
$$

i.e.

$$
\frac{E_p'}{E} \frac{p}{\rho_p} = O\left(\frac{L^2}{\ell^4 L^4}\right) = O\left(\varepsilon^4 h^2\right)
$$

This relation highlights the significant contrasts of mechanical properties of the constituting materials of the beam grid $G$ and $P$-plate.

2.3.2 Asymmetric coupling

As above stated, in presence of inner resonance, the grid acts as the forcing system that imposes its displacement to the forced $P$-plate, in turn, the latter exerted forces on the grid. Considering the transverse balance of the grid loaded by the internal plates, such an asymmetric coupling requires:

$$
div(T_G) = O(T_p)
$$

where $T_G$ relates to the transverse shear force (unit kN) in the grid $G$ and $T_p$ is the transverse linear shear force in the internal $P$-plate (unit kN/m). The plate and beam displacements are identical at their junction, and consequently we have $w = O(U)$. Thus, from (4) and recalling that $b_k = O(h_k)$ one deduces the following requirement

$$
O\left(\frac{Eb}{L^4}\right) = O\left(\frac{E_p'd^3}{L^4}\right)
$$

i.e.

$$
\frac{E_p'}{E} = O\left(\frac{L^2}{\ell^4 L^4}\right) = O\left(\varepsilon^4 h^2\right)
$$

In practice, $\rho/\rho_p = O(1)$ and the two conditions (3)-(5) reduces to $\frac{E_p'}{E} = O\left(\varepsilon^4 h^2\right)$. For ribbed plate made of a single material $E_p' = E$, and the inner-resonance arises when $d/h = O(\ell^2/L^2)$, i.e. for plates $P$ significantly thinner than the beams of the grid $G$. If the $P$-material is much softer that the $G$-material, namely $E_p' = O(\varepsilon^4 E)$ then $d/h = O(\ell/L)$ enables the inner-resonance to occur. Note that in these realistic cases, the bending stiffness of the plate is much smaller than that of the grid, in accordance with the asymmetry of the coupling. The case of inverted material properties so that the plate exhibits stiff properties and beam grid soft properties is not assessed here.
2.3.3 Beam grid loaded by internal plates

From the above analysis, provided that the conditions (3)-(5) are fulfilled, the action of internal plates is introduced in the beam grid model (2) in the form an external loading constituted by a shear force \( F_e \) and a couple \( C \) resulting from the contact forces. This yields:

\[
\begin{align*}
\text{div}(\mathbf{T}^G) + \Lambda \mathbf{\omega}^2 U + F_e &= 0 \\
\text{div}(\mathbf{M}^G) - \mathbf{T}^G + \mathbf{J}^G \mathbf{\omega}^2 \text{grad}(U) + C &= 0
\end{align*}
\]

where the coupling terms \( F_e \) and \( C \) averaged on the cell are given either in terms or contact stresses on the grid or of efforts in the plate, by

\[
F_e = \frac{1}{S} \int_{\Gamma} \sigma \cdot n \, ds = - \frac{1}{S} \int_{\partial P} \mathbf{T}^P \cdot n^P \, dl
\]

\[
C = \frac{1}{S} \int_{\Gamma} \mathbf{x} \times \sigma \cdot n \, ds = - \frac{1}{S} \int_{\partial P} \mathbf{M}^P \cdot n^P \, dl + \frac{1}{S} \int_{\partial P} \frac{1}{2} \left( b_n^P \right) \left( \mathbf{T}^P \cdot n^P \right) \, dl
\]

(7)

(8)

(where \( b_n^P \) stands for the “oriented micro-beam width”, i.e., \( \pm b_y \), \( \pm b_x \), when \( n^P = \pm e_x \) resp. \( \pm e_y \)). It remains now to express explicitly these coupling terms induced by the resonating internal plates. This is the aim of the next section.

2.4 Dynamics of the internal plates fully or partially connected to the beam grid

The out-of-plane motion \( w \) of the internal plates will be modeled as a Kirchhoff plate. Furthermore, the dynamic of the plate depends on the nature of its connections with the grid. We will consider the following configurations illustrated in Fig. 2:

- **CCCC** (Clamped-Clamped-Clamped-Clamped) i.e., the plate is clamped along its four edges,
- **CFCF** (Clamped-Free-Clamped-Free) i.e., the plate is clamped along two opposite edges and free on the two others opposite edges, that implies a cylindrical bending as in a bi-clamped beam,
- **CFFF** (Clamped-Free-Free-Free) i.e., the plate is clamped along one edge and free on its three others edges as a cantilever plate,
- In addition, we will also consider the case of additional masses attached on \( P \). To maximize its effect the mass is located at the center of the plate in the **CCCC** and **CFCF** configurations, whereas for **CFFF** configuration, it is located at the outboard side of the clamped edge,

Independently of the specific type of the above listed boundary conditions, the elasto-dynamic plate problem is a 2D (**CCCC** configuration) or 1D (**CFCF** and **CFFF** configurations) linear problem where the deflection \( U(x,y) \) of the beam grid is the forcing term, which is uniform at the \( P \)-plate scale. It results that the plate deflection takes the form

\[
w(x,y,\xi) = U(x,y,\xi) \phi^{bc}_\omega(\xi)
\]

(9)

where \( \xi = \xi_x \xi_x + \xi_y \xi_y \) stands for the local position within each \( P \)-plate and \( \phi^{bc}_\omega(\xi) \) is the frequency dependent deflection, for a unitary displacement of the grid. Hence, \( \phi^{bc}_\omega(\xi) \) is the solution of the \( P \)-problem in the configuration specified by the boundary conditions \( ^{bc} \).
Furthermore, since $T$ can be deduced from the knowledge of deflection in the plate $\phi_{bc}(\xi)$.

Regarding the force $F$: Using the transverse force balance of $P$, $F$ can be re-expressed as

$$S F(x, y) = -\int_{\partial P} T_{x}^{P} n_{x}^{P} \, dl = -\int_{P} \operatorname{div}(T_{x}^{P}) \, ds = \omega^{2} N_{p}^{f} \int_{P} w \, ds$$

i.e., introducing the following notation $(-) = \frac{1}{2} \int_{P} -ds$ for the mean value on the plate

$$F(x, y) = \lambda_{p}^{f} \phi_{bc}^{f} \omega^{2} U(x, y)$$  \hfill (10)

Regarding the couple $C$: After integrating the transverse force balance of $P$ multiplied by the local coordinate $\xi$, one derives that

$$SC = \omega^{2} \lambda_{p}^{f} \int_{P} \xi w \, ds + \int_{\partial P} \frac{1}{2}(\ell_{n} + b_{n}) n_{y}^{P}(T_{x}^{P}, n_{x}^{P}) \, dl$$

Furthermore, since $T_{x}^{P} = T_{x}^{P} e_{x} + T_{y}^{P} e_{y}$ we are left with

$$C(x, y) = K_{bc}^{bc} U(x, y) \quad ; \quad K_{bc}^{bc} = \omega^{2} \lambda_{p}^{f} H_{bc}^{bc} - \frac{E_{bc} I_{bc}}{S} C_{bc}^{bc}$$  \hfill (11)

where $K_{bc}^{bc}$ is an elasto-inertial effective parameter that involves the frequency dependent dimensionless vectors $H_{x,y}^{bc}$ and $C_{x,y}^{bc}$. The components of the latter read explicitly

$$H_{x,y}^{bc} = \langle \xi_{x} \phi_{bc}(\xi) \rangle \quad ; \quad C_{x,y}^{bc} = \frac{\ell_{x} + b_{y}}{2} \int_{-\ell_{y}}^{\ell_{y}} \left( \partial_{\xi_{x}}^{3} \phi_{bc} |_{-\ell_{x}, \xi y} + \partial_{\xi_{x}}^{3} \phi_{bc} |_{\ell_{x}, \xi y} \right) \, d\xi_{y}$$  \hfill (12)

with similar expressions of the $y$-components by switching $x$ and $y$.

Reporting expressions (7) and (8) into (6) yield the effective model of the 2-D ribbed plate that describes the grid behavior enriched by for the locally resonant internal plates.

$$\begin{cases} 
\operatorname{div}(I) + \omega^{2}(\lambda_{G} + \lambda_{p}^{f}(\phi_{bc}^{f})) U = 0 \quad ; \quad \lambda_{G} = \frac{\lambda_{x}}{\ell_{y}} + \frac{\lambda_{y}}{\ell_{x}} \\
\operatorname{div}(M) - T - \omega^{2} J \, \operatorname{grad}(U) + K_{bc}^{bc} U = 0 \\
M = - \left( \begin{array}{c} E_{x} I_{x} \frac{\partial^{2} U}{\partial_{x}^{2}} \\
E_{y} I_{y} \frac{\partial^{2} U}{\partial_{y}^{2}} \\
E_{x} I_{y} \partial_{x} \partial_{y} U \\
E_{y} I_{x} \partial_{x} \partial_{y} U \end{array} \right) \quad ; \quad J = \begin{pmatrix} \rho_{y} J_{y} & 0 \\
0 & \rho_{x} J_{x} \end{pmatrix}
\end{cases}$$  \hfill (13)

Figure 2: Shape of the fundamental mode associated with boundary conditions considered for the internal plates $P$ : (a) $C_{x} C_{y} C_{x} C_{y}$, (b) $C_{x} F_{y} C_{x} F_{y}$, (c) $C_{x} F_{y} F_{x} F_{y}$.  

2.5 Homogenized flexural behavior of 2D-ribbed plate

The effect of internal plates on the grid is contained in the force $F$, (7), and couple $C$, (8) and can be deduced from the knowledge of deflection in the plate $\phi_{bc}(\xi)$.  

Reporting expressions (7) and (8) into (6) yield the effective model of the 2-D ribbed plate that describes the grid behavior enriched by for the locally resonant internal plates.

$$\begin{cases} 
\operatorname{div}(I) + \omega^{2}(\lambda_{G} + \lambda_{p}^{f}(\phi_{bc}^{f})) U = 0 \quad ; \quad \lambda_{G} = \frac{\lambda_{x}}{\ell_{y}} + \frac{\lambda_{y}}{\ell_{x}} \\
\operatorname{div}(M) - T - \omega^{2} J \, \operatorname{grad}(U) + K_{bc}^{bc} U = 0 \\
M = - \left( \begin{array}{c} E_{x} I_{x} \frac{\partial^{2} U}{\partial_{x}^{2}} \\
E_{y} I_{y} \frac{\partial^{2} U}{\partial_{y}^{2}} \\
E_{x} I_{y} \partial_{x} \partial_{y} U \\
E_{y} I_{x} \partial_{x} \partial_{y} U \end{array} \right) \quad ; \quad J = \begin{pmatrix} \rho_{y} J_{y} & 0 \\
0 & \rho_{x} J_{x} \end{pmatrix}
\end{cases}$$  \hfill (13)
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The inner resonance effect appears through the frequency dependent effective parameters \( \langle \phi_{\omega}^{bc} \rangle \), and \( K_{\omega}^{bc} \) both associated with the dynamic motion of the internal plate. Let us first estimate the relative order of magnitude of the two non-conventional terms. From the expression (12) of \( K_{\omega}^{bc} \) it appears that

\[
\frac{|K_{\omega}^{bc}| |\nabla U|}{N_p'(\phi_{\omega}^{bc}) U} = O \left( \frac{|K_{\omega}^{bc}|}{L N_p'(\phi_{\omega}^{bc})} \right) = O(\ell / L) \ll 1
\]

Consequently, the effect of the non conventional torque is of one order smaller than the effect of non conventional inertia. Let us now explicit the effective mass term according to different boundary conditions:

**CFCF plates**: In that case the local plate problem and the corresponding field is identical to that of a clamped-clamped beam. Thus one has, when the \( P \)-plates are clamped on the \( y \)-oriented micro beams, as in Fig.2-b (and similar expression switching \( x \) and \( y \) if the clamping is on \( B_x \))

\[
\langle \phi_{\omega}^{C_{F_y}F_xF_yF_x} \rangle = \frac{2}{\delta \ell_x} \coth(\delta \ell_x) + \cot(\delta \ell_x) = \frac{1}{\delta \ell_x} \coth(\delta \ell_x) + \cot(\delta \ell_x) = \frac{1}{\delta \ell_x} \coth(\delta \ell_x) + \cot(\delta \ell_x)
\]

Note that according to the above analysis \( \langle \phi_{\omega}^{C_{F_y}F_xF_yF_x} \rangle \to \pm \infty \) when \( \coth(\delta \ell_x) + \cot(\delta \ell_x) = 0 \), i.e., at the eigenfrequencies of the \( y \)-bi-clamped \( P \)-plate symmetric modes. These frequencies are accurately approximated by

\[
\langle \phi_{\omega}^{C_{F_y}F_xF_yF_x} \rangle = \frac{1}{\delta \ell_x} \coth(\delta \ell_x) \sin(\delta \ell_x) + \cos(\delta \ell_x) \sinh(\delta \ell_x)
\]

As expected, \( \langle \phi_{\omega}^{C_{F_y}F_xF_yF_x} \rangle \to \pm \infty \) when \( \cos(\delta \ell_x) \cosh(\delta \ell_x) + 1 = 0 \) which corresponds to the eigenfrequencies of the \( y \)-clamped cantilever \( P \)-plate, which are accurately approximated by

\[
(n + \frac{1}{2})^2 \left( \frac{\pi}{\ell} \right)^2 \sqrt{\frac{E_p I_p}{N_p}}, n = 1, 2, 3, \ldots
\]

**CCCC plates**: For a plate clamped on its four sides there is no explicit expression of the local field. However, an analytical solution is available for circular clamped plate. This provides an approximated value for a square plates of side \( \ell \) by matching its first eigenfrequency with that of a circular plate of radius \( a \). The corresponding approximation reads where \( J_k \) and \( I_k \) are the Bessel and modified Bessel functions of the first kind.

\[
\langle \phi_{\omega}^{\text{square}} \rangle \approx \langle \phi_{\omega}^{\text{circle}} \rangle = \frac{4}{\delta a} \left( \frac{J_0(\delta a)}{J_1(\delta a)} + \frac{I_0(\delta a)}{I_1(\delta a)} \right)^{-1} \quad \text{where} \quad a \approx 0.53 \ell
\]

### 2.5.1 Dispersion features in the orthogonally ribbed plate

Consider a flexural harmonic wave \( U(x) = \exp(i k_n n_{\theta} \cdot x) \) propagating in the direction \( n_{\theta} = \cos(\theta) e_x + \sin(\theta) e_y \). Taking into account the facts that (i) the terms associated with polar moments are of weak magnitude compared to the translational inertia, and (ii) the terms of non conventional torque are of one order smaller than those associated with the non conventional inertia, these two terms can be disregarded at the leading order. Consequently, the flexural
wavenumber \( k_\theta(\omega) \) is given by:

\[
k_\theta^4 \left( \frac{E_x I_x}{\ell_y} \cos^4(\theta) + \frac{E_y I_y}{\ell_x} \sin^4(\theta) \right) + \left( \frac{G_x I_x}{\ell_y} \ell_y + \frac{G_y I_y}{\ell_x} \ell_x \right) \cos^2(\theta) \sin^2(\theta) \right)
- \omega^2 \left( \frac{\Lambda_x}{\ell_y} + \frac{\Lambda_y}{\ell_x} + \Lambda_p' \langle \phi_{\omega} \rangle \right) = 0 \quad (17)
\]

The inner resonance of \( \mathcal{P} \)-plate accounted by \( \langle \phi_{\omega} \rangle \), lead to dispersion features that differs notably from the classical bending case in which \( k \sim \sqrt{\omega} \) in the whole frequency range. Significant changes are expected in the neighborhood of the internal plate’s eigenmodes.

### 3 Numerical and experimental validation

We perform direct WFEM simulations of a 2D-ribbed plate designed so that resonance frequencies of the inner plate matches with that of the beam grid. The considered system denoted hereafter by \( \mathcal{RP}_1 \) is a square panel made up of 5×5 cells whose the stiffeners are in aluminium and internal plates in perspex, much softer than aluminium. With the geometric and mechanical parameters given on Table 1 the co-dynamic condition (3) \( \omega_b = \omega_p \) is satisfied. Typical structural damping coefficients for aluminium and perspex are respectively \( \eta_k = 5/1000 \) and \( \eta_i = 1/100 \) and are included into the model as an imaginary part of the Young’s modulus. Then, the effective parameters previously defined analytically and the wavenumbers are calculated for different boundary conditions on the internal plates, and compared to the results obtained by WFEM simulations.

**Grid without internal plates.** A first validation is achieved on the beam grid model itself. On Fig. 3-a one notices an excellent agreement between the wavenumbers along the \( x \) direction (\( \theta = 0 \)), and along the oblique direction \( \theta = \pi/4 \) predicted by the homogenized model and those computed.

**Grid with CCCC, CFCF and CFFF internal plates.** The fundamental frequency of a \( \text{CCCC} \) plate can be estimated using by Galin’s formula. For a square plate: \( \omega_p = (36/\ell^2) \sqrt{EI/\rho d} \), that gives here 277 Hz (the three first eigenfrequencies calculated by 3D finite element are 275 Hz, 562 Hz, 1009 Hz). The Fig. 3-b shows that the theoretical and numerical approaches provide very close results. The classical flexural dispersion is notably modified by the singularity induced by the resonance of the symmetric modes of the inner plates.

Further, the first resonance frequencies for the \( \text{CFCF} \) plate are 170 Hz, 470 Hz, 921 Hz (respectively 27 Hz, 168 Hz for the \( \text{CFFF} \) plate). The comparison between numerical and theoretical dispersion presented on Fig. 3-c, -d are also very satisfactory on those cases. On Fig.3-c the singularity in the numerical results that are not predicted by the theoretical results arises at the antisymmetric resonance of the \( \mathcal{P} \)-plate. The latter are associated with torsional kinematics that are inhibited at the leading order in 2D-ribbed plate. Nevertheless, a slight torsion exists and the singularity generated numerically by the antisymmetric resonance
3. Experiments on 1D and 2D-ribbed plates

The panels are freely suspended and excited by a shaker that delivers a wide band random noise. The excitation point is located on the central stiffener and an impedance head gives the input force and acceleration. The velocity field is measured by a scanning Laser vibrometer. The scan is performed on a line along the excited stiffener. Measurements are performed in the frequency range 0-2kHz.

The IWC method is used to extract the wavenumber from the experimental data. For each scanned point, the frequency response function is recorded with its coherence functions. Hereafter, the flexural dispersion curves recovered from the experiments are compared to the analytical and/or the numerical ones.

The Fig. 5 shows that the experimental flexural dispersion of the grid compares satisfactorily with that given by the homogenized model of the grid. The damping results presented in Fig. 5 are not investigated in more details in this paper. However they will be compared to that of Fig. 6, 7, 8 where it is clear that the local resonance introduces significant damping on the wave propagation.
2D-ribbed plate with \textit{CCCC} plates: The experiment/model comparison presented in Fig. 6 clearly show that the singularities predicted by the model actually occur in practice. Note that the phase enables to identify significant fluctuations associated with inner resonance of the plate.

2D-ribbed plate with \textit{CFCF} plates: The same experiments has been performed in the \textit{CFCF} configuration and the results presented on Fig. 7 (without mass) lead to similar comments as above.

2D-ribbed plate with \textit{CFFF} plates: The results gained on the \textit{CFFF} configuration without mass are presented in Fig. 8.

To sum up this section, the numerical simulations and the experimental results gained on
various configurations are all very consistent with the theoretical modeling.
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5 CONCLUSIONS

The homogenization method applied to periodic orthogonally ribbed plates with contrasted geometrical and/or mechanical parameters allowed to determine their unconventional macroscopic behavior. The model is established within the scale separation assumption, and its effective parameters are explicitly determined from the geometrical and mechanical properties of the plate and stiffeners. The complex dynamic behavior encompasses the atypical flexural dispersion associated with the enriched local kinematics induced by the inner resonance. As a consequence, the flexural waves are affected by the frequency dependent positive or negative effective mass of the moving inner plates. Hence, around the inner plate’s eigenfrequencies (that depends on the boundary conditions as $CCCC$, $CFCF$, $CFFF$ or added masses) the wave dispersion presents singularities, namely strong velocity variations together with frequency bands of strong attenuation. These outcomes are successfully compared with WFEM computations for realistic examples of contrasted cellular plates and with experiments performed on two prototypes in different configurations. This shows that the homogenized model correctly captures the phenomena, that the study yields reliable design rules to tailor cellular panels.
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Abstract. We formulate a discrete-to-continuum approach to the dispersion relation of one-dimensional lattice metamaterials. With reference to a generic lattice structure that can be described as a biatomic mass-spring chain, we formulate a higher order gradient continuum theory of the competent dynamical problem using a homogenization approach. The proposed theory allows us to obtain an analytic description of the bandgap-type response of the homogenized chain, and to estimate the frequency boundary region that is affected by the full transmission of mechanical waves. Numerical applications of the proposed discrete-to-continuum approach are given with reference to tensegrity metamaterials, which exhibit a prestress-tunable bandgap response over a wide range of frequencies.
1 Introduction

Recently, researchers have focused on exploring the bandgap-type response of lattice metamaterials, e.g., [1–4]. These materials are artificial periodic structures with potential variations in density and/or geometry (refer, e.g., to [4], [5], [6] and references therein). They are characterized by unusual mechanical properties. It has been shown that such systems support phononic bandgaps, and have frequency ranges with inhibited wave propagation.

This study refers to mass-spring tensegrity lattices for which it has been demonstrated that the dispersion relation can be tuned by varying the applied internal self-stress induced by prestretching the cables forming the tensegrity units, and/or the global prestress induced by the application of compression forces to the terminal bases [7]. This paper addresses the bandgap-type response of the homogenized chain. Previous homogenization methods have been illustrated for both low and high frequency regimes, e.g., in [8], [9], in [10] and [11]. In contrast to these studies, the present work approaches the problem from the point of view of the theory of mixtures. The sense is that, for thermodynamic reason, the existence of bandgap in elastic continuum materials, at least two kinematical descriptors are necessary. The first is that on which it is evident the attenuation in the prohibited frequency band. The second is that on which the energy is stored. Thus, in a bi-atomic chain the kinematical descriptors correspond to the position of those masses and one side of the stiffer spring and on the same side of the softer spring. It is a matter of facts that if the springs have the same rigidity, no band gap is possible.

In the first part of the paper, we develop a discrete-to-continuum approach to the dispersion relation of 1D periodic arrays, both for monoatomic and biatomic chains. Then, we apply the developed theory to tensegrity metamaterials, and we compare the results with those obtained using the discrete approach [7]. Our key findings are summarized in Sect. 4, where we also propose future research lines for the manufacturing and testing of bandgap metamaterials with tensegrity architecture.

2 Discrete-to-continuum models of bandgap systems

The present section studies continuous mathematical models able to describe the behavior of both monoatomic and biatomic systems. It is a matter of facts that a standard continuous model is not sufficient to represent an intrinsically discrete system. The reason is inside the continuous approximation, that is however attenuated by the use of non standard models. In order to provide a well-posed system of Partial Differential Equations for such models, the use of variational procedure is suggested, see e.g. [12]. Thus, an Action functional $\mathcal{A}$ is defined in terms of kinetic $\mathcal{K}$, internal $\mathcal{U}_{\text{int}}$ and external $\mathcal{U}_{\text{ext}}$ energies,

$$\mathcal{A} = \int_{t_1}^{t_2} \mathcal{K} - \mathcal{U}_{\text{int}} + \mathcal{U}_{\text{ext}},$$

where $t_1$ and $t_2$ are two instants of time and where the action $\mathcal{A}$ is a functional of the fundamental kinematical fields of the continuum. We will see in Subsection 2.1 that for the continuous model of monoatomic chain we need only a single placement field $\chi$ and in Subsection 2.2 that for the continuous model of biatomic chain we need two placement fields $\chi_1$ and $\chi_2$. For the sake of simplicity, we consider for both cases a one dimensional continuous body of length $L$ and an abscissa $X$, in the straight reference configuration, such that $X \in [0, L]$.

Once the set of kinematical fields and their admissible variation have been defined, the equation of motion are achieved by imposing that the variation of the action, among all the admissible variation of the kinematical fields, is null, i.e., $\delta \mathcal{A} = 0$
2.1 Monoatomic systems

Kinetic energy of the microstructural continuum representing the monoatomic chain contains not only the standard contribution in terms of the mass density $\rho$ but also a non-standard one in terms of the microinertia $\eta$,

$$K = \int_0^L \frac{1}{2} \rho \dot{\chi}^2 + \frac{1}{2} \eta \dot{\chi}'^2,$$

where dot $\dot{\chi}$ and prime $\dot{\chi}'$ represents, respectively, the derivatives with respect to time $t$ and position $X$.

Analogously, the internal energy contains not only the standard contribution in terms of the strain $\epsilon = \dot{u}$ but also in terms of the strain gradient $\epsilon' = \ddot{u}'$, where $u = \chi - X$ is the displacement field,

$$U_{\text{int}} = \int_0^L \frac{1}{2} k_{el1} u'^2 + \frac{1}{2} k_{el2} \ddot{u}'^2,$$

and where $k_{el1}$ is the standard axial stiffness and $k_{el2}$ is the non-standard strain gradient axial stiffness.

The definition of an external energy should provide the necessary ingredients for solving boundary value problems. For the sake of simplicity, here we assume no external energy, i.e. $U_{\text{ext}} = 0$.

Both standard arguments for the derivation of the variation of the action and imposing that its variation among all the admissible variation $\delta \chi$ of the fundamental kinematical field $\chi$ is null, i.e. $\delta A = 0$, yields the Partial Differential Equation of the problem,

$$\rho \ddot{u} - \eta \ddot{u}' = k_{el1} \dddot{u}' - k_{el2} \dddot{u}'',$$

(4)

By assuming a plane wave solution for the displacement field $u$ in terms of the real part (i.e. $\text{Re}$) of complex exponential form,

$$u = \text{Re} \left( u_0 \exp (i(\omega t - kX)) \right),$$

(5)

where $u_0$, $\omega$ and $k$ are, respectively, the complex amplitude, the angular frequency and the wave number, we obtain the following dispersion relation

$$\omega = \omega_c(k) = k \sqrt{\frac{k_{el1} + k_{el2}k^2}{\rho + \eta k^2}},$$

(6)

where the function $\omega_c(k)$ has been introduced for the present continuous system. A comparison between the dispersion relations for discrete [7] and for continuous (18) systems can be done only for large wave length $\lambda = 2\pi/k$, that means for small wave number $k$. Thus, it is reasonable to perform a Taylor’s series expansion of both functions $\omega_d(k)$ and $\omega_c(k),$

$$\omega_d(k) = ka \sqrt{\frac{K}{M}} \left( 1 - \frac{(ka)^2}{24} \right) + o(k^3),$$

(7)

$$\omega_c(k) = k \sqrt{\frac{k_{el1}}{\rho} + k^3 \sqrt{\frac{k_{el1} k_{el2}}{\rho} - \frac{k_{el2}}{2k_{el1}}}} + o(k^3),$$

(8)

An identification of the two dispersion relations (7) and (8) yields

$$\rho = \frac{M}{a}, \quad k_{el1} = aK_{el}, \quad \eta = \rho \left( \frac{a^2}{12} + \frac{k_{el2}}{k_{el1}} \right) = \frac{M}{a} \left( \frac{a^2}{12} + \frac{k_{el2}}{aK_{el}} \right)$$

(9)
Eqs. (27)1 and (27)2 are the standard and intuitive identifications of both continuous mass density $\rho$ and standard axial rigidity $k_{el1}$ in term of the constitutive parameters of the discrete model $M$, $K_{el}$ and $a$. Eq. (27)3 gives a relation between the two strain gradient parameters $\eta$ and $k_{el2}$. It is worth to be noted that the identification of null microinertia $\eta = 0$ is forbidden by the thermodynamic assumption $k_{el2} \geq 0$, that is implied by positive definiteness of the internal energy (3).

### 2.2 Biatomic systems

We now examine a continuous model for biatomic chains. As we have already pointed out, the fundamental kinematical fields of the continuum model of biatomic systems are the two placements $\chi_1$ and $\chi_2$.

Kinetic energy of such a continuum is not only the standard contribution in terms of a quadratic form of the two velocity fields $\dot{\chi}_1$ and $\dot{\chi}_2$ but also a non standard one in terms of a quadratic form of the two velocity gradient fields $\ddot{\chi}_1$ and $\ddot{\chi}_2$,

$$K = \int_0^L \frac{1}{2} \left( \dot{\chi}_1 \dot{\chi}_2 \right) A \left( \begin{array}{c} \dot{\chi}_1 \\ \dot{\chi}_2 \end{array} \right) + \frac{1}{2} \left( \dot{\chi}_1 \dot{\chi}_2 \right) B \left( \begin{array}{c} \ddot{\chi}_1 \\ \ddot{\chi}_2 \end{array} \right),$$

(10)

where the two matrices $A$ and $B$,

$$A = \left( \begin{array}{cc} \rho_1 & \rho_{12} \\ \rho_{12} & \rho_2 \end{array} \right), \quad B = \left( \begin{array}{cc} \eta_1 & \eta_{12} \\ \eta_{12} & \eta_2 \end{array} \right),$$

(11)

are positive defined.

Analogously, the internal energy contains not only the standard contribution in terms of a quadratic form of the two axial strains $\epsilon_1 = u_1'$ and $\epsilon_2 = u_2'$ but also in terms of the two axial strain gradient $\epsilon_1'' = u_1''$ and $\epsilon_2'' = u_2''$, where the two displacements $u_1 = \chi_1 - X$ and $u_2 = \chi_2 - X$ are defined. Besides, a contribution in terms of the square of the difference between the two displacements $u_1$ and $u_2$ is objective and is conceived as follows,

$$U_{int} = \int_0^L \frac{1}{2} k_{el0} (u_1 - u_2)^2 + \frac{1}{2} \left( u_1' \quad u_2' \right) C \left( \begin{array}{c} u_1'' \\ u_2'' \end{array} \right) + \frac{1}{2} \left( u_1'' \quad u_2'' \right) D \left( \begin{array}{c} u_1'' \\ u_2'' \end{array} \right),$$

(12)

where the two matrices $C$ and $D$,

$$C = \left( \begin{array}{cc} k_{el1} & k_{el12} \\ k_{el12} & k_{el2} \end{array} \right), \quad D = \left( \begin{array}{cc} k_{el11} & k_{el12} \\ k_{el12} & k_{el2} \end{array} \right),$$

(13)

are positive defined. For sake of simplicity we assume $D = 0$. Besides, we assume no external energy, i.e. $U_{ext} = 0$.

Both standard arguments for the derivation of the variation of the action and imposing that its variation among all the admissible variation $\delta \chi_1$ and $\delta \chi_2$ of the fundamental kinematical fields $\chi_1$ and $\chi_2$ are null, i.e. $\delta A = 0$, yields the following system of Partial Differential Equations of the problem,

$$\rho_1 \ddot{u}_1 + \rho_{12} \ddot{u}_2 - \eta_1 \dddot{u}_1 - \eta_{12} \dddot{u}_2 = k_{el1} u_1'' + k_{el12} u_2'' - k_{el0} (u_1 - u_2) = 0$$

(14)

$$\rho_2 \ddot{u}_2 + \rho_{12} \ddot{u}_1 - \eta_2 \dddot{u}_2 - \eta_{12} \dddot{u}_1 = k_{el2} u_2'' + k_{el12} u_1'' + k_{el0} (u_1 - u_2) = 0$$

(15)

By assuming plane wave solutions for the displacement fields $u_1$ and $u_2$ in terms of the real part of complex exponential form,

$$u_1 = Re \left( u_{10} \exp i (\omega t - kX) \right), \quad u_2 = Re \left( u_{20} \exp i (\omega t - kX) \right),$$

(16)
where \( u_{10} \) and \( u_{20} \) are the complex amplitudes, we obtain the following dispersion relation

\[
\det \begin{pmatrix}
\rho_1 \omega^2 + \eta_1 k_1^2 \omega^2 - k_{e11} k_1^2 & -k_{e11} \omega^2 + k_{e10} \\
\rho_2 \omega^2 + \eta_2 k_2^2 \omega^2 - k_{e12} k_2^2 & -k_{e12} \omega^2 + k_{e10}
\end{pmatrix} = 0,
\]

that in the explicit form is

\[
\omega = \omega_{cc} (k) = \frac{E (k) \pm \sqrt{E (k)^2 - 4F (k)}}{2G (k)},
\]

where

\[
E (k) = k^4 (k_{e11} \eta_2 + k_{e12} \eta_1 - 2k_{e12} \eta_1) + k^2 (k_{e11} \rho_2 + k_{e12} \rho_1 - 2k_{e12} \rho_1 + \rho_1 \eta_1 + \eta_2 + 2\eta_1)) + k_{e10} (\rho_1 + \rho_2 + 2\rho_{12}),
\]

\[
F (k) = k^2 (k_{e10} (k_{e11} + k_{e12} + 2k_{e12}) + k^2 (k_{e11} k_{e12} - k_{e12}^2)) G (k),
\]

\[
G (k) = k^4 (\eta_1 \eta_2 - \eta_1^2) + k^2 (\rho_1 \eta_2 + \rho_2 \eta_1 - 2\eta_1 \rho_{12}) + \rho_1 \rho_2 - \rho_{12}^2
\]

and the function \( \omega_{cc} (k) \) has been introduced for the present continuous system. A comparison between the dispersion relations for discrete and for continuous systems can be done only for large wave length \( \lambda = 2\pi / k \), that means for small wave number \( k \). Thus, it is reasonable to perform a Taylor’s series expansion of both functions \( \omega_{dd} (k) \) and \( \omega_{cc} (k) \), that we perform with the assumption

\[
\rho_1 = \rho, \quad \rho_2 = \rho, \quad \eta_1 = \eta, \quad \eta_2 = \eta,
\]

that yields,

\[
\omega_{dd1} (k)^2 = (k_0)^2 \frac{K_1 K_2}{2M (K_1 + K_2)}
\]

\[
\omega_{dd2} (k)^2 = 2 \frac{K_1 + K_2}{M} - (k_0)^2 \frac{K_1 K_2}{2M (K_1 + K_2)}
\]

\[
\omega_{cc1} (k)^2 = k^2 \frac{k_{e11} + k_{e12} + 2k_{e12}}{2 (\rho - \rho_{12})},
\]

\[
\omega_{cc2} (k)^2 = 2 \frac{k_{e10}}{\rho - \rho_{12}} + k^2 \left[ \frac{k_{e11} + k_{e12} - 2k_{e12}}{2 (\rho - \rho_{12})} - 2 \frac{k_{e10} (\eta - \eta_1)}{(\rho - \rho_{12})^2} \right]
\]

An identification of the four dispersion relations \( (23), (24), (25) \) and \( (26) \) yields

\[
\rho = \frac{M}{a}, \quad k_{e10} = \frac{K_1 + K_2}{a}, \quad k_{e11} + k_{e12} = a \frac{K_1 K_2}{K_1 + K_2}, \quad \eta = \frac{Ma K_1 K_2}{2 (K_1 + K_2)^2}
\]

with the assumption

\[
\rho_{12} = \eta_{12} = k_{e12} = 0
\]

3 Numerical results

We shall now apply the theory outlined above to a biatomic tensegrity chain modeled as a mass-spring chain and featuring linear springs with two alternating stiffness constants \( K_1 \) and \( K_2 \) (where \( K_1 < K_2 \) [7]. This section includes a numerical validation of the approach.
Figure 1: Dispersion relation in the first Brillouin zone for a biatomic chain under \( F_0 = 4.21 \) N and \( \bar{\rho} = 0.00 \), obtained by applying the discrete and continuous models.

presented in Section 2. Our results are compared with those obtained by applying Bloch-Floquet theory to a biatomic tensegrity chain, as illustrated in [7], Subsection 2.2.

We focus on a chain that is uniformly axially loaded with an initial static precompression force \( F_0 = 4.21 \) N applied to the terminal bases of the structure. Each unit presents an initial self-stress (internal prestress) \( \bar{\rho} = 0.00 \).

Fig. 1 compares the dispersion relation of a biatomic tensegrity chain obtained via the discrete model [7] and the continuous model (Section 2), highlighting a good overall agreement between the two approaches.

Here, \( \bar{f} \) denotes the normalized frequency \( \bar{f} = f \sqrt{\frac{M}{K}} \) where \( K^* \) is the tangent stiffness of Unit 1 (taken as a reference) in the globally prestressed configuration and \( M \) is the total mass of a unit cell. Meanwhile, \( \bar{\kappa} \) denotes the normalized wavenumber \( \kappa \pi / a \) where \( a \) is the unit cell size.

It is worth noticing that the identification of the constitutive parameters of the continuum model in (27-28) has been done assuming small values of the wave number \( \kappa \) and therefore for large wave length \( \lambda = 2\pi / \kappa \). Thus, from one hand this is the range in which the continuum approximation is possible and the comparison that is done in Fig. 1 is reliable. From the other hand, an investigation in other ranges of wave length for the continuum model still need to be done.

4 Concluding remarks

In this paper, we have analyzed the frequency band structure of a 1D monoatomic and biatomic mass-spring chain. The study led us to formulate a continuum model for these structures based on a higher order gradient continuum theory. In contrast to standard continuous models, this theory allows us to efficiently describe intrinsic discrete systems.

A numerical application of the proposed discrete-to-continuum approach has been presented with reference to tensegrity metamaterials, which exhibit a prestress-tunable bandgap response.
over a wide range of frequencies while the material properties of the unit cells remain unchanged. A comparison was made between the dispersion relations for discrete and continuous systems in order to validate the mathematical homogenization theory presented.

Possible engineering applications of tensegrity metamaterials may include bandgap systems [13, 14], waveguiding [15, 16], impact protection gear [6, 17], and/or acoustic lenses [18, 19].

This study paves the way for a number of relevant extensions and generalizations that we will address in future work. These may include, for example, the 3D printing [20] and experimental dynamic analysis of tensegrity metamaterial structures at different scales.
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Abstract. In this paper, we report about the effect of the application of a state of prestress on the band structure of a periodic phononic crystal characterized by an inertial amplification mechanism. Through a numerical example, we show the possibility of inducing negative group velocity in an isolated branch of the dispersion diagram.

A 2-step Updated Lagrangian scheme is adopted to calculate the dispersion diagram of the structure. The proposed method include (i) the static geometrically nonlinear analysis of a representative unit cell undergoing the action of an applied external load and (ii) the Bloch-Floquet decomposition applied to the linearized equations of the acousto-elasticity for the unit cell in the deformed configuration. The dispersion analysis is performed in terms of small amplitude motions superimposed on a deformed state, once the desired load has been applied.
1 Introduction

Controlling the propagation of elastic waves in solids has always attracted the interest of physicists and engineers. Considerable progress has been made in this area thanks to the introduction in the last decades of the so called phononic crystals and elastic metamaterials, i.e., artificial periodic structures with variations in density / stiffness / geometry, exhibiting unconventional dynamic properties, such as for instance frequency regions where the propagation of waves is inhibited, referred to as phononic bandgaps, or negative group velocity of their branches [1], allowing for negative refraction [2].

Since their introduction, a plethora of innovative applications relying on frequency filtering [3], topological protection [4, 5] and wave splitting [6] have been proposed in the most disparate fields ranging from the infrasonic to the ultrasonic frequency regime [7–11]. However, one of the main limitations of these structures is represented by the fact that once designed, their unusual dynamic properties are fixed in terms of operational frequency. For example, a metamaterial designed and manufactured to attain specific unconventional properties in a certain frequency range (for instance attenuating the propagation of elastic waves or exhibiting negative group velocity) cannot be modified to operate in a different frequency range. This implies poor versatility and adaptability to external variations, often essential for various practical applications.

In this context, periodic systems with adaptive elastic properties have been proposed tuning the dispersion diagrams through the piezoelectric effect [12, 13], inducing temperature variation [14], or exploiting magneto- and light-based approaches [15, 17], as well as applying external mechanical loads [18–22]. The majority of the aforementioned investigations focused their attention on the bandgap shift / widening / reduction, whereas here, we report about the possibility of inducing negative group velocity in an isolated branch of the dispersion diagram of an inertially amplified phononic crystals. This is achieved through the application of an external state of prestress. A phononic crystal exhibiting inertial amplification mechanism has been chosen because it has been shown that the large inertial forces generated by amplifying the motion of a mass increases the inertia of the overall system and lowers its resonance frequency, allowing thus for sub-wavelength phenomena, while keeping the structure lightweight [25, 26]. As a consequence of this, the inertial amplification allows for a more remarkable curve shifts, if compared to the cases of Bragg scattering [21, 22] and / or ordinary local resonant metamaterials.

We consider the static deformation induced by the prestress to be in the linear elastic regime so to have a complete reversibility of the phenomena (tunability). The analysis is performed in terms of small amplitude motions superimposed on a deformed state once the desired load has been applied. The paper is organized as follows: in section 2, the calculation method (referred to as a 2-step Updated Lagrangian scheme) is briefly recalled. Both the static geometrically nonlinear analysis of a representative unit cell undergoing the action of an applied external load and the Bloch-Floquet decomposition applied to the linearized equations of the acousto-elasticity for the unit cell in the deformed configuration, are recalled. Section 3 provides a numerical example showing the concrete possibility of altering the dispersion band diagram through the application of an external state of prestress in a periodic structure exhibiting inertial amplification mechanism. Finally, section 4 synthesizes the principal results and provides future perspectives.
2 Numerical formulation: a brief recall of the 2-step Updated Lagrangian scheme

We here recall the main steps for the band diagram calculation adopting a Bloch-Floquet finite element method which takes into account the effect of the prestress in a formulation called 2-step Updated Lagrangian scheme. Refer to [21, 22] for the full description of the approach. Synthesizing, the numerical procedure includes two principal computational steps:

1) a nonlinear static analysis involving large strains and displacements;

2) a small-on-large dynamic analysis, in which small vibrations are superimposed to the statically deformed unit cell.

2.1 Static analysis

Let’s consider the unit cell $\Omega_0$ represented on the top left panel of Fig. 1 by the gray dashed line. The unit cell is identified by the position vector $x$ and represented by the lattice vector $r_0 = \{r_{01}, 0\}^T$ (periodicity only in the x direction is considered) and its reciprocal vector $g_0 = \{g_{01}, 0\}^T = \{r_{01}/2\pi, 0\}^T$. If the unit cell is subjected to the application of a static volume load $f_{V0}$, or surface load $f_{S0}$, it undergoes a displacement $u_0$, which causes a change of configuration from the undeformed state $C_0$ to the static deformed state $C$.

It is possible to write the relation between $r_0$ and $r$ as $r = F_L r_0$, where $F_L$ defines the affine component of the deformation gradient. Making use of the variational statement, it is possible to derive the equilibrium equations with respect to the undeformed configuration $C_0$:

$$\int_{\Omega} (S(x) : \delta E(x) - f_{V0} \cdot \delta u_0) \, da = \int_{\partial\Omega} f_{s0} \cdot \delta u_0 \, ds,$$  \hspace{1cm} (1)

subjected to the Dirichlet boundary conditions:

$$u_0(x + r_0) = u_0(x).$$  \hspace{1cm} (2)
Assuming a hyperelastic material according to the Murnaghan model [27–29] and specifying
the density of the unit cell as $\rho_0$, the elastic energy density can be defined as:
\[ \psi = \frac{1}{2} (\lambda + 2\mu) I_1^2(E) - 2\mu I_2(E) + \frac{1}{3} (l + 2m) I_1^3(E) - 2m I_1(E) I_2(E) + n I_3(E), \] (3)
in which $\lambda$ and $\mu$ denote the first and second Lamé parameters, respectively, $(l, m, n)$ the third
order Murnaghan parameters, and $I_1(E)$, $I_2(E)$ and $I_3(E)$ the first, second and third invariants
of the Green-Lagrange strain tensor, respectively.

The application of a standard Galerkin approach to Eq. (1) leads to the generalized system of
equations:
\[ \left[ \Gamma_0^T K(Q_0) \Gamma_0 \right] Q_0(X) = P_0(X), \] (4)
where $K(Q_0)$ is the static stiffness matrix, $P_0$ the global vector of nodal forces, $Q_0$ the global
vector of independent nodal displacements and $\Gamma_0$ the mapping operator resulting from Eq. (2)
and realizing the condition $U_0 = \Gamma_0 Q_0$. This will allow us to update the reference configura-
tion from $C_0$ to $C$, which will be used, once properly re-meshed, as the basis unit cell for the
dispersion curve calculation.

2.2 Floquet-Bloch Analysis

Under the assumption of small-on-large analysis approach [28, 30–32], the small harmonic
perturbation $u(x)$ can be expressed as [33]:
\[ u(x) = \tilde{u}(x) \exp(ikx) \exp(-i\omega t), \] (5)
in which the $\Omega$-periodic displacement amplitude is taken into account ($t$ denotes the time, $\omega$ the
angular frequency, and $k \in \Lambda$ the Bloch wavenumber, being $\Lambda$ the reciprocal unit cell defined
in $C$ by the reciprocal lattice vector.

The solution of the elastodynamic problem for free vibrations of the unit cell in $C$ subjected to
an initial stress $\sigma_0$ and subjected to the Dirichlet boundary condition proceeds by first generat-
ing a new mesh for the deformed geometry of the unit cell in $C$ and then applying a Galerkin
approach [34]. The band diagrams of the phononic structure can be computed from the eigen-
value problem (the mathematical expressions of the mapping operator implementing the Dirich-
let boundary condition, $K_3$, $K_2$, $K_1$ and $M$ are not reported in the present paper for the sake of
brevity and can be found in Refs. [21, 22]):
\[ \left\{ \Gamma^T \left[ k^2 K_3 + ik \left( K_2 - K_2^T \right) + K_1 - \omega^2 M \right] \Gamma \right\} \tilde{Q}(\omega) = 0. \] (6)

3 Numerical results

In this section, the potential of an applied external mechanical load to alter the dispersion
diagram of a periodic structure characterized by an inertial amplification mechanism is shown.
Specifically, the switching from positive to negative group velocity of an isolated dispersion
curve is reported.

To this aim, the band diagram is calculated for the unit cell reported in Fig. 2A (proposed for
the first time by Acar and Yilmaz [26]) through the numerical procedure recalled in section 2.
The structure is supposed to be in epoxy with the following material parameters: $\rho = 1540$
kg/m$^3$, $\lambda = 2.59$ GPa, $\mu = 1.34$ GPa, $l = -18.94$, GPa, $m = -13.36$ GPa and $n = -9.81$
GPa. The geometrical dimensions can be derived from Fig. 2A knowing that $t_2 = 0.4$ mm has
been assumed.
Once the deformation induced in the unit cell by an initial state of stress / strain applied to the structure has been calculated according to the steps reported in section 2.1, the band structures are computed considering the unit cell to infinitely duplicate in a periodic linear array, and assuming the epoxy in its linear elastic regime and under the hypothesis of small displacements (see section 2.2). Both a compression and a traction condition of load are considered by applying a displacement $u_0(x_0) \cdot n_0(x_0)$ normal to the external vertical faces of the unit cell (highlighted in blue in Fig. 2A).

Figure 2B reports the plots of the reduced wavenumber $k^\ast$ along the $\Gamma - X$ irreducible path as a function of the frequency ([0 – 900 Hz range]) for $+130 \mu m$ (left panel), $0 \mu m$ (central panel) and $-360 \mu m$ (right panel) assigned prestrains. We focus our attention on the dispersion branch highlighted in purple, which, in contrast to the other branches reported in gray, besides a general shift, undergoes a group velocity inversion for some values of the reduced wavenumber $k^\ast$. Specifically, if inducing a pre-solicitation state of traction, the inflexion point is achieved around $k^\ast \simeq 0.5\pi/a$, whereas, when inducing a state of pre-compression, the transition occurs for $k^\ast \simeq 0.65\pi/a$ (black arrows in Fig. 2B). To gain further insight on this phenomenon, the corresponding mode shape evaluated at the high symmetry points $\Gamma$ and $X$ are inspected and reported in Fig. 2C. From the comparison it emerges that while the vibration pattern is practically the same for low values of $k^\ast$ (the 3 mode shapes denoted by the star symbol deform comparably), as the $k^\ast$ increases, the deformation induced by the states of prestress alters the overall deformation mechanism with respect to the non-prestressed case (compare the 3 modes denoted by the circular dot). This change in the deformation mode happens only for this branch. As a consequence, for the other branches reported in gray in the diagram the effect of the prestress is to solely shift their frequencies. This allows us to infer that the prestress is differently felt from the deformation modes of the phononic crystal.

Finally, it is worth noticing that in the first pre-solicitation case (traction), a region in which solely the negative group velocity part of the dispersion branch can be isolated in frequency (see the orange dashed line and the orange arrow in Fig. 2B) from 525 to 550 Hz. These results suggest that a deformation of the unit cell geometry induced by a compressive / tensile prestress state, already in the elastic regime, can lead to significant changes in the dynamic behaviour of a periodic structure, especially if the structure is dominated by an inertial amplification mechanism.

4 Concluding remarks

In this paper, we have reported about the effect of the application of a state of prestress on the band structure of a periodic phononic crystal characterized by an inertial amplification mechanism. Specifically, through a numerical example, we have shown the possibility of inducing negative group velocity in an isolated branch of the dispersion diagram.

The dispersion curves are calculated through a 2-step Updated Lagrangian scheme within the which both the static geometrically nonlinear analysis of a representative unit cell undergoing the action of an applied external load and the Bloch-Floquet decomposition applied to the linearized equations of the acousto-elasticity for the unit cell in the deformed configuration, are implemented. The dispersion analysis is performed in terms of small amplitude motions superimposed on a deformed state, once the desired load has been applied. It is worth mentioning that we have considered the static deformation induced by the prestress to be in the linear elastic regime, so to guarantee a complete reversibility of the phenomena, once the load removed.

This study may represent a practical solution for reducing one of the limitations of phononic crystals / metamaterials, represented by the fact that once designed, their unusual dynamic prop-
Figure 2: (A) Schematic representation of the considered unit cell along with its position $x_{0i}$ with respect to the original reference systems $x_{0i}$, with $i = 1,2,3$. (B) Plots of the reduced wavenumber $k^*$ along the $\Gamma - X$ irreducible path as a function of the frequency for +130 $\mu$m (left), 0 $\mu$m (centre) and -360 $\mu$m (right) prestrain conditions. (C) Mode shapes at the edges of the $\Gamma - X$ irreducible path.
erties are fixed in terms of operational frequency.
Future research may include the application of additional internal state of prestress (for instance exploiting the tensegrity paradigm) to foster the application of phononic crystals and metamaterials in engineering problems such as waveguiding / filtering of elastic waves, impact protection, and the design of tunable acoustic lenses.

Acknowledgements

FF acknowledges financial support from the Italian Ministry of Education, University and Research (MIUR) under the P.R.I.N. 2017 National Grant ‘Multiscale Innovative Materials and Structures’ (Project Code 2017J4EAYB).

REFERENCES


M. Miniaci, M. Mazzotti, A. Amendola and F. Fraternali


SUSCEPTIBILITY OF U-PROFILES WITH DIFFERENT GEOMETRY AND POROSITY TO GALLOPING
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Abstract. The proposed paper deals with the experimental investigation of the susceptibility of the set of slender beams having different U-shaped cross-sections typical, e.g., for footbridges and bridge decks with railings or with wind barriers, to the classical galloping. In particular, the influence of the depth of U-shaped profiles having constant side ratio equal to 2 onto aerodynamic drag and lift coefficients was tested in the wind tunnel. Moreover, the effect of the porosity of the vertical sides of U-shaped cross-sections on these coefficients and galloping stability was also studied. The analysis of the proneness of investigated non-porous U-beams to galloping based on the classical quasi-steady theory indicates that the influence of the depth is minimal. On the other hand, when the vertical sides of U-profiles are porous, the depth represents an important factor influencing the size and angular range of positive slope of the transversal force coefficient. The comparison with the outcomes from the tests of the prisms with rectangular cross-sections is also presented and the differences are discussed in detail.
1 INTRODUCTION

The long slender structures with bluff cross-section, that are exposed to the wind, e.g. the power line cables, towers, tall buildings, can be prone to self-excited motion classified as transverse galloping [1]. The transverse galloping is characterized as almost harmonic oscillation of the structure with high amplitudes and low frequency, which is normal to the wind direction and emerges after reaching the critical wind velocity. The amplitudes of the vibration steadily grow by increasing the flow speed above the critical value due to negative damping, thus the system is instable and the motion is divergent. The susceptibility to the galloping is usually assessed using the quasi-steady theory [2]. The necessary condition is given by the positive slope of the transverse force [3], i.e. when the negative slope of lift coefficient is higher than the drag coefficient. Both lift and drag coefficients are obtained from the static force measurements of the analyzed cylinder in the wind tunnel. The galloping onset wind velocity estimated on basis of the quasi-steady approach is inversely proportional to the slope of transversal force coefficient and proportional to Scorton number, which characterizes mass and damping properties of the structure or structural element [4].

The loss of aerodynamic stability of prismatic bodies with orthogonal cross-section was extensively studied in the last decades, especially with the focus on rectangular and square cross-sections. For the smooth flow conditions, Parkinson [5] observed the proneness to galloping for rectangular bodies with side ratio, SR, between 0.75 and 3. Using force oscillation experiment Washizu et. al. [6] found out, that transverse galloping can occur for prismatic bars with the rectangular section with side ratio, SR, smaller than 2.5. The stability parameter related to galloping of rectangular cylinders were also investigated by Ruscheweyh et. al [7]. The authors recommended to use more precise aero-elastic model and indicated the sensitivity to galloping for rectangular with $SR < 3$. Furthermore, the analysis of the sensitivity of other bluff cross-sections such as triangular section [8], L-shaped, T-shaped and cross-shaped sections [9] and D – shaped section [10, 11] typical for ice-coated conductors were also recently published.

This article presents the analysis of the susceptibility of a set of cylinders with various U- shaped cross-sections to galloping based on the results of static wind tunnel tests and quasi-steady hypothesis. In particular, the prisms with various U-shaped cross sections associated with side ratio, $SR = 2$, were tested in detail under the smooth flow conditions. The individual U-profiles have identical outer basic geometry and differ only by their inner depth. For zero depth the U-profile transforms to the rectangle with $SR = 2$, which is prone to galloping. The differences between the aerodynamic coefficients and their trends with varying angle of wind attack related to this rectangle and individual U-profiles are presented and discussed in detail. In addition, the influence of porosity of the vertical sides onto the coefficients and the proneness to galloping instability is also studied.

2 WIND TUNNEL TEST DESCRIPTION

The experimental testing of a set of cylinders with various U-shaped cross-sections was carried out in the wind tunnel of Institute of Theoretical and Applied Mechanics of the Czech Academy of Sciences. All tested specimens were made from wood and were 160 cm long. All have identical $SR = 2$ and identical main along and across wind dimensions $B = 30$ cm and $D = 15$ cm, respectively see Figure 1. The individual U-shaped profiles differ only by their depth, $Db$. The influence of the depth upon the values of the aerodynamic drag and lift coefficient were investigated in detail in terms of dimensionless ratio, $B/Dr$. In particular, the U-profiles with ratios $B/Dr = 2.5$, 3, 4 and 6 were analyzed. In addition, also the effect of the relatively high porosity of the vertical sides (barriers), $p = 75\%$, was studied. Each barrier was built from two plastic nets with a thickness of 1 mm having an axial 5 mm square grid with a
specific degree of fill. The nets were glued onto the frontal and rear sides of a tiny plastic frame in order to secure a sufficient stiffness of the barrier. In particular, the frame consisted from columns with rectangular cross-section of 4 mm × 2 mm and axial distance equal to 5 cm connected together at the top with a horizontal bar having also the rectangular cross-section of 4 mm × 1 mm. The total thickness of the complete barriers, \( t_b \), was 6 mm.

Moreover, the models of prisms with rectangular cross-sections given by all side ratios \( B/Dr \) were also built and tested for comparison with individual U-profiles.

![Diagram](image)

**Figure 1:** U-profile layout (left) and a snapshot of the vertical barrier with porosity \( p = 75\% \) (right).

The models were placed vertically into the measuring part of the aerodynamic section of the wind tunnel and were enclosed between wooden and plastic end-plates, that eliminate the 3D influences and assure the homogenous flow conditions. The aerodynamic forces for the angle of attack, \( \alpha \), in the range from -15° to +15° were measured using two load cells ATI Industrial Automation sensors Mini 40, one at each end of the model. Each force/torque sensor was placed between the individual end of the wooden model and a specially designed rotation mechanism, which was fully fixed to metallic frame of a ceiling at the top and to a table of the floor of the wind tunnel at the bottom. The synchronized rotation of both upper and lower mechanisms enables to swivel the model with the very small angle step, \( \Delta \alpha = 0.2° \). Thus, the alternation of aerodynamic coefficients character with the changing angle, \( \alpha \), can be described very precisely. In our case, this small step was used for \( \alpha \) in the range from -2.5° to 2.5°. The larger step \( \Delta \alpha = 0.5° \) was used for \( \alpha \) up to ±5° and finally for even higher \( \alpha > 5° \) the step \( \Delta \alpha = 1° \) was adopted. The data from the sensors were recorded with a sampling frequency \( f_s = 1000 \text{ Hz} \) for 60 seconds, which is sufficient with respect of the ergodicity and stationarity of the process.

All of the tests were performed under smooth flow conditions, i.e. with minimum turbulence intensity around 1%. Wind speed was measured by the Prandtl-Pitot tube at 400 mm above the floor before the model in place of the undisturbed stream, see the photo in Figure 2. At first, the models were loaded with the speeds in the range of 10 % - 70 % of the fan power, which is 3,0 m/s to 20 m/s, in order to determine the interval of independence of the aerodynamic coefficients on the Reynolds number, \( Re \). The tests were finally carried out at a velocity of about 14 m/s corresponding to \( Re = 2.8e^5 \) normalized using along-wind dimension \( B \).
3 PROCEEUDE FOR EVALUATION OF PRONENESS TO GALLOPING FROM WIND TUNNEL DATA

In order to assess the susceptibility of the individual tested profiles to the transversal galloping according to quasi-steady theory the coefficient of the static drag and lift forces have to be determined for a various angle of attack, $\alpha$. The drag and lift coefficients, $C_D$ and $C_L$, respectively were calculated from the measured forces according to their definitions in the forms

$$C_D(\alpha) = \frac{2 \cdot F_D(\alpha)}{\rho \cdot U^2 \cdot D \cdot L},$$

$$C_L(\alpha) = \frac{2 \cdot F_L(\alpha)}{\rho \cdot U^2 \cdot D \cdot L},$$

where $F_D$ and $F_L$ are measured drag and lift forces, respectively, $\rho$ is air density, $U$ is the mean wind speed, $D$ is the cross-wind dimension and $L$ represents the length of the model.

The proneness to galloping of the particular cross-section was subsequently assessed based on the Glauert-den Hartog instability criterion [3]

$$\frac{dC_L}{d\alpha} + C_D < 0,$$

for a neighborhood of the zero angle of attack, i.e., $\alpha = 0^\circ$. Den Hartog criterion was derived from a solution of one degree of freedom system loaded by transverse force $F_y$, see Figure 1, given by the transverse force coefficient [4]

$$C_{FY}(\alpha) = -C_D(\alpha) \cdot \sin(\alpha) - C_L(\alpha) \cdot \cos(\alpha).$$
The course of $C_{FY}$ against the angle of attack is also presented in this paper, since it could serve for, e.g. numerical evaluation of the expected level and character of the response. It must be noted, that the approximate solution of the first derivative of $C_{FY}$ with respect to $\alpha$ for $\alpha = 0^\circ$ gives the galloping stability parameter $a_g$

$$a_g = \left. \frac{dC_{FY}}{d\alpha} \right|_{(\alpha=0^\circ)} = -\left. \left( \frac{dC_L}{d\alpha} + C_D \right) \right|_{(\alpha=0^\circ)} ,$$

(4)

which is provided in Eurocode [12] for determination of the critical wind velocity of unstable profiles. This stability parameter was calculated for each of the tested U-profiles for a comparison with the data in existing databases or their extensions. Measurement of the static forces was expected to be slightly distorted by the effect of the higher blockage around 8.5 %. The correction based on a comparison of the results of CFD simulations carried out for a profile placed in almost unbounded space and in the confined space simulating the actual cross-section of the wind tunnel was incorporated.

4 RESULTS OF WIND TUNNEL TESTS

4.1 Beams with rectangular cross-sections

The initial static tests were aimed to determine the drag and lift coefficients for prism with the rectangular cross-section with $SR = 2$, which represents a reference case for all other measurements. The drag coefficient $C_D = 1.48$ for $\alpha = 0^\circ$ and the slope of lift coefficient $dC_L/d\alpha = -11.29$ around the zero angle were calculated from the mean values of measured aerodynamic forces in accord to Eq. (1). The slope of $C_L$ was obtained from a linear regression of values related to angles $\alpha$ from $-1^\circ$ to $+1^\circ$. The stability parameter $a_g = 9.81$ corresponding to the above mentioned $C_D$ and slope of $C_L$ is significantly higher than $a_g = 2$ provided by Eurocode [12]. Nevertheless, it was confirmed by the tests of many authors, that this value does not appear as conservative at all [13]. The most similar values to the present case can be found e.g., in [6] or [14], where the stability parameter $a_g = 8.8$ and $a_g = 8.6$, respectively were stated.

The results of subsequent measurements of rectangular prisms with higher side ratio revealed, that only for $SR = 2.5$ the slope of $C_L$ is negative and this cylinder is prone accord to Eq.(2) to galloping. The rest of prisms with $SR = 3, 4$ and 6 was determined as stable in relation to this type of instability. The drag coefficient, $C_D$, and slope of $C_L$ for zero angle of attack together with the stability parameter $a_g$ for all rectangular prisms are summarized in Table 1. In Table 1, also the angular interval, $\Delta \alpha$, where the coefficient $C_{FY}$ has positive slope, is presented. The boundaries of interval $\Delta \alpha$, i.e., angles $\alpha^+$ and $\alpha^-$ are presented in the last column of Table 1 and their two illustrative examples are graphically shown in Figure 4.

<table>
<thead>
<tr>
<th>Cross section</th>
<th>SR</th>
<th>$C_D$</th>
<th>$dC_L/d\alpha$</th>
<th>$a_g$</th>
<th>$\Delta \alpha$</th>
<th>$\langle \alpha^+; \alpha^- \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.0</td>
<td>1.48</td>
<td>-11.29</td>
<td>9.81</td>
<td>12.4</td>
<td>(6.2; 6.2)</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>1.32</td>
<td>-17.17</td>
<td>15.85</td>
<td>9.2</td>
<td>(4.6; 4.6)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.14</td>
<td>6.63</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.09</td>
<td>39.22</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.98</td>
<td>67.07</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: The drag coefficient, $C_D$, and the slope of the lift coefficient, $dC_L/d\alpha$, for zero angle of attack, the stability parameter, $a_g$, and angular interval, $\Delta \alpha$, of the positive slope of $C_{FY}$ of the tested rectangular prisms
The tests indicated higher $\alpha_2$ for $SR = 2.5$ than for $SR = 2$, however, the angular range $\Delta \alpha$ of the positive slope of $C_{FY}$ is smaller. The aerodynamic coefficients and transverse force coefficient against the angle of attack is also graphically presented in Figures 3 and 4, respectively. It must be noted, that in these figures the curves related to the coefficients of rectangular cross-sections are normalized to the height $D = 150$ mm in order to be better comparable with U - beams, while in Table 1 they are normalized with respect to their real across-wind dimensions.

Figure 3: The drag coefficient (left column) and lift coefficient (right column) of the cylinders with rectangular and U-shaped cross sections given by side ratio $B/Dr$
4.2 Beams with U-shaped cross-sections having non-porous vertical sides

All U-shaped prisms with zero porosity of the front and rear vertical sides (barriers) were identified as unstable. Table 2 presents the relevant aerodynamic parameters for various ratio $B/Dr$, i.e., various inner depth of the U-profile for the vicinity of zero angle of attack. The drag coefficient $C_D$ for all $B/Dr$ is almost identical to $C_D$ of the rectangular cross-section with $SR = 2$. The slope of $C_L$ for all $B/Dr$ is negative and decreasing with the increasing inner depth, $D_b$. On the other hand, the stability parameter $a_g$ is increasing with the increase in $B/Dr$. However, $a_g$ is in all cases smaller than $a_g$ of the reference rectangular prism with $SR = 2$.

<table>
<thead>
<tr>
<th>Cross section</th>
<th>B/Dr</th>
<th>Porosity</th>
<th>$C_D$</th>
<th>$dC_L/d\alpha$</th>
<th>$a_g$</th>
<th>$\Delta \alpha$</th>
<th>$\langle a_g^\prime; a_g^\prime \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.5</td>
<td>0</td>
<td>1.48</td>
<td>-7.02</td>
<td>5.54</td>
<td>14.4</td>
<td>(-6.3; 8.1)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>1.45</td>
<td>-8.52</td>
<td>7.06</td>
<td>14.4</td>
<td>(-6.0; 8.4)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>1.46</td>
<td>-8.99</td>
<td>7.53</td>
<td>14.1</td>
<td>(-6.2; 7.9)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>1.45</td>
<td>-9.59</td>
<td>8.14</td>
<td>14.0</td>
<td>(-5.7; 8.3)</td>
</tr>
</tbody>
</table>

Table 2: The aerodynamic parameters related to U-beams with zero porosity of the vertical sides

The global character of coefficients $C_D$, $C_L$ and $C_{FY}$ related to U-beams with zero porosity is illustrated in Figures 3 and 4, where they are reported against the angle of attack, $\alpha$.

For negative angles up to approx. $\alpha = -8^\circ$, the minima and courses of $C_D$ for all $B/Dr$ are very similar to the minimum and the course corresponding to the reference rectangle. The same conclusion can be stated for the lift coefficient, where the coincidence is almost in the whole investigated interval of negative angles. Only the maxima of $C_L$ are a bit lower than maximum of the reference prism.

On the contrary, the differences for positive angles exist for both $C_D$ and $C_L$. In particular, the minima of $C_D$ and $C_L$ for all $B/Dr$ lie at higher angles around $\alpha = 8.2^\circ$, which is about $2^\circ$ greater value than for the rectangular prism with $SR = 2$. The value of the minimum of $C_D$ is increasing with an increase in depth, $D_b$. On the other hand, with increasing $D_b$ the value of the
minimum of $C_L$ is decreasing and the slope of $C_L$ is approaching to the slope of the reference case.

The character of the course, slope and magnitudes and positions of minima of transversal force coefficient, $C_{FY}$, is very similar to identical parameters of $C_L$. This fact holds for all tested ratios $B/Dr$ and in the whole interval of investigated angles of attack. Special attention should be paid to the extension of interval $\Delta \alpha$ of the positive slope of $C_{FY}$, which is almost independent on depth $D_h$, see and compare values of $\Delta \alpha$ in Tables 1 and 2.

4.3 Beams with U-shaped cross-sections having highly porous vertical sides

The tests of U-beams with 75% porosity of vertical barriers revealed their different susceptibility to galloping. For ratios $B/Dr = 2.5, 3$ and 4 the values of stability parameter $a_{eg}$ indicate a comparable susceptibility, which is also very similar to non-porous U-beams, see Tables 2 and 3. Nevertheless, the angular ranges $\Delta \alpha$ of the positive slope of $C_{FY}$ are in comparison with the non-porous prisms significantly narrowed. This reduction of $\Delta \alpha$ is increasing with the increase in the inner depth of the U-profile, i.e., in the increase in $B/Dr$.

For the highest ratio $B/Dr = 6$, not only expected decrease in $C_D$ similar to the rest $B/Dr$ due to the effect of the higher porosity occurs, but also a substantial decrease in the $a_{eg}$ in comparison with the same non-porous profile was determined. The interval $\Delta \alpha$ is in this case narrowed down most of all $B/Dr$. The range $\Delta \alpha$ was shifted toward the positive angles of attack, and thus the slope of $C_L$ was in this case evaluated from data corresponding to angles from $-0.4^\circ$ to $0.4^\circ$. Due to the above mentioned facts, this U-beam with the highest $B/Dr$ is expected to behave only weakly unstable profile when considering galloping.

<table>
<thead>
<tr>
<th>Cross section</th>
<th>B/Dr</th>
<th>Porosity [%]</th>
<th>$C_D$</th>
<th>$dC_L/d\alpha$</th>
<th>$a_{eg}$</th>
<th>$\Delta \alpha$</th>
<th>$\langle u_{IP}^-; u_{IP}^+ \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.5</td>
<td>75</td>
<td>1.28</td>
<td>-7.93</td>
<td>6.65</td>
<td>12.2</td>
<td>$\langle -4.5; 7.7 \rangle$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>75</td>
<td>1.10</td>
<td>-8.70</td>
<td>7.60</td>
<td>8.8</td>
<td>$\langle -4.0; 4.8 \rangle$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>75</td>
<td>1.00</td>
<td>-8.64</td>
<td>7.64</td>
<td>6.6</td>
<td>$\langle -3.5; 3.1 \rangle$</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>75</td>
<td>1.00</td>
<td>-3.25</td>
<td>2.25</td>
<td>4.4</td>
<td>$\langle -0.5; 3.9 \rangle$</td>
</tr>
</tbody>
</table>

Table 3: The aerodynamic parameters related to U-beam with the porosity of the vertical sides $p = 75\%$.

From Figure 3 it is evident, that curves of $C_D$ of all prisms with vertical barriers of higher porosity have in the investigated interval of angles of attack only one minimum close to $\alpha = -5^\circ$. The results also indicated, that at around $\alpha = 8^\circ$, there exists the angle for which the equality of $C_D$ of both porosities related to the same ratio $B/Dr$ is reached. The negative slopes of $C_L$ around zero angle are almost identical with the corresponding slopes of $C_L$ for zero porosity. The only exception represents the highest ratio $B/Dr$, for which the slope is significantly smaller. The angular range of negative slope of $C_L$ is significantly reduced similarly to $C_{FY}$ and is narrowing with the increasing $B/Dr$.

5 CONCLUSIONS

The paper presents an analysis of a proneness of a set of U-beams with constant side ratio equal to 2 to the transverse galloping. The assessment of the susceptibility of these beams that differ in the inner depth and porosity of their vertical sides was based on the quasi-steady theory and experimentally obtained drag and lift coefficients. These aerodynamic coefficients were determined for a wide range of angles of wind attack by static wind tunnel testing.

The results of analysis indicate, that the depth of the non-porous U profile has only a minor effect on the increase in the observed susceptibility to galloping. The slopes of the transversal
force coefficient related to all depths and zero angle of attack do not differ substantially. All these slopes are smaller but very close to the slope of the rectangular cross-section with identical side ratio. On the other hand, the ranges of angles of attack for which the slope of this coefficient is positive were found wider than range of the rectangular case for all depths.

The influence of the high porosity of the vertical sides of U-profile onto the aerodynamic coefficients and overall proneness to galloping was also investigated in detail. The tests for the porosity of about 75% revealed, that in this case the depth plays an important role affecting the magnitude and the range of positive values of transversal force coefficient. In our case, especially the significant reduction of this angular range with increasing depth was observed.
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Abstract. In recent years, the development of lighter and more efficient transport aircraft has led to an increased focus on gust load alleviation. A recent strategy is based on the use of folding wingtip devices that increase the aspect ratio and therefore improves the aircraft performance. Moreover, numerical studies have suggested such a folding wingtip solution may incorporate spring devices in order to provide additional gust load alleviation ability in flight. It has been shown that wingtip mass, stiffness connection and hinge orientation are key parameters to avoid flutter and achieve load alleviation during gusts.

In this paper, after defining a simplified aeroelastic model representative of an symmetric aircraft, considers the case of adding movable wingtips. The effects of hinge position, orientation and spring stiffness will be considered in order to evaluate the potential of this technique for gust load alleviation. Moreover, is studied the longitudinal flight dynamics of a rigid aircraft with elastic wing and folding wingtips.
1 Introduction

Atmospheric gusts and turbulence can significantly affect aircraft ride quality and increase airframe loads. The turbulence is caused by the movement of the air through which the aircraft passes. The gust velocity is the velocity of the air perpendicular to the flight path. The calculation of the responses to gusts and turbulence is important in the design and development of aircraft because they determine the most extreme levels of stress [1]. For this purpose, loads corresponding to gusts and manoeuvres are applied to detailed linear aeroelastic models to determine the worst-case values for various quantities of interest (e.g., bending moments, shear forces, torques, and load factors) [1] [2] [3].

In aircraft design a fundamental aspect is the performance optimization, and nowadays many efforts have been made to find techniques that reduce aerodynamic drag. A considerable contribution, usually 30%-40% of the overall drag, is lift induced drag, which could be reduced by increasing the wingspan. However, such a design solution has some limitations related to the increase in bending moments along the wing and also to the maximum aircraft dimensions allowed at airports. A possible solution to the second problem is to use a folding wing that can be employed on the ground. An example of this technique is the latest version of the B-777, which has a folding wing capability. Recent work has shown the possibility to use a flexible wingtip device for load alleviation. This technique is based on a hinge that allows the wingtip to rotate. A key parameter to enable successful load alleviation is the presence of a relative angle between the hinge line and the airflow [4] [5] [6].

In this work two aeroelastic models of a simplified symmetric aircraft have been developed. In the first model a classical straight wing is considered, while the second model is straight wing with a folding wingtip. Dimensions and total mass between the two models is maintained constant. The main goal of this work is to analyse the effect of wingtip’s parameters on the longitudinal flight dynamics and gust load alleviation of the aircraft [7].

2 Aeroelastic model

In this section the aeroelastic model of the aircraft with a straight wing will be presented (model one) and subsequently the wingtip will be introduced (model two). In the two aeroelastic models the following degrees of freedoms are considered: heave \( z_c \) and pitch \( \alpha \) of the aircraft centre of gravity and the torsional \( q_t \) and the bending \( q_b \) modes of the wing [3]. The wingtip’s span is assumed to be 20% of the half span and there is a relative angle \( \gamma \) between the hinge axis and the free stream velocity. The two aeroelastic models of the symmetric aircraft have been obtained through the Lagrange formulation and considering strip theory as the aerodynamic model. Figure 1 shows model one and Figure 2 shows model two.

2.1 Structural and aerodynamic model of model one

The simplified flexible aircraft consists of a uniform, untapered, unswept flexible wing of chord \( c \) and semi-span \( s \), plus a rigid fuselage and tailplane, as shown in Figure 1. The wing is assumed to have a uniform mass distribution and the wing mass axis (WM) lies at distance \( l_{WM} \) ahead of the aircraft centre of mass. The wing elastic axis (WE) is assumed to lie at distance \( l_E \) ahead of the wing mass axis (WM). The wing aerodynamic axis (WA) is at the wing quarter chord and is at distance \( l_W \) ahead of the center of mass and at distance \( l_A \) ahead of the elastic axis. In order to minimize any coupling between the rigid body modes and the flexible mode equations, the mean axis reference frame has been used [3].
The displacement $z_{WA}(y, t)$ (downwards positive) of the wing aerodynamic axis is

$$z_{WA}(y, t) = z_{c}(t) - l_W \alpha(t) + k_{e_0} \left(1 + A \left(\frac{y}{s}\right)^2\right) q_b(t) - l_A \gamma_{e_0} \left(1 + B \left(\frac{y}{s}\right)^2\right) q_t(t)$$

where $A$ and $B$ are unknown constants defining the amount of bending and twist present along the wing span and $k_{e_0}$ and $\gamma_{e_0}$ are constants defining the wing root displacement and twist deformation. The displacement $z_T(t)$ (downwards positive) of the tailplane aerodynamic center is

$$z_T(t) = z_{c}(t) + l_T \alpha(t)$$

The aerodynamic terms due to the wing and the tailplane have to be determined. To this aim the tailplane is considered has as a rigid part, while the wing contribution involves integration using a strip $dy$ because of the flexibility. The lift of a strip $dy$ at the position $y$ along the wing span is

$$dL = \frac{1}{2} \rho V^2 c d y a_w \left[\alpha - \alpha_0 + \gamma_{e_0} \left(1 + B \left(\frac{y}{s}\right)^2\right) q_t + k_{e_0} \left(1 + A \left(\frac{y}{s}\right)^2\right) \dot{q}_b + \frac{\dot{z}_c}{V}\right]$$

where $a_W$ is the sectional wing lift curve slope. There is also a zero lift pitching moment for the wing

$$M_{0W} = \frac{1}{2} \rho V^2 S_W c C_{M0W}$$

The tailplane lift considering the contribution of the downwash $k_{e}$, the effective incidence due to the nose up pitch rate and the increment of lift due to a rigid vertical displacement, is

$$L_T = \frac{1}{2} \rho V^2 S_T \left\{a_T \left[k_e \alpha_0 + (1 - k_e) \alpha + \frac{\dot{l}_T}{V} + \frac{\dot{z}_c}{V}\right] + a_E \eta\right\}$$

where $\eta$ is the elevator angle and has been included to provide trim.

The effect of the vertical gust on the aerodynamics is a change of angle of attack. Thus on the elastic wing the increment of lift on a strip $dy$ is given by

$$dL_{Wg} = \frac{1}{2} \rho V^2 c d y a_w \frac{w_g(t)}{V}$$
while on the tailplane the gust will act with a delay given by the ratio between the distance between the wing aerodynamic centre and the tailplane aerodynamic centre and the free stream velocity. Hence

\[ L_{T_g} = \frac{1}{2} \rho V^2 S_{T_g} a_T w_g \left( t - \frac{t_{W_g} + t_{T_g}}{V} \right) \]  

(7)

The kinetic energy due to the rigid motion and the dynamic motion is

\[ T = \frac{1}{2} m \dot{z}_c + \frac{1}{2} I_y \dot{\alpha} + \frac{1}{2} m_b \dot{q}_b + \frac{1}{2} m_t \dot{q}_t \]  

(8)

The elastic potential energy corresponds to the strain energy in bending and torsion, such that

\[ U = \frac{1}{2} k_b q_b^2 + \frac{1}{2} k_t q_t^2 \]  

(9)

Finally, the virtual work done by lift forces and moment and gravitational field force

\[ \delta W_A = \int_0^s -dL \delta z_{AC} - L_T \delta z_T + \int_0^s -dL_{W_g} \delta z_{AC} - L_{T_g} \delta z_T + M_{0W} \delta \alpha + mg \delta z_c \]  

(10)

Exploiting the Lagrange formulation the full aeroelastic equation in the classical second order form is obtained as

\[ \begin{bmatrix} \ddot{q}_b \\ \ddot{q}_t \\ \ddot{\alpha} \\ \ddot{z}_c \end{bmatrix} + \begin{bmatrix} \rho V B + D \end{bmatrix} \begin{bmatrix} \dot{q}_b \\ \dot{q}_t \\ \dot{\alpha} \\ \dot{z}_c \end{bmatrix} + \begin{bmatrix} \rho V^2 C + E \end{bmatrix} \begin{bmatrix} q_b \\ q_t \\ \alpha \\ z_c \end{bmatrix} = f_{\eta} + f_0 + f_g + f_{W_g} w_g(t) + f_{T_g} w_g(t - \frac{t_{W_g} + t_{T_g}}{V}) \]  

(11)

where A, D and E are the structural inertia, damping and stiffness matrices, B and C are the aerodynamic damping and stiffness matrices, q are the generalised coordinates and the force vector f on the right hand side of the equation has contributions due to the elevator, zero incidence, gravitational field, gust on the wing and gust on the tailplane.

2.2 Structural and aerodynamic model of model two

As mentioned above the difference between the two models is the presence of the movable wingtip. The model of the aircraft with the folding wingtip can be obtained from the equations of model one considering the additional contributions coming from the wingtip and taking into account that the elastic wing is composed of two contributions from wingspan \( s_1 \) and wingspan \( s_2 \), as shown in Figure 2. It is important to note that in the region of \( s_2 \) the chord is not constant, but it is function of the flare angle \( \gamma \) and of the span position \( y \). The geometric relation is

\[ c(y) = \frac{s_1 + s_2 - y}{\tan(\gamma)} \]  

(12)

The wingtip is considered as a rigid body with a centre of mass at \( \Gamma = (\Gamma_x, \Gamma_y) \) defined in a reference system with the origin at the leading edge of the elastic wing tip and with the x-axis parallel to the hinge axis, as shown in Figure 2. \( \theta \) is the degree of freedom related to the wingtip rotation and it is defined such that a positive angle variation produces a downwards displacement.
Assuming the aerodynamic centre of the wingtip is at the quarter chord and halfway along the wingspan its vertical displacement is

\[ z_{AC_{wt}} = k_{eo} \left( 1 + A \right) q_b - l_A \gamma_{eo} \left( 1 + B \right) q_t - l_w \alpha + z_c + \frac{s_3}{2} \theta \] (13)

The wingtip centre of mass is at position \( \Gamma = (\Gamma_x, \Gamma_y) \), and so its vertical displacement is

\[ z_\Gamma = k_{eo} \left( 1 + A \right) q_b - x_f - \frac{\Gamma_x}{\cos(\gamma)} \gamma_{eo} \left( 1 + B \right) q_t - \left( l_W + \frac{c}{4} - \frac{\Gamma_x}{\cos(\gamma)} \right) \alpha + z_c + \Gamma_y \theta \] (14)

where \( x_f \) is the longitudinal position of the elastic axis measured from the wing leading edge.

The wingtip lift is given by

\[ L_{wt} = \frac{1}{2} \rho V^2 S_{WT} a_w \left[ k_{eo} \left( 1 + A \right) \frac{\dot{q}_b}{V} + \gamma_{eo} \left( 1 + B \right) \frac{\dot{q}_t}{V} + \frac{\dot{\alpha}}{V} + \frac{z_c}{V} + \theta \cos(\gamma) + \frac{S_{wt} \dot{\theta}}{2 V} + \frac{w_g(t)}{V} \right] \] (15)

The kinetic energy due to the rigid and dynamic motion is

\[ T_{wt} = \frac{1}{2} m_{wt} |\dot{z}_\Gamma|^2 \] (16)

and the potential energy corresponding to the strain energy of the spring at the hinge between the elastic wing and the wingtip is

\[ U_{wt} = \frac{1}{2} k_{wt} \theta^2 \] (17)

The total work done by the external force of the wingtip is

\[ \delta W_{wt} = -dL\delta z_{ac}(y) + m_{wt}g\delta z_\Gamma \] (18)

The Lagrange formulation is used to obtain the aeroelastic equation of motion as

\[ A \begin{pmatrix} \ddot{q}_b \\ \ddot{q}_t \\ \ddot{z}_c \\ \dot{\theta} \end{pmatrix} + (\rho V B + D) \begin{pmatrix} \dot{q}_b \\ \dot{q}_t \\ \dot{z}_c \\ \dot{\theta} \end{pmatrix} + (\rho V^2 C + E) \begin{pmatrix} q_b \\ q_t \\ z_c \\ \theta \end{pmatrix} = f_{nI} + f_{00} + f_{g} + f_{w_g} w_g(t) + f_{T_g} w_g(t) \left( \frac{l_W + l_T}{V} \right) \] (19)

In contrast to the previous case, Eq.11, an extra degree of freedom related to the wingtip rotation has been introduced.

### 2.3 Excitation gust

A '1 - cosine' gust disturbance is introduced at different frequencies and a constant amplitude of 5 m/s. A gust length (\( l_g \)) is considered in the range of 20-200 m in order to have a wide spectrum of excitation. The results will show that a short gust length will excite mostly the elastic modes while a long gust length will excite the rigid body modes.
3 Results

In order to analyse the models a numerical example found in literature for the gust analysis of a flexible aircraft is considered [3]. The airplane and wingtip main parameters are reported in Tables 1 and 2. All the analysis considers an equivalent airspeed of 150 m/s. The coefficients $A$, $B$, $\gamma_0$, $k_\theta_0$, the bending and the torsion modal masses have been obtained through a minimization process exploiting the orthogonality condition between the elastic modes and the rigid modes. The bending and torsional modal stiffnesses are determined to obtain the respective modal frequencies [3]. Due to the linearity of the model the analysis have been done without considering the static contribution due the initial trim in order to analyse only the dynamic response to the gust.

| Total mass | 5000 kg |
| Half span | 7.5 m |
| $l_W$ | 0.6 m |
| $l_T$ | 7 m |
| $l_A$ | 0.25 m |
| $l_E$ | 0.25 m |
| $l_{WM}$ | 0.1 m |

Table 1: Aircraft parameters

| Mass | 150 kg |
| Span | 1.5 m |
| $\gamma$ | 20 deg |
| $\Gamma_x$ | $\cos(\gamma)(c/4 + l_A + l_E)$ |
| $\Gamma_y$ | $\cos(\gamma)s_3/2$ |

Table 2: Wingtip parameters

3.1 Validation

The model validation compares the results of the model outline in this paper with the one obtained using a reference model with three degrees of freedoms, the vertical displacement and the pitch angle of the aircraft centre of gravity and the torsional mode of the wing [3]. In order to have a proper comparison, the natural frequencies of the elastic modes not considered in the reference model have been set to a high value and the torsional frequency is the same as the reference model.

The gust response in terms of vertical displacement of the trailing edge of the tip of the wing ($z_{TE}$), angle of incidence ($\alpha$) and vertical displacement of the center of gravity ($z_c$) are simulated for gusts of different lengths. Figures 3 and 4 compare the results of, respectively, model one (coloured lines) and the reference model (black dash lines) and model two (coloured lines) and the reference model (black dash lines). In both models the torsional mode frequency is set at 8.5 Hz, the bending mode at 56 Hz and the flapping mode at 61 Hz in model two. The results show that the models give similar results.

3.2 Model two gust response

This section presents the dynamic response of model two for different gust lengths and for various wingtip parameters. The modal stiffness has been set in order to obtain the frequency of the bending mode at 5 Hz and the frequency of the torsional mode at 8.5 Hz when an high value of the wingtip stiffness connection is considered.

Figures 5, 6, 7 and 8 show the gust response in the case of low and high value of the stiffness connections between the wing and the wingtip. These two extreme cases represent the cases when the wingtip is free to rotate at the hinge ($k_\theta = 0$ Nm/rad) and wingtip is rigidly attached to the wing ($k_\theta = 10^8$ Nm/rad). When the wingtip is free to rotate at the hinge, the heave mode is less exited and the pitch mode is more exited with respect to the case when the wingtip...
is rigidly attached to the wing. It is also possible to see that the zero value of the stiffness connection reduces the torsional and bending mode responses.

4 Conclusions

Two aeroelastic models representative of a symmetric aircraft have been developed, considering a straight wing and a straight wing with a folding wingtip. The validation, with respect to a similar model, has shown that the introduction of a wingtip rigidly connected to the wing gives, in terms of gust response, negligible difference with respect to the classical wing. The gust re-
response analysis considering different stiffness connections of the folding wing have shown that if the wingtip is free to rotate at the hinge it is possible to reduce the bending and torsional deflection and consequently reduce the moment transmitted from the wing to the fuselage. Moreover in this configuration the aircraft will be subjected to a smaller vertical displacement during and after the gust. Finally the flare angle and wingtip centre of mass have shown to be sensitive parameters of the model.

The results have shown that, by a proper selection of the parameters, a folding wingtip could reduce the loads due to gusts with respect to a rigid wingtip. Further investigations are needed in order to better understand, in the case of large span aircraft, the effect of the geometrical nonlinearity related to the large deflections of the wingtip. Moreover experimental tests will be necessary in order to validate the models.
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Figure 11: Gust response for different gust lengths and positions of the wingtip center of mass ($k_\theta = 0 \text{ Nm/rad}$)
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Abstract. The present work deals with the analysis of the structural behaviour of the Alto Lindoso arch dam under static and dynamic loads, considering fluid-structure interaction with the evaluation of service and ultimate capacity. The analysis of the maximum stresses in the super structure is obtained with undeformable foundation, since the development of the nonlinear model to evaluate these stresses, seems not to be influenced by the boundary conditions in the case of the ultimate load capacity.

The fluid-structure interaction is formulated by the discretisation of the reservoir with infinite elements that gives a simple accommodation to complex geometries and reduced computing time in the case of concrete large dams.

The nonlinearity of the material becomes from the concrete cracking. Under tensile stresses the cracking behaviour is approximated by the smeared crack model within a small band. The width of the band may coincide with the dimension of the element. After cracking a softening behaviour control the release of the tensile stresses and the crack opening dependent on the fracture energy according to the softening behaviour. Since the dimension of the mesh affects the results of the structural analysis the independence of the mesh is obtained in this case considering linear elastic fracture mechanics.

The Alto Lindoso double curvature dam, constructed in 1992 and owned by EDP (Eletricidade de Portugal), is used as an example of the application of the model and compared to other results.
1 INTRODUCTION

A double-curvature arch dam is a very efficient structure with total volume of concrete significantly less than the conventional gravity dams. However, their geometrical complexity hinders the preliminary and final designs. Software to support the decision, to advance with a project in a specific place, giving a preliminary geometrical design with stochastic calculation performance has developed by D. J. Vicente et al [1]. The accuracy and quickness of the analysis are relevant either in the preliminary design as in final verification of the stress and strain states under static or dynamic loads. As pointed out by Chopra [2], to analyse the stress/strain state of an arch dam the structure must be correctly described, with the surrounding foundation, the concrete nonlinearities, the interaction structure-rock foundation-compressible fluid and selecting a low time step for the integration of the dynamic response. To analyse the Morrow Point Dam, Chopra [2] used 20,000 brick elements to model the body dam, 100,000 to the rock foundation, 20,000 to the fluid, and an integration time step of the order of $10^{-6}$ s for dynamic analysis. Considering the same factors, J. T. Wang [3] proceeded the analysis of Pacoima Dam, and Hariri [4, 5, 6] add the elastoplastic behaviour of the foundation, also with a large nonlinear finite-element system. These computer solutions are very time consuming, both in data preparation and computer implementation. Other authors [7-12] investigate the behaviour and stability of dams using large finite-element systems, including the relevant factors pointed out by the previous authors [2-6]. One of these factors is the concrete cracking.

The cracking of the concrete is very relevant in the design and analysis of dams in general and particularly in arch dams. The discrete crack models show advantages in the simulation of joint dams interface, as demonstrated by Zhou et al [13], with experiments in more than 20 models of high arch dams, namely under earthquakes where the joints affect the dynamic response. The models based in continuum are convenient because the dissemination and crack orientation are not known in advance. Considering the two models of this category, the damage and the smeared crack models, the smeared crack models do not involve re-meshing, the material degradation is modelled in average way and it is the option in this work by analysing the cracking formation and propagation under both static and dynamic loads. Espandar et al [7] uses a fixed smeared crack with non-orthogonal cracking in the analysis of arch dams, Mirzabozorg et al [9], Calayr et al [8] and Zhong at al [14] resort a rotating smeared crack model with, respectively a linear, exponential and bi-linear strain softening after crack starting. The stability of the smeared crack model was achieved by Li [10] increasing the mesh density and adjusting the elastic modulus according the Weibull distribution in cracking zones. The objectivity of the finite element mesh can be achieved localising the microcracking in the finite element within a small band [15, 16], keeping constant the density of fracture energy [4, 15-17].

As it was referred by Vicente [1], the procedure for the establishment of a dam includes the preliminary design, the structural performance for simplified load cases, followed by good fulfilment for the loading scenarios prescribed by regulations. A suitable solution usual requires the absence of tensile stress in the concrete. This requires to perform numerical computations from the begin to the final design procedure. Moreover, dams constructed before 1990s were designed with a pseudo-static analysis method and the actual seismic safety criteria [18] may not be satisfied. As pointed out by Wieland [19], it is needed a systematic earthquake analysis to evaluate the safety of the dams which have not been designed against earthquakes.

The authors of the present paper believe that a less time consuming model than the founded in the literature, either in data preparation and computer implementation, without loss of quality results, is relevant. This is the objective of the present work - to present a light finite element model that: discretises the structure in a few Ahmad [20] finite elements divided in
The constitutive relation and the equilibrium equation for equilibrium equation and deformation given by Hook law, and a damage volume. It can be asserted that exceed the strain. For tangential stress and angular strain it is also considered, meaning that.

As the stresses are constant within the element at each Gauss point, the previous equation establishes the stress \( \sigma_n \) by

\[
\sigma_n = \frac{1}{V} \int_{V_n} \sigma_n^d \, dv + \frac{1}{V} \int_{V_d} \sigma_n^d \, dv
\]

with \( v^t = V_t/V \) and \( v^d = V_d/V = \frac{w}{h_t} \), meaning that \( v^t + v^d = 1 \). It can be asserted that an element has an intact volume \( v^t \), with a strain \( \epsilon_n^t \) given by Hook law, and a damage volume \( v^d \), with a strain \( \epsilon_n^d \) given by strain softening concrete behaviour.

In the \( t \) direction, normal to the crack, the axial equilibrium condition is \( \sigma_t = \sigma_t^i = \sigma_t^d \) and the compatibility one is \( \epsilon_t = \epsilon_t^i + \epsilon_t^d \). For tangential stress and angular strain it is also considered \( \tau_{nt} = \tau_{nt}^i = \tau_{nt}^d \) for equilibrium equation and \( \gamma_t = \gamma_t^i + \gamma_t^d \) for deformation compatibility condition.

When the value of \( \epsilon_t \) exceed the strain \( \epsilon_{ct} \) (\( \epsilon_t > \epsilon_{ct} \)) the constitutive relation \( \sigma - \epsilon \), in terms of local coordinates \( n \) and \( t \), can be described by:
\[
\begin{pmatrix}
\frac{e}{E} \\
\frac{e}{E}
\end{pmatrix} = \begin{bmatrix}
1/E & 0 & 0 \\
0 & 1/G_r & 0 \\
0 & 0 & 1/E_r
\end{bmatrix}
\begin{pmatrix}
\sigma_\tau \\
\sigma_e \\
\tau_{nc}
\end{pmatrix}
\]

(3)

In the previous expression, \(E\) is the Young modulus, \(E_r\), the reduced Young modulus, and \(G_r\), the shear reduced modulus, are given by:

\[
E_r = \left[\frac{1-\nu^2}{E} + \nu^2 \frac{d\sigma_e(\sigma_\tau)}{d\sigma_e}\right]^{-1}, \quad G_r = \frac{\beta G}{(1-\nu^2)\beta + \nu^2},
\]

(4)

where \(\beta\) is the decrease in tangential stiffness, varying linearly between 1, when the crack starts, to zero when the crack is opened without tensile stress.

The most common expressions for \(e(\sigma_\tau)\) are linear, multilinear or exponential. In the present model for application to arch dams, the linear softening law is considered with the unidimensional constitutive law \(\sigma - e_r\) represented figure 1, and it is written by the following:

\[
\sigma = \frac{f_{et}}{e_{et} - e_{etu}}(e - e_{etu})
\]

(5)

Figure 1: Stress-strain relation for concrete under tension.

The area defined by the diagram (see figure 1) is the energy deformation per unit volume \(G_f\). According to the fracture mechanics concepts, the energy for crack propagation per unit of crack area, \(G_F\), is a property of the concrete that can be defined using the damage length \(w\) by \(G_F = \frac{w f_{et}^2 e_{etu}}{2}\). The ultimate strain \(e_{etu}\) can be computed and the descending branch of the stress written in function of the material parameter \(G_f\):

\[
\sigma = \frac{f_{et} E}{w f_{et}^2 - 2E G_F}(w f_{et} e - 2G_F),
\]

(6)

that gives

\[
\frac{d\sigma}{d\varepsilon} = \left[\frac{1}{E} - \frac{2G_F}{w f_{et}^2}\right]^{-1}
\]

(7)

The reduced Young modulus, \(E_r\), is obtained substituting \(d\sigma/d\sigma_\tau\) by the inverse of the previous expression. The band width, \(w\), is function of maximum dimension of the aggregates. In particular case it can be equal to the width of the element \(w = h_2\), as suggested by Ozbalt and Bazant [23] the energy density is given by \(G_f = G_F/w = G_F/h_2\) and \(E_r\) by:

\[
E_r = \frac{1}{E} - \frac{2G_F}{f_{et}^2}
\]

(8)

The material parameters, \(G_F\) and \(w\), were evaluated experimentally by Wender et al [24] in order to be used in the numerical simulations.
The model can be extended to more than one crack, as in references [4-7, 11, 16, 17] but in the arch dam studied by the authors there was no case of two principal tensile stresses at the same Gauss point.

3 INTERACTION FOUNDATION-DAM-RESERVOIR

The foundation was modelled by Hariri [5] using infinite elements and he found that the results are more conservative in term of dam stresses when compared to a solution considering rigid foundation. Similar conclusion is given by Chopra [2] that to neglect the foundation mass, the stresses may be overestimated by a factor of 2 to 3. Since the objective is to develop a model less time consuming allowing a reliable behaviour of the dam under seismic loads, the rock mass foundation is neglected. It must be noted that considering the flexibility of the rock mass the period of vibration increases and influences the results.

Pressure-based infinite elements are used for simulating the reservoir domain with the same number of elements employed in dam discretization. The mid-points of the infinite elements are located at a distance from the dam equal to the height. According to Chopra [2], to neglect water compressibility may underestimated the stresses in some cases and overestimated in other cases. In the present model the water is considered incompressible by the infinite elements.

4 APPLICATION TO THE DAM-RESERVOIR SYSTEM OF ALTO LINDOSO

4.1 Geometrical characteristics of the dam

The model is applied to the Alto Lindoso dam and results are compared to other references. The dam is founded in a granite bedrock, located at the Lima river, with the following main characteristics: 309000 m³ concrete volume; reservoir capacity of 347,8 hm³; maximum height above foundation of 110 m; crest length of 298 m. Figure 2 represents the hydroelectric power plant [27] and figures 3 a), b), c) establish the geometrical characteristics [26] given by the planned projection of the dam, horizontal arch at depth z and the crown cantilever that has a five degree polynomial thickness variation with 4 m at the top and 21 m at the base. The arch guideline at depth z comply the equation

\[ y = \frac{x^2}{2P_z} - a_z \]  

(9)

where \( a_z \) and \( P_z \) are given by:

\[ a_z = 0.1867834 z + 0.00223080 z^2 - 0.00009865876 z^3 + 0.000001102495 z^4 - 0.000000004727742 z^5 \]

\[ P_z = 113 - 0.5703572 z + 0.003874011 z^2 - 0.0001736113 z^3 + 0.000001624506 z^4 - 0.00000004216277 z^5 \]  

(10)

The thickness at depth z and ordinate x is given by

\[ e = e_f \left[ 1 + A \left( \frac{x}{100} \right)^2 \right] \]  

(11)

with \( e_f \) and A computed by:
\[
\begin{align*}
\varepsilon_0 &= 4 + 0.2081566 \ z - 0.002679505 \ z^2 + 0.00008034516 \ z^3 - 0.0000009022521 \ z^4 + \\
&\quad +0.000000003209177 \ z^5; \\
A &= 0.03573173 \ z - 0.0008548716 \ z^2 + 0.000008962299 \ z^3 - 0.00000001278656 \ z^4 + \\
&\quad +0.000000005023905 \ z^5.
\end{align*}
\]

Figure 2: Hydroelectric power plant.

Figure 3: Geometrical characteristics of Alto Lindoso arch dam.

4.2 Material parameters

The material parameters used in the analysis are summarized in table 1.

<table>
<thead>
<tr>
<th>Modulus of elasticity, E</th>
<th>Coefficient of Poisson, ν</th>
<th>Conc. specific weight, $\gamma_c$</th>
<th>Water specific weight, $\gamma_w$</th>
<th>Conc. tensile strength, $f_{ct}$</th>
<th>Fracture energy, $G_f=f_{ct}^2/2E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 GPa</td>
<td>0.22</td>
<td>24.5 kN/m$^3$</td>
<td>10 kN/m$^3$</td>
<td>1.8 / 3.65MPa</td>
<td>0/2/20 kN/m$^2$</td>
</tr>
</tbody>
</table>

Table 1: Material parameters.

The concrete tensile strength of $f_{ct}=1.8$MPa is the usual value in this kind of structure, but the value of $f_{ct}=3.65$MPa was also used. Values of twice or triple of the characteristic tensile strength of the concrete are usual to employ in dynamic analysis [26] and, in this case, both are used in order to compare its influence in the behaviour of the structure.
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The zero value considered of the fracture energy density $G_f$ corresponds to the $\sigma$-$\varepsilon$ diagram without tensile retention. The other values are used to define the linear strain softening laws. The values of the fracture energy density $G_f$ are function of the fracture energy $G_F$ and the crack band width $w$. For dams usual values of $G_F= 100 - 200 \text{ N/m}$ and $w=3 - 5$ times the maximum aggregate dimension are generally accepted. To avoid limitations in the finite element mesh dimensions and to ensure objectivity of the analysis, an adjustment of the $\sigma$-$\varepsilon$ diagram is made, as described above.

### 4.3 Analysis of the dam under static loads

In the analysis of the behaviour of the structure, in order to compute the stress distribution, the deformed shape and the maximum displacements under static and dynamic loads are relevant issue to test the model. The reliability of the model was proved using a set of analysis whose results were compared with those of the literature. Table 2 resumes the different analysis performed, all of them considering the dead load and the hydrostatic pressure in the upper stream. The foundation was considered with infinite stiffness.

<table>
<thead>
<tr>
<th></th>
<th>Linear elastic</th>
<th>Non linear – band crack model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh A</td>
<td>$f_{ct} = 3.65 \text{MPa}$</td>
<td>$G_f = 0$</td>
</tr>
<tr>
<td>(see fig.3)</td>
<td>$f_{ct} = 1.80 \text{MPa}$</td>
<td>ST1</td>
</tr>
<tr>
<td>Mesh B</td>
<td>$f_{ct} = 3.65 \text{MPa}$</td>
<td>ST4</td>
</tr>
<tr>
<td>(see fig.3)</td>
<td>$f_{ct} = 1.80 \text{MPa}$</td>
<td>ST5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ST9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Static analysis.

The two finite element discretizations for the body dam, used in the analysis related in table 2 are represented in figure 4. The thickness of the Ahmad element is discretized in ten layers.

![Figure 4. Discretization into 32 (mesh A) and 8 elements (mesh B) used in the analysis.](image)

The dam reservoir was discretized in infinite elements with the intermediate nodes located at 110 m far from the medium surface of the dam, corresponding to a global of 336.9 MN of water. Figures 5 and 6 represent respectively the arch stress, $\sigma_x$, and vertical stress $\sigma_y$, along the upstream and downstream of the central cantilever, obtained with the analysis ST1e, ST2e and ST3e. The results of EDP and R. Delgado [26] are also plotted.
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The results of EDP were computed with a fine mesh of triangular elements and Vogt coefficients to simulate the flexibility of the foundation and R. Delgado uses 18 shell elements appealing to the symmetry of the structure [26]. Table 3 resumes maximum stresses and displacements and figure 7 shows the deformed shape of the crest.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Maximum principal stresses (MPa)</th>
<th>Displacements of the midpoint of the crowning (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Upstream</td>
<td>Downstream</td>
</tr>
<tr>
<td>ST 1e</td>
<td>4.46</td>
<td>-6.15</td>
</tr>
<tr>
<td>ST 2e ($f_c=3.65\text{MPa}$)</td>
<td>2.85</td>
<td>-4.90</td>
</tr>
<tr>
<td>ST 3e ($f_c=1.8\text{MPa}$)</td>
<td>0.32</td>
<td>-2.06</td>
</tr>
</tbody>
</table>

Table 3. Maximum principal stresses and displacements.
Figures 8 and 9 show the location of the cracks with the number of layers cracked at each location. In analysis ST 2e the cracks appear only at upstream (figure 8) and considering $f_{ct}=1.8\text{MPa}$ both surfaces are cracked (see figure 9).

![Figure 8](image1.png)

**Figure 8. Crack’s location for ST 2e analysis at the upstream ($f_{ct}=3.65\text{MPa}$).**

![Figure 9](image2.png)

**Figure 9. Crack’s location for ST 3e analysis ($f_{ct}=1.8\text{ MPa}$).**

a) Upstream  

b) Downstream

The three analysis performed show: the cracking induces a stress redistribution with relevance only for the tractions at the upstream surface near de foundation; the stress distribution, the values and directions of the principal stresses and the maximum displacements are not significantly changed when the concrete tensile strength is reduced to a half; the concrete tensile strength influences the shape of the deformation and it is not convenient to consider half of the structure even in this case of slight asymmetry of the valley.

The maximum compressive (-) and tensile (+) stresses and corresponding locations, with the number of the element in parentheses, as well the displacements of the midpoint of the crowning are resumed for the analysis ST 4e to 10e in table 4.
Table 4. Maximum principal stresses and displacements for ST 4e to 10e analysis.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Maximum principal stresses (MPa)</th>
<th>Displacements of the midpoint of the crowning (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Upstream</td>
<td>Downstream</td>
</tr>
<tr>
<td>ST 4e</td>
<td>4.03 (5)</td>
<td>-3.23 (6)</td>
</tr>
<tr>
<td>ST 5e</td>
<td>1.72 (6)</td>
<td>-1.45 (6)</td>
</tr>
<tr>
<td>ST 6e</td>
<td>1.76 (5)</td>
<td>-4.80 (3)</td>
</tr>
<tr>
<td>ST 7e</td>
<td>3.44 (4)</td>
<td>-6.03 (6)</td>
</tr>
<tr>
<td>ST 8e</td>
<td>1.08 (1)</td>
<td>-8.76 (6)</td>
</tr>
<tr>
<td>ST 9e</td>
<td>2.99 (5)</td>
<td>-4.66 (6)</td>
</tr>
<tr>
<td>ST 10e</td>
<td>1.76 (5)</td>
<td>-3.01 (4)</td>
</tr>
</tbody>
</table>

Figure 10 shows the location of the cracks with the number of layers cracked at each location.

Figure 10. Crack’s location for ST 5e to 10e analysis.

It is clear the increment in the cracking in ST 6e, 8e and 10e relatively to ST 5e, 7e e 9e, because of the decrease of the tensile strength. The increasing in tensile retention related to the increase of \( G_f \) reduces the depth of the cracks (analysis 6e and 10e). The absence of tensile retention with, simultaneously, the tensile strength of \( f_c = 1.8 \text{MPa} \), induces a generalized cracking.

4.4 **Analysis of the dam under constant acceleration, a=0.1g**

Two groups of analysis are presented. The first group has the objective to compare the results of the present study with those of the existent literature and the second group analyses
the nonlinear behaviour of the dam under seismic loads. Figure 11 compares the displacement increasing, relatively to the static analysis, of the crest midpoint obtained in linear analysis with mesh A and B and the results obtained by R. Delgado [26] that takes the fluid compressible and meshes of 10 and 18 finite elements for the half body dam. In these analysis the integration time is T/10, where T is the vibration period of 0.4s. The dynamic load is a constant acceleration of 0.1g applied from downstream to upstream and corresponds to the action of a moderate earthquake, traditionally considered in Portugal.

![Figure 11. Horizontal displacement variation of the top of the central cantilever for a=0.1g.](image)

The good approximation between all results in figure 11 reveals that: it is enough to consider the hydrodynamic pressures by the infinite element reservoir discretization instead of the use of 3D finite elements in a length equal to 3 times the dam height as in reference [26]; it is not relevant to consider the compressibility of the water as in reference [26]. The differences in the results can be attributed to the differences in the discretization.

The analysis were also performed for both meshes A and B considering the concrete cracking, with the tensile concrete strength of $f_{ct}=3.65\text{MPa}$ and a density of energy $G_f=2\text{kN/m}^2$. The maximum displacements of the midpoint of the crest obtained in both linear and nonlinear analysis are all in the downstream direction movements and they are resumed in table 5.

<table>
<thead>
<tr>
<th>Total maximum displacements</th>
<th>Mesh A</th>
<th>Mesh B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 0.21\text{s}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear $\delta_x$ (cm)</td>
<td>-0.38</td>
<td>-0.05</td>
</tr>
<tr>
<td>Nonlinear $\delta_x$ (cm)</td>
<td>4.61</td>
<td>5.03</td>
</tr>
<tr>
<td>$t = 0.19\text{s}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear $\delta_y$ (cm)</td>
<td>0.88</td>
<td>1.18</td>
</tr>
<tr>
<td>Nonlinear $\delta_y$ (cm)</td>
<td>0.83</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 5. Maximum displacements of the top of the central cantilever for $a=0.1\text{g}$.

At time $t=0.21\text{s}$, all cracks are concentrated upstream, near the support, as it can be seen in figure 12, where the number of layers cracked are indicated.
The stress variation over time can be analysed through the stress variation of two representative points located at the upstream surface of the central cantilever. One of them, placed on half height of the dam, representing the maximum compression $\sigma_x$ in the arch direction. The other is the Gauss point nearest the support representing the maximum tensile stresses $\sigma_y$ in the cantilever direction. In figures 13 and 14 are plotted the stresses over time, respectively, $\sigma_x$ and $\sigma_y$, for the two representative points.

For this load case, the nonlinearity due to the cracking does not induce a relevant variation of the displacements because the cracked zone is limited to the vicinity of the support at the base (see figure 12) and simultaneously with the decrease of tensile stresses (see figure 14) the compressed stresses in the arches rise (see figure 13).

4.5 Analysis of the dam under an allowable earthquake

Due to the absence of real seismic registration close to the dam placement, an artificial ac-
The celerogram generated from the ground acceleration response spectrum $Se(w)$, as predicted in reference [28] is used. The response spectrum used is plotted in figure 15. It represents an earthquake acting during 10 s with high frequencies. This kind of earthquake is being used in the security check of arch dams and it is usually more conditioning, for typical frequencies of concrete arch dams, than other kind of long duration and low frequencies earthquake [29]. The accelerogram corresponding to the response spectrum is indicated in figure 16.

![Figure 15. Response spectrum used in the generation of the accelerogram.](image)

![Figure 16. Accelerogram of the earthquake.](image)

It was previously demonstrated, for dynamic load of a constant acceleration $a=0.1g$, that mesh B represents with good approximation the strain configuration, revealing interest for intensive simulations under seismic loads. The previous material characteristics are used in this application, with concrete strength of $f_{ct}=3.65\text{MPa}$ and a density of energy $G_f=2 \text{kN/m}^2$ in nonlinear analysis with mesh B.

The displacements over the time of the midpoint of the crest are plotted in figure 17. The nonlinear analysis is represented in red and the linear in black. The upstream and downstream maximum displacements and occurring time are indicated in table 6. The figure 17 and table 6 indicate that as the effect cracking is to decrease the horizontal displacements, but it is observed an increase in the vertical displacement.

<table>
<thead>
<tr>
<th>Total maximum displacements</th>
<th>Linear</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Upstream</td>
<td>Downstream</td>
</tr>
<tr>
<td>$\delta_y$(cm)</td>
<td>$t = 9.91 \text{s}$</td>
<td>$t = 7.79 \text{s}$</td>
</tr>
<tr>
<td></td>
<td>7.3</td>
<td>13.4</td>
</tr>
</tbody>
</table>

Table 6. Maximum displacements of the top of the central cantilever the earthquake.
The stress variation over time can be analysed through the stress variation of two representative points located at the upstream surface of the central cantilever. One for the arch stresses, indicated in figure 18, and stresses in the cantilever direction in figure 19.

The maximum stresses $\sigma_y$ in the cantilever, at the upstream, vary from 6.44MPa to -4.92MPa, if cracking is disregarded, and from 2.60MPa to -3.67MPa if cracking is considered. The maximum arch stresses $\sigma_x$, downstream, vary from 5.80MPa to -0.90MPa, if cracking is disregarded, and from -6.50MPa to -0.92MPa if cracking is considered. Cracking results in a reduction of the stresses $\sigma_y$ and increase in the compression stresses $\sigma_x$ downstream.
5 CONCLUSIONS

The following conclusions can be indicated:

- The present model spends little computer time, either in data preparation and computer implementation, without losing quality in the results;
- The model uses a discretisation of the structure into few finite elements with layers in the thickness;
- The model discretises the reservoir into infinite elements considering the fluid-structure interaction;
- The nonlinearity of the concrete is approximated by the smeared crack band model with constant energy density to obtain the objectivity of the finite element mesh;
- The model consider dynamic analysis of the displacements, stresses and cracking with direct integration of the equation of motion.
- The model is applied to the analysis of the seismic behaviour of an arch dam.
- The results are compared to other analysis showing the good performance of the model.
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Abstract. In this work, the capabilities of the open source code DualSPHysics coupled with the multiphysics library Project Chrono are shown. The framework is validated through an experimental campaign performed on a wave energy converter, which consists of a cylindrical heaving-buoy and a power take-off unit. The numerical model proves to correctly reproduce the hydrodynamic response of the wave energy converter under regular waves, and with three different damping coefficients of the power take-off. With this validated setup, the sensitivity of a wave energy converter to the lateral stiffness of the anchoring system is investigated. The outcomes of this numerical campaign show that the correct design of the anchoring structure should develop along with the design of the system. Enough lateral stiffness is able to avoid excessive displacements to limit the loss of efficiency. DualSPHysics is a toolbox ready to manage complex simulations, including mechanical constraints, high energetic sea states. Various scenarios along the lifespan of a floating structure can be investigated. More importantly, the model supports the preliminary studies that are of vital importance to design a test campaign.
INTRODUCTION

The process of shifting our primary energy source from fossil fuel to renewable energy seems to be driven by the increased worldwide awareness about climate change. However, many other driving forces are behind the events of the past decades, such as the economic benefit. Along with solar and wind energy, a more energy-dense source with comparable availability is represented by ocean wave energy [1]. Wave energy converters (WECs) are devices that can capture the wave energy and turn it into electricity using a power take-off (PTO) system. The movement of a floating body is often the input for any system that turns mechanical energy into electric one. Point-absorbers are representative of the most widely applied class of WECs. The floating bodies of such devices are smaller than others, and easier to produce and install [2]. On top of this, they can harvest energy irregardless of the wave directionality.

Along with physical tests, the design and optimisation of such devices can be approached via numerical modelling. A range of models is available to face this problem, such as potential flow based, boundary element method, and computational fluid dynamic (CFD) models. The first two methods—to name some implementations, WAMIT [3] and WEC-Sim [4]—are well suited to tackle the design of WECs, with a particular focus on energy efficiency. However, these approaches ground on over-relaxed conditions when it comes to model fluid, waves, and the buoy mechanics. On this account, such models cannot be used when the device is under operational sea states, where the ability of simulating nonlinearities is strictly advised to obtain reliable predictions. Very energetic sea states may represent more stressing scenarios for both buoys and structures used to restrain their movement [5]. On the other hand, CFD methods can guarantee a wider field of application.

Some meshless methods have appeared over the last decade and grown in popularity as they can be applied to highly nonlinear problems in arbitrarily complex geometries — difficult to be solved by mesh-based methods instead [6]. Among the others, Smoothed Particle Hydrodynamics (SPH) meshless technique is the most popular, having attained the required level of maturity to be used for engineering purposes [7]. Being Lagrangian, SPH can be conveniently adopted to simulate free-surface flows and for capturing highly nonlinear behaviour of wave-structure interactions, or fluid-driven objects. DualSPHysics has been already used, with outstanding outcomes, to simulate WECs [8], such as an oscillating water column [9, 10], an oscillating wave surge converter [11], and a point-absorber device [12], based on the device shown in [13].

In this work, the DualSPHysics code is used to simulate a WEC under regular sea states and with different PTO systems. The energy efficiency dependence on the anchoring-structure stiffness is investigated accounting for different configurations. A simplified model is used to mimic the effect of the structure on the buoy’s dynamics.

DUALSPHYSICS CODE

2.1 SPH Method

This section introduces the SPH formulation implemented in DualSPHysics code, and important functionalities that are required to simulate the interaction between regular waves and a heaving cylinder.

Smoothed Particle Hydrodynamics (SPH) is a mesh-less method that discretises a volume of fluid into particles, whose motion is given by the governing dynamics. These particles represent the nodal points where physical quantities (e.g. position, velocity, density, pressure) are approximated with an interpolation of the values of the neighbouring particles on a short-ranged compact support [14, 15]. It is recognised that for free surface flows, the Lagrangian
nature of the SPH method allows multiple connections among the particles, without special
treatments of any surface, for the definition itself of free surface loses all meanings. Hence,
the technique is ideal for studying irregular and violent flows. SPH has been used to describe
a variety of free-surface flows (wave propagation over a beach, plunging breakers, impact on
structures and dam breaks [16, 17]).

The mathematical fundamental of SPH is based on the approximation of any quantities by
convolution integrals. Any function \( F \) can be computed by:

\[
F(r) = \int F(r')W(r - r')dr'
\]

(1)

where \( W \) is the kernel function [18], \( r' \) is the position of a generic computational point. This
function \( F \) can approximated by interpolating particle contributions; the summation is per-
formed over all the particles within an influence region of the compact support of the kernel:

\[
F(r_a) \approx \sum_b F(r_b)W(r_a - r_b, h)\frac{m_b}{\rho_b}
\]

(2)

where \( a \) is the interpolated particle, \( b \) is a neighbouring particle, \( m \) and \( \rho \) being the mass and the
density, respectively, \( m_b/\rho_b \) the volume associated to the neighbouring particle \( b \). The kernel
functions \( W \) fulfils several properties, such as positivity inside the area of interaction, compact
support, normalisation and monotonically decreasing with distance [19]. One option is the
piecewise polynomial Quintic Wendland kernel [20]:

\[
W(q) = \alpha_D(1 - \frac{q}{2})^4(2q + 1) \quad 0 \leq q \leq 2
\]

(3)

where \( \alpha_D \) is a real number that accounts for the nature of the formulation, \( r \) is the distance, and
\( h \) is the smoothing length.

The code used in this work uses the weakly compressible SPH (WCSPH) for modelling
fluid. The Navier-Stokes (NS) equations are solved on account of that assumption. Hence, the
differential form of the NS equations are written in a discrete version using the kernel function.

\[
\frac{dv_a}{dt} = - \sum_b m_b(P_a + P_b)\nabla_a W_{ab} + g
\]

(4)

\[
\frac{d\rho_a}{dt} = \rho_a \sum_b m_b\frac{v_{ab}\nabla_a W_{ab} + 2\delta hc\sum_b(\rho_b - \rho_a)\frac{v_{ab}\nabla_a W_{ab}m_b}{r_{ab}^2}}{\rho_b}
\]

(5)

where \( t \) is the time, \( \nu \) is the velocity, \( P \) pressure, \( \Pi_{ab} \) is the artificial viscosity [19], \( g \) is the
gravitational acceleration, and \( W_{ab} \), the kernel function, whose value depends on the distance
\( a - b \). The system of equations is bonded by a relationship between density and pressure. For
the WCSPH formulation, Tait’s equation of state is used to determine fluid pressure based on
particle density.

\[
P = \frac{c^2\rho_0}{\gamma} \left( \left( \frac{\rho}{\rho_0} \right) ^\gamma - 1 \right)
\]

(6)

where \( c \) is the speed of sound, \( \rho_0 \) is the reference fluid density, \( \gamma \) is the politropic constant. The
fluid compressibility is adjusted so that the \( c \) can be artificially lowered to assure reasonable
values for the timesteps. The Symplectic time integration algorithm [21] is used in the present
work and a variable time step is calculated, involving the CFL (Courant-Friedrich-Lewy) con-
dition, the force terms and the viscous diffusion term.
2.2 Rigid body dynamics and Coupling with Project Chrono

Fluid-driven body can be easily implemented into a SPH domain. The movement of objects interacting with fluid particles in DualSPHysics is handled with different techniques. A full SPH model can deal with a rigid body by summing the total force contributions of the surrounding fluid. By assuming that a body is rigid, the net force on each boundary particle is computed according to the designated kernel function and smoothing length. Each boundary particle $k$ experiences a force per unit mass given by:

$$f_k = \sum_{b \in \text{fluid}} f_{kb}$$

where $f_{kb}$ is the force per unit mass exerted by the fluid particle $b$ on the boundary particle $k$.

For the motion of a rigid body, the basic equations of rigid body dynamics can then be used:

$$M \frac{dV}{dt} = \sum_k m_k f_k$$

$$I \frac{d\Omega}{dt} = \sum_k m_k (r_k - r_0) \wedge f_k$$

where $M$ is the mass of the object, $I$ is the moment of inertia, $V$ is the velocity, $\Omega$ the angular velocity, and $r_0$ the centre of mass. Equations 8 and 9 are integrated in time in order to predict the values of $V$ and $\Omega$ at the beginning of the next time step. Each boundary particle within the body has a velocity given by:

$$v_k = V + \Omega \wedge (r_k - r_0)$$

Finally, the boundary particles within the rigid body are moved by integrating 10 in time. This approach has been checked out by Monaghan et al. (2003) [22], which shows that linear and angular momentum are conservative properties. Validations about buoyancy-driven motion are performed in Dominguez et al. (2019) [23], where DualSPHysics is tested for solid objects larger than the smallest flow scales and with various densities.

Mechanical restrictions among rigid bodies, within the DualSPHysics framework, can be handled by the solvers provided by Project Chrono [24]. The Chrono-Engine library has been implemented into the original framework, creating an integrated interface for simulating structure-structure interaction as well. In fact, the library is primarily developed to handle very large systems of 3D rigid bodies [25]. The coupling allows for arbitrarily shaped bodies to be considered, and the solver is capable of integrating externally applied forces and torques, and the effects of kinematic-type restrictions, dynamic-type restrictions and internal collisions [26]. The problem is described using a Differential Variational Inequality (DVI), cast in Cone Complementary Problem (CCP) form and solved with a novel fixed point iterative method [27]. To mimic the PTO system under study, a spring-damper system is employed (see also [28]). Such element is able to apply a force according to:

$$F(t) = b \dot{z} + k z$$

where $b$ is the viscous damping, $k$ is the stiffness, and $z$ is the displacement.
3 VALIDATION

The specimen used for validation purposes is the wave energy converter studied by Zang et al. (2018) [29], which consists of a cylindrical heaving-buoy ($D = 0.50\text{m}$, $m = 21.6\text{kg}$, and $draft = 0.11\text{m}$) attached to a PTO system at its bottom. Rather than relying on a real device, a linear air-damper is put in its stead. This is advantageous since it allows to tune the damping coefficient and it guarantees a small variability of its value with velocity. The validation is performed by comparing the hydrodynamic response of the WEC under regular waves ($H = 0.16\text{m}$ and $T = 1.50\text{s}$), and with three different damping coefficients of the PTO ($b_{PTO}$ [Nsm$^{-1}$]). Different instants of the simulations can be observed in Figure 1 for two different values of $b_{PTO}$.

The numerical domain is modelled in the same fashion of the experimental geometries involved in (Figure 3). The flume is replicated into its exact geometries but the length. This is necessary to reduce the computational effort needed to perform the numerical analyses. A length proportional to the wave length $L$ is used, specifically $1.50L$, and the centre of the buoy is located at $1L$ from the piston. This distance guarantees an optimum location, for it is far enough to allow local effects from the wave paddle, and, at the same time, close enough to avoid disturbances in the wave profile. To avoid excessive drag due to the lateral walls, periodic boundary conditions are used in place of solid boundaries. The anti-reflective structure is replaced with a dissipative beach, whose effectiveness is boosted by an additional numerical damping. Figure 1 proposes several snapshots of the numerical model, with the buoy heaving under regular waves.

Figure 2 compares the times series of the experimental and numerical vertical velocities. Each test is repeated with two different inter-particle distances, namely $dp = 0.01\text{m}$ and $dp = 0.02\text{m}$, which represent the resolution of the model. As shown in past research with SPH method [30], a value of $dp$ of around $H/10$, being $H$ the wave height, provides accurate results. However, for a 3D environment, this may pose a limitation to the physical time to be simulated. The two investigated resolutions are respectively representative of $H/16$ and $H/8$. 

Figure 1: Snapshots of the simulations of the point-absorber for different values of the damping coefficient of the PTO.
Figure 2: Comparison of the numerical and experimental time series for the vertical velocity with three different values of the damping coefficient of the PTO.

The agreement shown in Figure 2 is rather satisfying for both resolutions. For validation purposes, the time required to perform 15.00s of physical time is of around 20h for $dp = 0.01$m, and 2h for $dp = 0.02$m. These short runtimes are achieved thanks to a GTX2080 GPU card. Even though the finer mesh adheres more closely to the reference solution, the improvement is not as noticeable as the increment of runtime. Overall, the results collected in this section prove the capability of the SPH method to reproduce accurately the fluid dynamics and as well as the wave-structure interaction, which result in a correct prediction of the buoy’s motion.
4 EFFICIENCY SENSITIVITY TO STRUCTURAL STIFFNESS

Test models provide researchers with a tool to investigate the physics of a natural phenomena. More than often, the model is a scaled reproduction of the specimen to be studied, and the scaling procedure has to be skilfully set up, taking in mind the trade off between feasibility and unavoidable scale effects. Tests in the range 1:10 and 1:20, whose parameters are given by Froude similarity, are deemed to be reliable on account of hydrodynamics. The tests presented by [29] are performed at 1:10 scale. The structure that takes in place the buoy, as it can be observed in Figure 3, may be assumed stiff enough to assume that the dynamics of the buoy develops only along the z-axis (Figure 3a)). However, the same structure can hardly be put in place just by solely scaling the model up. It is necessary to design a proper structure, which should guarantee the same degree of constraint.

\[ k_{rod} = \frac{E \pi t n^4}{8 L} \quad \text{and} \quad b_{rod} = 2 m_{rod} \xi \sqrt{\frac{k_{rod}}{m_{rod}}} \] (12)

where \( E \) is the elastic modulus, \( t_n \) is the thickness, \( d \) is the diameter, \( L \) is the length (0.890 m), \( \xi \) is the damping ratio that is associated to the beam (\( \xi = 0.10 \)), and \( m_{rod} \) is the mass of the beam. Note that the mass of the beam is considered lumped at its top. Additionally, the mass could be neglected due to its low impact on the overall kinematic.

<table>
<thead>
<tr>
<th>Profile</th>
<th>( d ) [mm]</th>
<th>( t ) [mm]</th>
<th>( m )</th>
<th>( k_{rod} [N/m] )</th>
<th>( b_{rod} [Ns/m] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>flexible</td>
<td>30</td>
<td>2.5</td>
<td>1.1</td>
<td>6185</td>
<td>14</td>
</tr>
<tr>
<td>quasi flexible</td>
<td>40</td>
<td>3.2</td>
<td>1.4</td>
<td>18766</td>
<td>32</td>
</tr>
<tr>
<td>quasi rigid</td>
<td>40</td>
<td>4.0</td>
<td>1.7</td>
<td>23457</td>
<td>40</td>
</tr>
<tr>
<td>rigid</td>
<td>60</td>
<td>5.0</td>
<td>3.2</td>
<td>98960</td>
<td>112</td>
</tr>
</tbody>
</table>

The dependence on the structural stiffness of the PTO’s efficiency is investigated comparing the results obtained for the stiff structure (rigid in Table 1) with the results for the remaining...
cases presented in Table 1. The wave height is the same used before, $H = 0.16 \text{m}$, with wave periods ranging in $0.97 - 3.30 \text{s}$, for a grand total of fourteen cases. In accordance with the tests presented for validation scope, the setup of the numerical domain is consistent: the length of the flume is $1L$, the width is twice the width of the device, the depth is the same. The four different viscous damping coefficients are used $[60, 240, 480, 720] \text{Ns/m}$.

The average power absorbed $P$ is the quantity used as a proxy of the performance of the system. It is given by:

$$P = \frac{1}{T} \int_{t_0}^{t_0+T} b_{PTO} \dot{v}^2 dt$$

(13)

In general, heaving-buoy dynamics is highly affected by the wave conditions. This can be easily understood from the following equation:

$$\omega_0 = \sqrt{\frac{\rho g S}{m_a(\omega) + m}}$$

(14)

where $\omega_0$ is the natural frequency of vibration, $\rho$ is the buoy density, $g$ is the gravity acceleration, $S$ is the cross section of the heaving buoy, $m_a$ is the added mass. For a heaving cylinder the excitation force and thus the added mass are given in an analytic form in Ref. [31]. The complex amplitude of the excitation force acting on a generic device is made up of two contributions: the Froude-Krylov force and the diffraction force. Under the assumption that the dimensions of the buoy are small in comparison with the wave length, the following holds:

$$F^*_e \approx (1 - khA^*)e^{-kh}$$

(15)

where $F^*_e$ is the dimensionless amplitude of the excitation force, $k = 2\pi/L$ is the wave number, and $h$ is the height of the cylinder. A numerical solution for the added mass, which can by found in [31], is given by:

$$m_a(\omega) = \rho S \left(1 - \frac{0.694 - 0.604}{e^{-kh}}\right)$$

(16)

Figure 4 collects the results of the analyses as performed on the model as described in Figure 3b). Each chart depicts the results for a value of the damping in the range above mentioned, while the four values of stiffness are compared (Table 1). Please note the dynamics of the rigid structure perfectly match the dynamics of the structure as shown in Figure 3a). The trend displayed by the charts is quite apparent: the less the stiffness of the system, the less the efficiency. Comparing the optimum points, the point at which the maximum power is harvested, it can be seen that there are no substantial differences between stiff and flexible structures. Though there is no difference in frequencies where the maxima are achieved, the average harvested power is sensibly lower, up to 40% in the case of the flexible structure. This trend appears to be quite consistent moving from rigid to flexible structures. The overall loss of efficiency shown in the four charts can be explained considering that the floating buoy, when free to surge, is prone to exhibit lateral displacements, according to the development of the free surface. However, for the way this PTO system works, this movement is not converted into harvested power.

5 CONCLUSIONS

This piece of research has shown that an SPH framework can presently deal with multi-physics phenomena effectively. The coupling DualSPHysics - Project Chrono library has skyrocketed the engineering applications that can be studied with this code. Many relevant features
of a complex system can be modelled, allowing to account for the fully nonlinearities that are inherent in any natural phenomena. However, the importance of introducing flexible elements for simulating fluid-structure is not negligible. The structure can be indeed directly model into the simulation, hence considering its interaction with fluid without further assumptions on its behaviour. Indeed this feature would allow for more comprehensive survivability analyses of wave energy converters.

The validation of the numerical model has shown that, for this specific case, it is possible to achieve a high degree of reliability. The model indeed predicts the response of the fluid-driven buoy with accuracy and the runtime is reasonable for a fully 3D simulation. Therefore, the sensitivity to the structural stiffness shows that it is important to include the anchoring structure, even in a simplified way, from the preliminary phases of the design process.

Further implementations are needed to still widen the field of application of the code. It is already ongoing the implementation of Euler-Bernoulli elements, and isogeometric analyses (IGA), which a quite novel approach for finite elements analyses (FEAs).
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Abstract. The required mobility of military sub-units (including logistics sub-units) is achieved due to the widespread use of appropriate means of transport. This is especially important in land forces. The basic means of transport there are high mobility wheeled vehicles with low (up to 4 tons), medium (up to 7 tons) and high (over 7 tons) payload. Often the chassis of these vehicles are designed taking into account some additional requirements for base chassis for military equipment (e.g. as mobile radar stations, mobile rocket launchers, recovery vehicles, etc.). Before taking a decision about accepting a new vehicle to equip army sub-units, a number of studies and tests are conducted, including qualification tests [1,2,3,4]. Their goal is to collect the required data characterizing the vehicle and check to what extent it meets the initial requirements[5]. Such tests are conducted in laboratory and operational conditions (profile ground tests). To model the laboratory and operation conditions, it is necessary to know their Life Cycle Profile [4]. The simplified Life Cycle Profile (containing basic data in the form of predicted road conditions, mileage, maximum and average speeds) is specified at the beginning of the design and construction process. However, more detailed data are required for qualifying tests on a new vehicle, including distribution of speed characteristic in given road conditions and the required test duration. The paper presents the method of determining the speed distribution over mileage and driving time to assumed road conditions using statistical tools. As a result, detailed preliminary data is obtained for planning experiments, selection of measurement equipment, or indication of appropriate road test sections [6]. In addition, an analysis was made of how the determined traffic parameters correlate with the possible driving speeds of a 4x4 military vehicle.
1 INTRODUCTION

Military vehicles, including non-combat vehicles, are constructed in such a way as to best meet the requirements in the concept of operations (CONOPS). This paper compares all relevant requirements and characterizes the future operating environment of the vehicle, including minimum requirements for the logistics security system as well as user competence and capability. Vehicles such as these end up in the system for utilization for an extended period of time (even 30 years), therefore complex and long-term qualifying tests (Environmental Tests) are carried out before a decision is made about their ultimate acceptance [1,2,3,4]. The aforementioned tests should model future operating conditions correctly. Tests that are too stringent can cause problems such as oversizing of vehicle components (increase in total mass). Relaxing testing conditions can lead to future rapid wear of the vehicle and an increase in its failure rate. In the testing concept presented in [1], scenarios for the operational use of the vehicle are constructed using individual and distinct operational events. These scenarios are repeated until, based on the data collected, it is possible to characterize the trends of changes in critical vehicle parameters describing its durability, reliability, repairability, etc. [2]. The relevant operational events used in the respective scenarios must be modeled so that the collected data are reliable and unambiguous, and the conclusions drawn on their basis apply to the veritable future conditions of vehicle use. To that end, for test drives including, but not limited to normalized road sections, representing road surfaces on which the vehicle will operate (the length of test roads are proportional to their share in the given test run), while traveling speeds and the load carried are determined based on the postulates included in the concept of operational use (maximum and average speed). An alternative to conducting this research is used in a situation where the aforementioned standardized road test sections are not available [6,7]. Testing being conducted on selected sections of public roads is anticipated. This is a great simplification, however, when compared to the use of test sections, because the selected road sections are not standardized, causing recorded loads to be difficult to consider as a statistical representation of the operating conditions for the entire collection of vehicles. In such a case, proper modeling of the vehicle's crucial driving parameter, in this situation its speed, is of particular importance. Establishing exemplificatory statistical distributions of vehicle speed on selected sections of test roads improves the reliability of collected measurement data, and using comparative indicators in the form of pseudo damage as an example, [8] allows for modeling the required test scenarios based on other (but those of the same class) road measuring sections.

2 MODELLING THE ENVIRONMENTAL PROFILE OF VEHICLE USAGE

The choice of road section types for vehicle testing should meet the general guidelines contained in the relevant standards [6]. The basic types of roads for testing vehicles are presented there, along with the percentage of distance of these sections in the total vehicle mileage over its life cycle. From the concept of the vehicle's operational use, conclusions can be drawn regarding the expected vehicle speed (maximum and average speed). This is the basis for the compilation of statistical distributions of vehicle operation speed to the identified types of roads. For an example scenario of vehicle use, the case of a technical support vehicle was chosen when it was created from the combination of a universal high-mobility wheeled chassis with a container body complete with appropriate tools and equipment that would provide technical assistance to combat vehicles [9]. It is assumed that in such a situation the vehicle can cover a distance of approximately 60 km over 24 hours in cross-country conditions with speeds equaling \( V_{\text{max}} = 10 \) km/h and \( V_{\text{avg}} = 5 \) km/h. If the vehicle is used in tactical displace-
ment, it will travel about 20-25 km per day at speeds of $V_{\text{max}} = 40 \text{ km/h}$ and $V_{\text{avg}} = 20÷25 \text{ km/h}$ for off-road and secondary roads. If the vehicle is used for technical closing of the marching column, it can travel at speeds of $V_{\text{max}} = 80 \text{ km/h}$ and $V_{\text{avg}} = 50 \text{ km/h}$ on asphalt and paved roads which are in average and poor technical condition. However, during an individual vehicle drive as part of an operational march, operating speeds may have a value of $V_{\text{max}} = 90 \text{ km/h}$ and $V_{\text{avg}} = 60 \text{ km/h}$ on main and secondary roads. A summary of the anticipated speeds for selected vehicle use scenarios is presented in Table 1.

<table>
<thead>
<tr>
<th>No.</th>
<th>Surface type</th>
<th>Estimated average speed [km/h]</th>
<th>Estimated maximum speed [km/h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>asphalt, concrete (e.g. motorways, expressways) - good surface quality</td>
<td>60</td>
<td>90</td>
</tr>
<tr>
<td>2</td>
<td>asphalt, concrete, cobblestone (e.g. district roads, commune roads) - medium and low surface quality</td>
<td>50</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>off-roads</td>
<td>25</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>cross-country</td>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1. Properties of Vehicle Traffic Conditions

### 3 STATISTICAL DISTRIBUTION OF VEHICLE’S SPEED

To prepare representative speed distributions for the indicated vehicle use scenarios, a beta statistical distribution was used, as seen in [10]:

$$f(x) = \frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha)\Gamma(\beta)} x^{\alpha-1}(1-x)^{\beta-1}$$

where: $\Gamma$ - gamma function, $\alpha$, $\beta$ - parameters of shape of distribution, $x$ - width of accepted sub-range speed.

If the entire speed range is divided into a finite number of equal subranges, the formula (1) can be simplified and presented as:

$$f(x) = \frac{(\alpha+\beta-1)!}{(\alpha-1)!(\beta-1)!} x^{\alpha-1}(1-x)^{\beta-1}$$

where: $\alpha$, $\beta$ - parameters of shape of distribution, $x$ - width of accepted sub-range speed.

For the initial determination of the value of the parameter $\alpha$, the data presented in Table 2 [2] can be used.

<table>
<thead>
<tr>
<th>$V_{\text{avg}}/V_{\text{max}}$ [%]</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0,2</td>
<td>0,5</td>
<td>0,75</td>
<td>1,25</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 2. The value of $\alpha$ parameter.

The following equations can be used to determine the value of parameter $\beta$ [10]:

$$\beta = \frac{\theta_{\text{max}}}{\theta_{\text{avg}}} - \alpha$$  

(3)
The width of the sub-range can be posited to make it possible to maintain a set speed during tests, e.g. for cross-country driving $\Delta V=1.5\div 4$ km/h, and for main roads $\Delta V=5\div 10$ km/h. The final selection of $\Delta V$ depends on the technical capabilities of the tested vehicle. Examples of the speed distribution of the analyzed vehicle driving on a main road and driving off-road are presented in Tables 3 and 4 and in Figures 1 and 2. Table 3 presents the vehicle speed distribution ($V_{\text{max}}=90$ km/h and $V_{\text{avg}}=60$ km/h) where these roads represent 20% of the total test run (200 km for every 1000 km test).

<table>
<thead>
<tr>
<th>Represented speed $V_{\text{rep}}$ [km/h]</th>
<th>$V_{\text{min}}$ [km/h]</th>
<th>$V_{\text{max}}$ [km/h]</th>
<th>$V_{\text{avg}}$ [km/h]</th>
<th>Driving time [%]</th>
<th>Driving time [min]</th>
<th>Sectional mileage [%]</th>
<th>Sectional mileage [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>0</td>
<td>10</td>
<td>5</td>
<td>0.05</td>
<td>0.1</td>
<td>0.004</td>
<td>0.01</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>15</td>
<td>10</td>
<td>0.3</td>
<td>0.6</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>25</td>
<td>20</td>
<td>1.7</td>
<td>3.3</td>
<td>0.6</td>
<td>1.1</td>
</tr>
<tr>
<td>30</td>
<td>25</td>
<td>35</td>
<td>30</td>
<td>4.4</td>
<td>8.9</td>
<td>2.2</td>
<td>4.4</td>
</tr>
<tr>
<td>40</td>
<td>35</td>
<td>45</td>
<td>40</td>
<td>8.5</td>
<td>17.0</td>
<td>5.7</td>
<td>11.4</td>
</tr>
<tr>
<td>50</td>
<td>45</td>
<td>55</td>
<td>50</td>
<td>13.4</td>
<td>26.7</td>
<td>11.1</td>
<td>22.3</td>
</tr>
<tr>
<td>60</td>
<td>55</td>
<td>65</td>
<td>60</td>
<td>18.1</td>
<td>36.1</td>
<td>18.1</td>
<td>36.1</td>
</tr>
<tr>
<td>70</td>
<td>65</td>
<td>75</td>
<td>70</td>
<td>21.2</td>
<td>42.4</td>
<td>24.7</td>
<td>49.5</td>
</tr>
<tr>
<td>80</td>
<td>75</td>
<td>85</td>
<td>80</td>
<td>26.8</td>
<td>41.2</td>
<td>27.5</td>
<td>55.0</td>
</tr>
<tr>
<td>90</td>
<td>85</td>
<td>95</td>
<td>90</td>
<td>12.3</td>
<td>24.6</td>
<td>18.4</td>
<td>36.9</td>
</tr>
</tbody>
</table>

Table 3. The beta distribution of speed ($V_{\text{max}}=90$ km/h i $V_{\text{avg}}=60$ km/h, distance 200 km).

The proportions of compositional speeds in the test is shown in Figure 1.

Figure 1 shows that, e.g. speed $V=40$ km/h, 8.5% of the driving time (17 minutes in total) should be maintained over a 5.7% distance of 200 km (11.4 km in total). Another case is presented in Table 4 concerning the distribution of vehicle speed in cross-country conditions.
(V\text{max}=10 \text{ km/h} \text{ and } V\text{avg}=5 \text{ km/h}), \text{ when these roads constitute } 20\% \text{ of the total mileage in the test (200km for every 1000km test).}

<table>
<thead>
<tr>
<th>Represented speed V_{rep} [km/h]</th>
<th>V_{min} [km/h]</th>
<th>V_{max} [km/h]</th>
<th>V_{avg} [km/h]</th>
<th>Driving time [%]</th>
<th>Driving time [min]</th>
<th>Sectional mileage [%]</th>
<th>Sectional mileage [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>8.3</td>
<td>200.0</td>
<td>1.7</td>
<td>3.3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>15.0</td>
<td>360.0</td>
<td>6.0</td>
<td>12.0</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>23.3</td>
<td>560.0</td>
<td>18.7</td>
<td>37.3</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>25.0</td>
<td>600.0</td>
<td>30.0</td>
<td>60.0</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>9</td>
<td>8</td>
<td>20.0</td>
<td>480.0</td>
<td>32.0</td>
<td>64.0</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>11</td>
<td>10</td>
<td>8.3</td>
<td>200.0</td>
<td>16.7</td>
<td>33.3</td>
</tr>
<tr>
<td></td>
<td>100,0</td>
<td>1200,0</td>
<td>105,0</td>
<td>210,0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. The beta distribution of speed (V\text{max}=10 \text{ km/h} \text{ i } V\text{avg}=5 \text{ km/h}, distance 200 km).

The proportions of compositional speeds in the test is shown in Figure 2.

![Figure 2](image)

The figure shows that given a speed of \( V=4 \text{ km/h} \) as an example, it is necessary to maintain 23.3% of the driving time (for a total of 560 minutes) on the 18.7% section of 200 km (37.3km in total).

4 TECHNICAL LIMITATION OF VEHICLE’S SPEED

The determined compositional speeds in vehicle tests should be achievable by the vehicle. In order to check these possibilities, a preliminary analysis of the vehicle speed resulting from the properties of the propulsion system should be carried out. Detailed information for an example of a 4x4 vehicle with a 5000kg payload is provided in Table 5. It was assumed that during the test the engine crankshaft revolutions per minute were to be kept between maxi-
Mariusz Kosobudzki

Maximum torque and maximum power. High mobility wheeled vehicles are equipped with tires adapted for driving with variable air pressure. This causes a change in tire deflection $U$ and a change in the vehicle speed, as shown in Table 5. Deflection $U$ can be calculated as follows:

$$U = \frac{H'}{H}$$  \hspace{1cm} (4)

where: $H'$ – height of a loaded tire by reduced air pressure, $H$ – height of loaded tire by nominal air pressure.

---

<table>
<thead>
<tr>
<th>Gear</th>
<th>$V$ (n=1700 [1/min])</th>
<th>$\Delta V$ ($\Delta n=\pm 500$ [1/min])</th>
<th>$V$ (n=1700 [1/min])</th>
<th>$\Delta V$ ($\Delta n=\pm 500$ [1/min])</th>
<th>$\Delta V_{0.86}$</th>
<th>$\Delta V_{0.8}$</th>
<th>$\Delta V_{0.7}$</th>
<th>$\Delta V_{0.6}$</th>
<th>$\Delta V_{0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>6.9</td>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>9.9</td>
<td>2.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>13.9</td>
<td>4.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>18.7</td>
<td>5.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>24.8</td>
<td>7.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>34.4</td>
<td>10.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>48.2</td>
<td>14.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>65.0</td>
<td>19.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>86.7</td>
<td>25.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>7.2</td>
<td>2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Technical characteristic of 4x4 high mobility special wheeled vehicle with payload 5000 kg (example).

The data presented in Table 5 show that low speeds (see Table 4) are achievable and maintainable if a central tire inflation system is used and the tire pressure is lowered.

5 SUMMARY

The speed distributions presented to established road sections within the adopted scenarios of vehicle utilization can be used directly (during tests, maintaining the set speeds for a specified driving time or distance) or can be used as a benchmark to compare the speed properties of the tests. This approach should provide a statistical representation of the speed of vehicles of a given category in the anticipated scenarios for their use on different roads (belonging to a certain group of roads). The error in determining the compositional speed values (approximately 5%) results from the simplifying assumptions that were made, which seems to be acceptable for this type of research.
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TMEASY 6.0 – A HANDLING TIRE MODEL THAT INCORPORATES THE FIRST TWO BELT EIGENMODES

Georg Rill

OTH Regensburg
Galgenbergstr. 30, 93053 Regensburg, Germany
e-mail: georg.rill@oth-regensburg.de

Keywords: TMeasy Tire Model, Tire Force Dynamics, Virtual Test Rig, Real-time Simulation, Frequency Analysis.

Abstract. TMeasy 6.0, an extension to the standard TMeasy tire model of version 5.3, takes the relevant first two rigid body eigenmodes of the belt into consideration. These modes represent the in plane longitudinal and rotational movements of the belt relative to the rim. The dynamics of the longitudinal force is of higher order than and reproduces the tire wheel vibrations, required for indirect tire-pressure monitoring systems (iTPMS), sufficiently well. A tailored implicit solver, which takes the stiff coupling between the longitudinal force and the belt motions into account, still provides real-time performance in addition. Simulation examples show that a rigid body vehicle model equipped with TMeasy 6.0 makes it possible to investigate second generation indirect tire-pressure monitoring systems.
1 INTRODUCTION

Passenger car models consisting of rigid bodies are usually supplemented by handling tire models, which include a first order dynamics. This kind of vehicle models are valid up to approximately 20 Hz and provide sufficient accuracy with comparatively low computational effort. They are used to study the handling performance up to the limit range and the basics of ride comfort in offline and online simulations. In addition, modern control systems, which improve safety and comfort in general, assist the driver, or even provide automated driving, can be tested, enhanced or developed from the scratch [1]. However, indirect tire-pressure monitoring systems (iTPMS) of second generation analyze a wheel tire vibration of more than 100 Hz, which is sensitive to the tire inflation pressure, [2]. Structural tire models, like CDTire or FTire, as well the three-dimensional rigid belt approach, realized in the SWIFT tire model, incorporate the corresponding eigenmodes of course. Yet, these models are rather complex, require measurements for parameterization, and are not entirely suitable for real-time applications. That is why, the TMeasy handling tire model [3] was supplemented by the first two rigid body eigen-modes of the belt. This version is capable to reproduce rim and tire belt eigen-modes which occur in the range of 100 to 200 Hz for typical passenger car tires.

2 TMEASY TIRE MODEL

2.1 Standard Approach

TMeasy represents a handling tire model based on a semi-physical model. A smooth transition from stand still to normal driving situations is provided by a three-dimensional slip approach which includes a rather simple but very effective dynamic parking torque model in addition, [3]. In a sophisticated but quite simple contact calculation the geometric contact point is shifted at first to the static contact point and then to the dynamic contact point, [4]. These shifts take the shape of the tire cross section, the camber angle, and the tire compliance into account. TMeasy enables a skilled engineer to estimate appropriate parameter by just knowing or estimating the size, the payload of the tire, as well as the friction property of the tire road combination, [5]. Of course, the TMeasy parameter can be adjusted to tire or vehicle dynamics measurements by curve fits or just by inspection, [6].

The standard model incorporates a first order tire dynamics, which is based on the tire deflections, Figure 1. Due to this deflections the sliding velocities \( v_x \) and \( v_y \) as well as the bore angular velocity \( \omega_n \) change to

\[
\begin{align*}
  v_x &\rightarrow v_x + \dot{x}_e, & v_y &\rightarrow v_y + \dot{y}_e, & \omega_n &\rightarrow \omega_n + \dot{\psi}_e
\end{align*}
\]

(1)

where \( \dot{x}_e \), \( \dot{y}_e \), and \( \dot{\psi}_e \) describe the time derivatives of the tire deflections in the longitudinal, lateral, and torsional directions. As a consequence the normalized longitudinal slip for example is then provided as

\[
s_x^N = \frac{-(v_x + \dot{x}_e - r_D \Omega)}{r_D |\Omega| \dot{s}_x + v_N}
\]

(2)

where \( r_D \) names the dynamic rolling radius and \( \Omega \) the angular velocity of the wheel or the rim respectively. The terms \( \dot{s}_x \) and \( v_N \) denote a slip normalization factor and a small fictitious velocity which are part of the TMeasy model approach discussed in [7]. TMeasy generates the dynamic tire force in the longitudinal direction by

\[
F_{x}^D = f_G \frac{-(v_x + \dot{x}_e - r_D \Omega)}{r_D |\Omega| \dot{s}_x + v_N}
\]

(3)
where \( f_G \) represents the global derivative of the generalized force characteristics, which depends on the generalized and three-dimensional slip and processes the steady-state tire characteristics in longitudinal and lateral directions. On the other hand, the tire compliance provides the dynamic force in the longitudinal direction as

\[
F^D_x = c_x x_e + d_x \dot{x}_e,
\]

where \( c_x \) and \( d_x \) represent the overall stiffness and damping properties of the sidewall and the tread particles in the longitudinal direction. Combining Equations (3) and (4) finally results in a first order differential equation

\[
((r_D |\Omega| \dot{s}_x + v_N) d_x + f_G) \dot{x}_e = -(r_D |\Omega| \dot{s}_x + v_N) c_x x_e - f_G (v_x - r_D \Omega)
\]

defining the dynamics of the tire deflection \( x_e \) in the longitudinal direction and via Equation (4) the first order dynamics of the longitudinal force \( F^D_x \) in addition. Similar approaches deliver the first order dynamics of the lateral force and the first order dynamics of the bore or turn torque.

The experimental validation of the lateral tire dynamics showed that in this case the first order approach realized in TMeasy already results in a quite good performance, [8]. However, braking scenarios or just rides on rough roads invoke eigen-modes of the belt that will result into a higher order dynamics of the longitudinal tire force.

### 2.2 In-Plane Belt Dynamics

Complex structural tire models, also provide the eigen-modes of an unloaded tire with a fixed rim, Fig. 2. The eigen-modes 1 and 2 of a freely vibrating tire correspond quite well to motions, where the rigid belt performs a rotation about the wheel rotation axis and a translation into the longitudinal direction. These two modes remain nearly unchanged if the tire is in contact with the road, which in vehicle dynamics is the most common and important case. All other modes incorporate already belt deformations or rigid belt like modes of a freely vibrating tire, like the modes 3 and 4 in Fig. 2, will be distorted significantly by the contact forces and torques.

That is why TMeasy 6.0 just takes mode 1 and 2 into account, because these first two eigen-modes influence the sliding velocity at the contact point into the longitudinal direction and hence strongly affect the longitudinal tire force. A model extension, where the wheel is split into a rigid rim and a rigid belt, takes the corresponding belt motions into account, Fig. 3.
The belt performs relative to the rim the rotation \( \varphi_B \) about the wheel rotation axis and the motion \( x_B \) into the longitudinal direction defined by the unit vector \( e_x \), which is perpendicular to the local road normal \( e_n \). The corresponding absolute belt velocity \( v_B \) and the absolute belt angular velocity \( \omega_B \) together with the deflection of the tread particles \( x_T \) and the tire deflection \( y_e \) into the lateral direction, as well as the tire torsional deflection \( \gamma_e \) about the road normal \( e_n \) accomplish the internal tire states of the extended model. Whereas the standard model of version 5.3 just gets along with \( n = 3 \) internal states, Table 2.2.

<table>
<thead>
<tr>
<th>TMeasy standard version 5.3 ( (n = 3) )</th>
<th>TMeasy extended version 6.0 ( (n = 7) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_e )</td>
<td>longitudinal tire deflection</td>
</tr>
<tr>
<td>(tire sidewall + tread particles)</td>
<td>in longitudinal direction</td>
</tr>
<tr>
<td>( y_e )</td>
<td>lateral tire deflection</td>
</tr>
<tr>
<td>(tire sidewall + tread particles)</td>
<td>(tire sidewall + tread particles)</td>
</tr>
<tr>
<td>( \gamma_e )</td>
<td>torsional tire deflection</td>
</tr>
<tr>
<td>(tire sidewall + tread particles)</td>
<td>(tire sidewall + tread particles)</td>
</tr>
<tr>
<td>( x_B )</td>
<td>translational belt motion ( (\text{relative to rim}) )</td>
</tr>
<tr>
<td>( \varphi_B )</td>
<td>rotational belt motion ( (\text{relative to rim}) )</td>
</tr>
<tr>
<td>( v_B )</td>
<td>absolute angular belt velocity ( (\text{about wheel rotation axis}) )</td>
</tr>
</tbody>
</table>

Table 1: Internal tire states of the TMeasy tire models of version 5.3 and version 6.0
The natural frequencies \( f_x^0 \) and \( f_r^0 \) of the first two tire eigen-modes provide the stiffness of the tire sidewall in longitudinal and torsional directions

\[
c_{Sx} = m_B \left(2\pi f_x^0\right)^2 \quad \text{and} \quad c_{Sr} = \Theta_B \left(2\pi f_r^0\right)^2
\]

where \( \Theta_B \) defines the belt inertia and the fictitious belt mass is simple provided by

\[
m_B = \Theta_B / r_0^2
\]

because the belt is simply considered as a thin ring with the radius \( r_0 \) which corresponds to the unloaded tire radius. The corresponding damping parameter are computed via

\[
d_{Sx} = 2\zeta_{Sx} \sqrt{m_B c_{Sx}} \quad \text{and} \quad d_{Sr} = 2\zeta_{Sr} \sqrt{\Theta_B c_{Sr}}
\]

where \( \zeta_{Sx} \) and \( \zeta_{Sr} \) specify the viscous damping parameter for the tire sidewall in longitudinal and torsional directions.

In extension to Equation (3) the dynamic longitudinal tire force is now provided by

\[
F_x^D = f_G - \left( v_x + \dot{x}_T + \dot{x}_B - r_D \dot{\phi}_B - r_D \Omega \right) \frac{r_D \left| \Omega + \dot{\phi}_B \right| \hat{s}_x + v_N}{r_D \left| \Omega + \dot{\phi}_B \right| \hat{s}_x + v_N}
\]

The time derivative of the overall displacement \( \dot{x}_e \) is replaced here by the time derivative of the displacement of the tread particles \( \dot{x}_T \) and the rigid belt motions relative to the rim contribute to the transport velocity \( r_D |\Omega| \rightarrow r_D |\Omega + \dot{\phi}_B| \) and with the term \( \dot{x}_B - r_D \dot{\phi}_B \) to the contact point sliding velocity in longitudinal direction. By approximating the compliance of the tire tread particles by the stiffness \( c_{TP} \) and the damping parameter \( d_{TP} \) the dynamic tire force in longitudinal direction is also defined by

\[
F_x^D = c_{TP} x_T + d_{TP} \dot{x}_T
\]

Combining these Equations finally results in the first order differential equation

\[
(d_{TP} v_{tnx} + f_G) \dot{x}_T = -v_{tnx} c_{TP} x_T - f_G (v_x + \dot{x}_T + \dot{x}_B - r_D \dot{\phi}_B - r_D \Omega)
\]

where the abbreviation \( v_{tnx} = r_D \left| \Omega + \dot{\phi}_B \right| \hat{s}_x + v_N \) shortens the result. Now, the time derivatives \( \dot{x}_B \) and \( \dot{\phi}_B \) of the translational and rotational belt motions are required in addition.

The belt equations of motion read as

\[
m_B \dot{v}_B = F_x^D + F_S \quad \text{and} \quad \Theta_B \ddot{\omega}_B = T_y + T_S
\]

where \( v_B \) describes the absolute velocity of the belt center into the longitudinal direction defined by the unit vector \( e_x \) and \( \omega_B \) denotes the absolute angular velocity of the belt about the wheel or respectively rim rotation axis defined by the unit vector \( e_{yR} \).

Equation (10) delivers the the dynamic longitudinal tire force \( F_x^D \) and the tire sidewall compliance provides the corresponding force and torque

\[
F_S = - (c_{Sx} x_B + d_{Sx} \dot{x}_B) \quad \text{and} \quad T_S = - (c_{Sr} \varphi_B + d_{Sr} \dot{\varphi}_B)
\]

Finally, the component of the resulting tire torque about the wheel rotation axis is provided by

\[
T_y = e_{yR}^T (T_P + r_{CP} \times F_P) = e_{yR}^T T_T
\]
The vectors $F_P$ and $T_P$ collect the tire forces and torques acting at the contact point $P$ on the wheel (rim and belt) and the vector $r_{CP}$ points from the rim center $C$ to the contact point $P$. Then, the vector $T_T$ represents the resulting torque which is applied to the wheel center $C$.

The time derivatives of the translational and rotational belt motions required in Equation (11) are defined by the kinematic differential equations

$$
\dot{x}_B = v_B - e_x^Tv_{0C} = v_B - v_x \quad \text{and} \quad \dot{\phi}_B = \omega_B - e_y^T\omega_{0C} = \omega_B - \Omega
$$

(15)

where $v_{0C}$ and $\omega_{0C}$ are vectors describing the absolute velocity of the rim center and the angular velocity of the rim and $v_x$ and $\Omega$ denote the corresponding components into the longitudinal direction and about the wheel rotation axis.

The forces and torques applied to the rim are then given by

$$
F_R = F_T - e_x^T(F_D^x + F_S) \quad \text{and} \quad T_R = T_T - e_y^T(T_y + T_S)
$$

(16)

where the torque vector $T_T$ and the torque about the wheel rotation axis $T_y$ are defined in Equation (14).

The TMeasy tire model of version 6.0 incorporates the unconstrained rotation of the rigid belt about the wheel or respectively rim rotation axis $e_{yR}$. That is why, the belt inertia $\Theta_B$ must be split off from the wheel body inertia tensor according to

$$
\Theta_W \to \Theta_W - e_{yR} \Theta_B e_{yR}^T
$$

(17)

The movements of the belt mass relative to the rim is restricted to a motion into the longitudinal direction defined by the unit vector $e_x$ which is perpendicular to the local road normal $\hat{e}_n$. The main motions of the wheel center, made possible by the suspension system of a vehicle, are in general performed nearly perpendicular to the road surface. Hence, the contribution of the belt mass inertia forces to the overall wheel motions is negligible within the TMeasy 6.0 model approach. The belt mass $m_B$ is therefore considered just as a fictitious modal mass, which is used to describe the higher order dynamics of the longitudinal tire force, but will have no significant impact to the translational wheel motions.

### 3 PARTLY IMPLICIT SOLVER

The differential equations (11) and (12) are strongly coupled and stiff. Hence, a real time solution requires an appropriate implicit approach. At first, the differential equations (11) and (12) are combined with the kinematic differential equations (15) and grouped to a system

$$
\begin{bmatrix}
\dot{x}_T \\
\dot{v}_B \\
\dot{\omega}_B \\
\dot{x}_B \\
\dot{\phi}_B
\end{bmatrix} =
\begin{bmatrix}
-(v_{tnx} c_{TP} x_T + f_G (v_B - r_D \omega_B)) / (d_{TP} v_{tnx} + f_G) \\
(F_D^x + F_S) / m_B \\
(T_y + T_S) / \Theta_B \\
v_B - v_x \\
\omega_B - \Omega
\end{bmatrix} f(x)
$$

(18)

where $v_{tnx} = r_D |\omega_B| \dot{s}_x + v_N$ holds in addition. A trapezoid like integration step of size $h$ delivers at first

$$x^{k+1} = x^k + \frac{h}{2} (f(x^k) + f(x^{k+1}))
$$

(19)
where \( x^k = x(t) \) and \( x^{k+1} = x(t + h) \) denote the state vectors at time \( t \) and \( t + h \). A truncated Taylor-expansion delivers

\[
f(x^{k+1}) \approx f(x^k) + \frac{df}{dx}(x^{k+1} - x^k)
\]

and Equation (19) yields

\[
x^{k+1} = x^k + hf(x^k) + \frac{h}{2} \frac{df}{dx}(x^{k+1} - x^k)
\]

which finally results in

\[
x^{k+1} = x^k + \left( I - \frac{h}{2} \frac{df}{dx} \right)^{-1} h f(x^k)
\]

where \( I \) is the identity matrix which fits to the Jacobian \( df/dx \). If the step size \( h \) is not too large, the global derivative of the generalized tire characteristic \( f_G \), the longitudinal velocity of the wheel center \( v_x \), and the angular velocity of the rim \( \Omega \) can be considered as nearly constant in the interval \( t \rightarrow t + h \). Then, the last two equations in (22) can be solved straight away

\[
x_B^{k+1} = x_B^k + \frac{h}{2} \left( v_B^k - v_x + v_B^{k+1} - v_x \right) = x_B^k - h v_x - \frac{h}{2} \left( v_B^{k-1} - v_B^k \right)
\]

\[
\varphi_B^{k+1} = \varphi_B^k + \frac{h}{2} \left( \omega_B^k - \Omega + \omega_B^{k+1} - \Omega \right) = \varphi_B^k - h \Omega - \frac{h}{2} \left( \omega_B^{k-1} - \omega_B^k \right)
\]

In addition, the elements of the remaining \( 3 \times 3 \) Jacobian can be calculated analytically, which speeds up the computation significantly. The partly implicit solver provided in Equation (22) produces rather accurate and stable results up to step sizes of \( h = 1 \) ms which corresponds to the sampling rate applied in common vehicle control systems.

4 A VIRTUAL TEST RIG

The virtual tire test rig represents a quarter car model, Figure 4. It consists of the corresponding chassis mass and the wheel. The latter is suspended at the chassis mass such that it can perform an up and down motion as well as steer and camber movements. The chassis mass

![Figure 4: A virtual tire test rig represented by a quarter car model](image-url)
$M$ is supposed to move in longitudinal and vertical directions only. The generalized coordinates $x_M$ and $z_M$ characterizes these movements. The vector

$$r_{0M,0} = \begin{bmatrix} x_M \\ 0 \\ r_0 + h_0 + z_M \end{bmatrix} \quad \text{and} \quad v_{0M,0} = \dot{r}_{0C,0} = \begin{bmatrix} \dot{x}_M \\ 0 \\ \dot{z}_M \end{bmatrix}$$  \hspace{1cm} (25)$$

describes the momentary position of the chassis center with respect to the earth-fixed reference frame 0 and its velocity. The comma separated index 0 indicates that the vectors are expressed in the earth-fixed frame 0, the parameter $h_0$ represents the height of the chassis center above the wheel center in design position, and $r_0$ names the unloaded wheel radius.

The suspension system allows the wheel to perform the hub motion $z_m$, the steer motion $\delta$ about the vertical $z_0$-axis, the camber motion $\gamma$ about the knuckle fixed $x_K$-axis, and the rotation $\varphi$ about the rim fixed $y_R$-axis. In this model approach the wheel center C is located on the steering axis. Then, its momentary position and its velocity are provided by

$$r_{0C,0} = \begin{bmatrix} x_M \\ 0 \\ r_0 + z_m \end{bmatrix} \quad \text{and} \quad v_{0C,0} = \dot{r}_{0C,0} = \begin{bmatrix} \dot{x}_M \\ 0 \\ \dot{z}_m \end{bmatrix}$$  \hspace{1cm} (26)$$

The momentary position of the wheel rotation axis and the angular velocity of the wheel or rim respectively are defined by

$$e_{yR,0} = \begin{bmatrix} -\sin \delta \cos \gamma \\ \cos \delta \cos \gamma \\ \sin \gamma \end{bmatrix} \quad \text{and} \quad \omega_{0R,0} = \begin{bmatrix} \dot{\gamma} \cos \delta - \dot{\varphi} \sin \delta \cos \gamma \\ \dot{\gamma} \sin \delta + \dot{\varphi} \cos \delta \cos \gamma \\ \dot{\varphi} \cos \gamma \end{bmatrix}$$  \hspace{1cm} (27)$$

Then

$$\Omega = e_{yR,0}^T \omega_{0R,0} = \dot{\varphi} + \dot{\delta} \sin \gamma$$  \hspace{1cm} (28)$$
describes the absolute angular velocity of the wheel/rim about the wheel rotation axis.

The equations of motion for the virtual test rig are provided by

$$M \ddot{x}_M = F_D + e_{x,0}^T F_{T,0}$$  \hspace{1cm} (29)$$

$$M \ddot{z}_M = F_S - M g$$  \hspace{1cm} (30)$$

$$m \ddot{z}_m = -F_S - m g + e_{z,0}^T F_{T,0}$$  \hspace{1cm} (31)$$

$$\Theta_W \dot{\Omega} = T_{D/B} + e_{yR,0}^T T_{T,0}$$  \hspace{1cm} (32)$$

The fictitious force $F_D$ applied to the chassis mass and provided by an appropriate controller makes it possible to accelerate or decelerate the vehicle without driving or braking the wheel. The TMeasy tire model delivers the contact forces and torques collected in the force vector $F_{T,0}$ and the torque vector $T_{T,0}$ which is related to the wheel center. The suspension force

$$F_S = F_0 - c_S (z_M - z_m) - d_S (\dot{z}_M - \dot{z}_m)$$  \hspace{1cm} (33)$$
is modeled by a linear spring-damper-element, where $c_S$, $d_S$ characterize its stiffness and damping properties and $z_M - z_m$ represents the suspension travel. The preload $F_0 = M g$ compensates the chassis weight. The torque $T_{D/B}$ makes it possible to apply a driving or braking torque to the wheel.
The maneuver driving straight ahead on a random road is characterized by vanishing steer and camber angles $\delta = 0$ and $\gamma = 0$ when potential steer and camber changes due to the suspension kinematics are neglected in this basic study. A nearly constant driving velocity is maintained either by a controlled drive force $F_D$ acting at the chassis mass or a controlled drive torque $T_{D/B} = T_D$ applied via the half-shaft to the wheel. The former models a not driven the latter a driven wheel.

5 RESULTS

5.1 Model Parameter

The TMeasy tire model is characterized by 58 parameter in the standard version 5.3. The extended version 6.0 requires six more parameter which specify the belt inertia, the natural eigen-frequencies and viscous damping rates of the belt, as well as the stiffness of the tread particles. Table 2 collects the main parameter of the virtual test rig which characterize a standard midsize passenger car in a quarter car model approach.

<table>
<thead>
<tr>
<th>Vehicle/Tire</th>
<th>Tire/Belt</th>
</tr>
</thead>
<tbody>
<tr>
<td>chassis mass</td>
<td>tire unloaded radius $r_0 = 0.2930$ m</td>
</tr>
<tr>
<td>wheel mass</td>
<td>tire dynamic radius(*) $r_D = 0.2815$ m</td>
</tr>
<tr>
<td>susp. stiffn. $c_S$</td>
<td>belt inertia $\Theta_B = 0.6868$ kgm$^2$</td>
</tr>
<tr>
<td>susp. damp. $d_S$</td>
<td>nat. freq. belt long. $f_{0x} = 120$ Hz</td>
</tr>
<tr>
<td>rim inertia $\Theta_R$</td>
<td>nat. freq. belt rad. $f_{0r} = 90$ Hz</td>
</tr>
<tr>
<td>tire vert. stiffn. $c_T$</td>
<td>tread part. stiffn.(*) $c_{TP} = 10$ kN/mm</td>
</tr>
<tr>
<td>tire vert. damp. $d_T$</td>
<td>tread part. damp.(*) $d_{TP} = 9000$ N/(m/s)</td>
</tr>
</tbody>
</table>

Table 2: Main parameter of virtual test rig and TMeasy tire model where (*) holds at the tire payload of 3500 N

Equation (7) delivers a fictitious modal belt mass of

$$m_B = 8 \text{ kg}$$

and Equation (6) produce the stiffness properties of the sidewall as

$$c_{Sx} = 4500000 \text{ N/m} \quad \text{and} \quad c_{Sr} = 220000 \text{ Nm/rad}$$

A pressure loss in the tire is modeled by reducing the sidewall and the vertical tire stiffness to

$$c_{Sx}^{red} = 3000000 \text{ N/m} \quad \text{and} \quad c_{Sr}^{red} = 150000 \text{ Nm/rad}$$

as well as $c_T^{red} = 155000 \text{ N/m}$ (36)

The corresponding damping parameters were kept unchanged. The reduced vertical tire stiffness lowers the dynamic rolling radius of the tire at steady-state to $r_D^{red} = 0.2789$ m as a consequence.

5.2 Driving straight ahead on random road

At first, the vehicle model is driven with a constant velocity of $v = 120 \text{ km/h} = 33.3 \text{ m/s}$ on a horizontal and nearly flat road which just contains small randomly distributed irregularities. Hence, a distance of $s = 33.3$ m is covered in the interval $0 \leq t \leq 1 \text{ s}$ of the time histories plotted in Figure 5. The TMeasy contact model processes the road profile by an effective local road plane, which results in a slightly smoother time history of the effective contact point compared to the road roughness, Figure 5 top graph.
The spatial road profile induces small tire force fluctuations not only in the vertical but also in the longitudinal and the lateral directions, Figure 5 center graph. The longitudinal force $F_x = F_x(t)$ oscillates about zero if the wheel is driven ($T_D \neq 0$) and about a small negative value if the wheel is not driven ($T_D = 0$). In the former case the drive torque compensates the rolling resistance at the wheel and just very small longitudinal forces are required to keep the wheel rotating. In the latter case a drive force $F_D \neq 0$ applied to the chassis mass maintains the constant velocity and a certain amount of negative longitudinal tire forces is required to counteract the rolling resistance of the wheel.

The vertical tire forces $F_z$ deviates from the steady-state value $F_z^0$ and generates rapidly oscillating vertical accelerations of the wheel mass, black line in bottom graph of Figure 5. The suspension system filters these excitation and results in a very smooth and comfort ride, because the vertical accelerations of the chassis mass, gray line in bottom graph of Figure 5, are hardly noticeable.

The mean value of the wheel or rim angular velocity $\Omega$ increases when the tire inflation pressure is reduced, Figure 6. Some indirect tire-pressure monitoring systems (iTPMS) take advantage of this effect. A pressure loss is detected if one wheel angular velocity deviates
significantly from the others. However, no detection is possible if all tires loose pressure at the same time.

Sophisticated iTPMS perform a frequency analysis of the angular wheel or respectively rim velocities. Induced by the road irregularities the rotating rim performs oscillations. Inspecting the angular velocity \( \Omega(t) \) in the interval \( 0 \leq t \leq T \) a corresponding, but shifted and normalized signal is obtained by

\[
y(t) = \Omega(t) - \text{mean}(\Omega(t)) \quad \text{and} \quad s(t) = \frac{2y(t)}{\max(y(t)) - \min(y(t))}
\]

where \( T = 1 \text{ s} \) was used in this basic study. This signal \( s(t) \) is then transformed into the frequency domain. To eliminate any FFT processing errors, it is approximated by

\[
\sigma(t) = p + qt + \sum_{i=1}^{i=N} A_i \sin(2\pi f_i t + \phi_i)
\]

where \( N = 200 \) frequencies are predefined by \( f_i = 1(1)201 \text{ Hz} \) and the \( 2 + 2N \) parameter \( p, q, A_i, \) and \( \phi_i \) are obtained by a least square curve fit. The signal \( s(t) \), its approximation \( \sigma(t) \), as well as the absolute values of the amplitudes \( A_i \) are plotted in Figure 7 for different tire inflation pressures. In both cases (normal pressure and reduced pressure) the approximation \( \sigma(t) \) matches the signal \( s(t) \) perfectly, which confirms the quality of this approach.

For a more convenient comparison the frequency responses are smoothed by a moving-average filter which operates as

\[
\begin{align*}
|\hat{A}_1| &= |A_1|, \\
|\hat{A}_2| &= \frac{1}{3}(|A_1| + |A_2| + |A_3|) \\
|\hat{A}_j| &= \frac{1}{5} \sum_{k=j-2}^{k=j+2} |A_k| \quad \text{for} \quad 2 \leq j \leq N - 2 \\
|\hat{A}_{N-1}| &= \frac{1}{3} (|A_{N-2}| + |A_{N-1}| + |A_N|), \quad |\hat{A}_N| = |A_N|
\end{align*}
\]

Figure 7: Frequency analysis of shifted and normalized rim angular velocity with normal and reduced inflation pressure for a not driven wheel of the virtual test rig
Practically no difference is noticeable between the time histories of the signals at normal and reduced pressure. But, the corresponding frequency responses differ in a characteristic manner. Rim and belt incorporate an eigen-mode where the rotational motion of the belt is in phase with its translational motion and out of phase with the rim rotation.

At normal pressure this eigen-mode is excited at a frequency of approximately 140 Hz which results in the resonance phenomena indicated by a grey ellipse in the lower left plot of Figure 7. This resonance frequency is slightly larger than the natural eigen-frequencies specified in Table 2, because the former occurs when the tire is in contact with the road whereas the latter hold for free tire vibrations.

A reduced inflation pressure lowers these eigen-frequencies. In this particular case, the natural eigen-frequencies of the free vibrating tire were reduced by the factor $\sqrt{2/3}$ which results in an adjustment factor of $2/3$ for the corresponding stiffness parameter. As a consequence, the resonance phenomena in the frequency response is shifted accordingly, lower right plot of Figure 7.

Figure 8 demonstrates that the characteristic shift of the resonance phenomena is also present when the wheel is driven.

The shift of the resonance phenomena is also observed at low ($v = 60$ km/h) and high ($v = 180$ km/h) vehicle velocities, Figure 9. The maximum resonance magnification may be

![Figure 8: Frequency analysis of shifted and normalized rim angular velocity with normal and reduced inflation pressure for a driven wheel of the virtual test rig](image)

![Figure 9: Frequency analysis of shifted and normalized rim angular velocity with normal and reduced inflation pressure for a driven wheel of the virtual test rig at different driving velocities](image)

different because of specific stochastic properties of the road irregularities. But in both cases the maximum is shifted significantly to lower frequencies when the tire inflation pressure is lowered. In this particular case, it is reduced by the factor $\sqrt{2/3}$ and the shift takes place from $f \approx 140$ Hz to $f \approx 120$ Hz.
Hence, the frequency response of the angular wheel or respectively rim angular velocity, which is automatically measured in any modern passenger car, clearly indicates a pressure loss. Indirect tire-pressure monitoring systems (iTPMS) based on this concept are able to detect a simultaneous pressure loss at all tires in addition.

### 5.3 TMeasy standard versus TMeasy extended

The first order tire dynamics applied in the standard TMeasy 5.3 just holds in the lower frequency range. This model is suitable for all kind of driving situations but does not cover the higher frequencies of the rim and tire belt eigen-modes which are modeled in addition in the extended TMeasy version 6.0.

![Figure 10: Time histories of shifted and normalized rim angular velocity computed for a not driven wheel of the virtual test rig with TMeasy standard and extended](image)

Figure 10 illustrates the difference between TMeasy 5.3 and Tmeasy 6.0 by the computed time histories of the shifted and normalized rim angular velocity. The time history of the extended TMeasy version 6.0 clearly shows high-frequency components which are responsible for the resonance phenomena in the corresponding frequency range.

### 6 CONCLUSIONS

Some indirect tire-pressure monitoring systems (iTPMS) process higher frequent vibrations of the rim and the tire belt which are excited by road irregularities and which are sensitive to the tire inflation pressure. The extended tire model TMeasy 6.0 takes the corresponding vibration modes off the belt into account and makes it possible to investigate such kind of iTPMS. Just the first two belt eigen-modes have to be considered which keeps the tire model TMeasy as simple as possible. A tailored partly implicit solver, which takes the coupling between the longitudinal force and the belt motions into account, provides a fast and stable numerical solution which is required in real-time applications.
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Abstract. This paper investigates the optimal active/passive system parameters of a nonlinear quarter car suspension-driver seat model. The mathematical model of the system has four degrees of freedom (4-DoF), with quadratic and cubic stiffness nonlinearities in suspension springs and tires, respectively. The comfort, the stability and the behavior of the suspension system are simulated using Matlab Simulink. Multi-objective genetic algorithms (GA) are used to tune the PID controller and to optimize the head acceleration, the crest factor, and the suspension and tire deflection. The numerical results show that the proposed GA-tuned parameters of the PID controller, as well as GA-tuned design parameters in the quarter car model are more efficient than those of Ziegler-Nicholas and Matlab auto-tuner techniques. The numerical results also demonstrate that active suspension systems are more efficient compared to passive systems.
1 INTRODUCTION

The main component responsible for the dynamic behavior of a vehicle is its suspension system. The suspension system isolates the vehicle’s occupants from strong vibrations induced by road surface irregularities, and enables wheels to maintain contact with the road, which provides the vehicle’s stability and control. This paper investigates both passive and active vehicle suspensions. A passive suspension system uses conventional springs and dampers with no feedback action to absorb the road disturbances, while an active suspension system uses force actuator elements in a closed loop control, to provide adequate control force to the system, as a response to the input from the various sensors associated with the vehicle’s vertical dynamics. Suspension systems, vehicle handling and stability as well as driver comfort and safety have been extensively studied in the literature. A wide range of global optimization techniques have been investigated to determine the optimum design and control parameters that enhance vehicle stability and passengers’ safety. Wael Abbas et al [5] presented a 4-DoF human-body model, with linear seat suspension, for half car model. In this model, the seated human-body was constructed as four separate mass segments interconnected by five sets of springs and dampers, with a total human mass of 60.67 kg. O. Gundogdu [1] solved an optimization problem of a 4-DoF quarter car seat and suspension system model using genetic algorithm, to determine parameters that achieve best comfort. The quarter car and the seat, with the driver’s body were modeled as a 4-DoF damped spring-mass system. Du et al [2] presented an integrated vehicle seat and suspension control strategy for a quarter car model, to improve suspension impact on ride comfort. A 4-DoF lumped parameter human model is suggested by Boileau and Rakheja [3]. The selection of the design parameters defines the constitutive relationship for nonlinear stiffness and damping while the 4-DoF driver model is linear. The reported data on biodynamic responses of the seated and standing human body exposed to whole-body vibration along different directions and the associated experimental conditions are reviewed by Rakheja et al. [4], in an attempt to identify datasets that are likely to represent comparable and practical postural and exposure conditions. A 7-DoF vehicle and seat suspension design was presented by Abbas et al. [5]. A genetic algorithm is applied to search for the optimal parameters of the seat, in order to minimize seat suspension deflection, driver’s body acceleration, and achieve the best ride comfort. The simulation results were compared with the ones of the passive suspensions, subject to different road profiles. A generalized nonlinear model is formulated by Bouazara et al. [6], for the dynamic analysis of the seat suspension system with passive, semi-active and active dampers. It was concluded that the comfort performance of a seat suspension with semi-active and active dampers was enhanced by 20 to 30%. The spring and damper settings that ensure optimal ride comfort, on different road profiles and at different speeds, have been investigated by Uys et al. [7]. It is found that combining driver and rear passenger’s seats weighted root mean square (RMS) and vertical acceleration, as the objective function of the optimization problem returns better results compared to the case when only one seat value is used. Genetic algorithm is employed to search for the parameters, such as damping ratio and springs constants that achieve an optimum trade-off between ride comfort and handling quality, under random road input. Genetic algorithm is also used to obtain the seat suspension system controller parameters. The results showed that an active suspension using genetic algorithm improved the dynamic performance parameters of the seat with minimum actuator force. Baumal et al. [8] also investigated both active control and passive mechanical parameters of a vehicle suspension system, that minimize the passenger’s seat acceleration, under the required road-holding ability and suspension working space constraints. An analytical study along with experimental...
validation, on lumped parameter models for seated human subjects, without backrest support, under vertical vibration excitation, have been carried out by Liang and Chiang [9]. Kuznetsov et al. [10] investigated a quarter car design, as a 3-DoF seat suspension system, with the driver represented by 1-DoF. Ride comfort criteria as per ISO 2631-1 were used as constraints in the algorithm for global optimization problems. Badran et al. [11] optimized a quarter car system using genetic algorithm. A weighted average of seat acceleration and head acceleration was used as a single objective function, and suspension working space as constraints.

Control of active suspension systems has been extensively covered in the literature, and span a wide range of techniques such as PID, linear quadratic regulator, adaptive sliding control, H control, sliding mode control, fuzzy logic, preview control, optimal control and neural network. However, these methods need refined mechanisms and some are difficult to implement in applications. PID and linear quadratic regulator controllers were investigated by Nagarkar et al [14] to control a nonlinear quarter car along with a human model. The quarter car model includes quadratic tire stiffness and cubic stiffness in suspension springs. The active system gives minimum head acceleration, crest factor, amplitude ratio at head and upper torso, thus providing comfort and meeting health criteria. Mahesh et al [14], [13] investigated a multi-objective genetic algorithm to optimize an active nonlinear quarter car suspension system, with PID and fuzzy logic control. Simulation results show that GA-based fuzzy logic and PID controller give better ride comfort.

In this paper a 4-DoF quarter car seat and suspension system model for both passive and active suspension systems subject to an excitation from a road profile is investigated. Genetic algorithm is used to determine the optimal design and control parameters that maximize ride comfort and vehicle stability. Enhanced suspension parameter values are extracted from multiple genetic algorithm runs. Dynamics of the system is simulated using Matlab/Simulink. A PID controller is tuned using Ziegler-Nicholas method to identify parameter boundaries, then tuned again using genetic algorithm, to select the best gains. These values are fed into genetic algorithm to compute enhanced design parameters. Results show an improvement in comfort. Further details will be discussed in the following sections.

2 MODEL DEVELOPMENT

The vehicle model investigated in this paper is an improvement of the linear model in [1]. It is a 4-DoF quarter car model in which the driver is represented by the upper 2-DoF lumped mass system. In this study, both linear and nonlinear models are considered. The quarter car model is set using interconnections of masses, springs and dampers, as illustrated in (Fig. 1), where $M_s$ is the sprung mass, $M_u$ is the un-sprung mass, $K_s$ is the spring stiffness constant, $C_s$ denotes dashpot. $Z_r$ is the road or step input to the tire, $Z_s$ and $Z_u$ are the displacements of masses $M_s$ and $M_u$ respectively. The nonlinearities consist of quadratic tire stiffness and cubic stiffness in suspension springs. The active system gives minimum head acceleration, crest factor, amplitude ratio at head and upper torso, thus providing comfort and meeting health criteria. Mahesh et al [14], [13] investigated a multi-objective genetic algorithm to optimize an active nonlinear quarter car suspension system, with PID and fuzzy logic control. Simulation results show that GA-based fuzzy logic and PID controller give better ride comfort.
not losing the contact with the road surface. The motion in other directions is assumed small and hence neglected.

The mathematical model of the quarter car model is described by the following set of equations of motions from their static equilibrium positions. The systems are solved for four state variables $Z_t$, $Z_p$, $Z_s$ and $Z_u$ given the road excitation $Z_r$.

**Equations of motions for linear model**

\begin{align}
M_t Z_t'' &= -K_c \cdot (Z_t - Z_p) - C_t \cdot (Z_t' - Z_p') \\
M_p Z_p'' &= K_t \cdot (Z_t - Z_p) + C_t \cdot (Z_t' - Z_p') - K_c \cdot (Z_p - Z_s) - C_c \cdot (Z_p' - Z_s') \\
M_s Z_s'' &= K_c \cdot (Z_p - Z_s) + C_c \cdot (Z_p' - Z_s') - K_s \cdot (Z_s - Z_u) - C_s \cdot (Z_s' - Z_u') + F \\
M_u Z_u'' &= K_s \cdot (Z_s - Z_u) + C_s \cdot (Z_s' - Z_u') - K_y \cdot (Z_u - Z_r) - F
\end{align}

**Equations of motions for non-linear model**
\[ M_t Z''_t = -K_t \cdot (Z_t - Z_p) - C_t \cdot (Z'_t - Z'_p) \]
\[ M_p Z''_p = K_t \cdot (Z_t - Z_p) + C_c \cdot (Z'_t - Z'_p) - K_c \cdot (Z_p - Z_s) - C_c \cdot (Z'_p - Z'_s) \]
\[ M_s Z''_s = K_c \cdot (Z_p - Z_s) + C_c \cdot (Z'_p - Z'_s) - K_{s1} \cdot (Z_s - Z_u) - K_{s2} \cdot (Z'_s - Z'_u) - C_{s2} \cdot (Z'_s - Z'_u)^2 + F \]
\[ M_u Z''_u = K_{s1} \cdot (Z_s - Z_u) + K_{s2} \cdot (Z_s - Z_u)^3 + C_{s1} \cdot (Z'_s - Z'_u) + C_{s2} \cdot (Z'_s - Z'_u)^2 - K_{y1} \cdot (Z_u - Z_r) - K_{y2} \cdot (Z_u - Z_r)^2 + K_{y3} \cdot (Z_u - Z_r)^3 - F \]

The above models are simulated in Matlab-Simulink, with the following values for the equations’ coefficients:

<table>
<thead>
<tr>
<th>Suspension Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Spring Stiffness Coefficient</td>
<td>(K_{s1})</td>
<td>15302</td>
</tr>
<tr>
<td>Non-Linear Spring Stiffness Coefficient</td>
<td>(K_{s2})</td>
<td>2728</td>
</tr>
<tr>
<td>Linear Spring Damping Coefficient</td>
<td>(C_{s1})</td>
<td>3482</td>
</tr>
<tr>
<td>Non-Linear Spring Damping Coefficient</td>
<td>(C_{s2})</td>
<td>580</td>
</tr>
<tr>
<td>Linear Tire Stiffness Coefficient</td>
<td>(K_{y1})</td>
<td>60063</td>
</tr>
<tr>
<td>Non-Linear Square Tire Stiffness Coefficient</td>
<td>(K_{y2})</td>
<td>42509</td>
</tr>
<tr>
<td>Non-Linear Cube Tire Stiffness Coefficient</td>
<td>(K_{y3})</td>
<td>22875</td>
</tr>
<tr>
<td>Sprung Mass</td>
<td>(M_s)</td>
<td>295</td>
</tr>
<tr>
<td>Un-sprung Mass</td>
<td>(M_u)</td>
<td>39</td>
</tr>
<tr>
<td>Upper Body Mass</td>
<td>(M_t)</td>
<td>18.6</td>
</tr>
<tr>
<td>Lower Body Mass</td>
<td>(M_p)</td>
<td>46.4</td>
</tr>
<tr>
<td>Spring Stiffness Coefficient</td>
<td>(K_s)</td>
<td>9015</td>
</tr>
<tr>
<td>Spring Damping Coefficient</td>
<td>(C_s)</td>
<td>2031</td>
</tr>
<tr>
<td>Tire Stiffness Coefficient</td>
<td>(K_y)</td>
<td>41815</td>
</tr>
<tr>
<td>Thorax Stiffness Coefficient</td>
<td>(K_t)</td>
<td>45005.3</td>
</tr>
<tr>
<td>Thorax Damping Coefficient</td>
<td>(C_t)</td>
<td>1360</td>
</tr>
<tr>
<td>Cushion Stiffness Coefficient</td>
<td>(K_c)</td>
<td>2500</td>
</tr>
<tr>
<td>Cushion Damping Coefficient</td>
<td>(C_c)</td>
<td>131.59</td>
</tr>
</tbody>
</table>

Table 1: Suspension parameters’ values

The aim is to analyze the dynamic behavior of the active car-driver system, and determine the seat and the suspension system design parameters (coefficients in the equations of motion above) that maximize rider’s comfort. This is done by minimizing the vertical displacements and acceleration of the driver’s head and upper body, while maximizing the vehicle’s stability and control.

A Proportional, Integral and Derivative PID controller has been used for the active suspension system (Fig.1):
**PID controller design**

PID control is a feedback control design. The three terms operate on the error signal to produce a control signal. If $u(t)$ is the control signal which is sent to the system, $y(t)$ the actual output, $r(t)$ the desired output, and $e(t)$ the tracking error then a PID control law is expressed as

$$u(t) = k_p e(t) + k_i \int_0^t e(\tau) d\tau + k_d e'(t).$$

The desired closed loop dynamics can be obtained by adjusting the three parameters $k_p$, $k_i$ and $k_d$. Model’s stability can often be obtained using only the proportional term. The integral term permits the rejection of a step disturbance. The derivative term provides damping or shaping of the response. Both the suspension system design parameters and PID controller parameters were tuned using genetic algorithm, in the next sections.

### 3 METHODOLOGY AND SIMULATION

#### 3.1 Objective functions

The optimization problem is stated as a multi-objective minimization problem, solved using multi-objective genetic algorithm from Matlab toolbox. The objective function to be minimized $\mathbf{J}$ is defined as a vector function with four components, head acceleration ($J_{HA}$), crest factor ($J_{CF}$), suspension deflection ($J_s$), and tire Deflection ($J_{TD}$), as follows:

$$\mathbf{J} = [J_{HA} \ J_{CF} \ J_s \ J_{TD}]^t$$

The function $J_{HA}$ is the root mean square of head acceleration ($\text{RMS}_h$), (with $T = 5$ sec, in simulations), given by:

$$J_{HA} = \text{RMS}_h = \left( \frac{1}{T} \int_0^T [Z_t'']^2 dt \right)^{\frac{1}{2}} = \left\{ \frac{1}{T} \int_0^T \left[ -\frac{k_t}{m_t} (Z_t - Z_p) - \frac{c_t}{m_t} (Z_t' - Z_p') \right]^2 dt \right\}^{\frac{1}{2}}$$

The function $J_{CF}$ is the crest factor of the head acceleration and it is a ratio of the maximum acceleration to $J_{HA}$.

$$J_{CF} = \frac{\max Z_t''}{\text{RMS}_h}$$

The function $J_s$ is the RMS value of the suspension deflection.

$$J_s = \left\{ \frac{1}{T} \int_0^T (Z_s - Z_u)^2 dt \right\}^{\frac{1}{2}}$$

The function $J_{TD}$ is the RMS value of the tire deflection.

$$J_{TD} = \left\{ \frac{1}{T} \int_0^T (Z_u - Z_r)^2 dt \right\}^{\frac{1}{2}}$$

#### 3.2 Genetic algorithm for suspension system

Multi-objective genetic algorithm is used to optimize the suspension parameters $C_c$, $K_c$, $K_s$, $C_s$ in the linear model and $C_c$, $K_c$, $K_{s1}$, $K_{s2}$, $C_{s1}$, $C_{s2}$ in the nonlinear model. In simulation,
boundary conditions are imposed on the parameters, as per the industry standards and from the literature. The Genetic algorithm minimizes the objective function given by (3), subject to equations of motion (1), (2), as nonlinear constraints and boundary conditions on the parameters. The genetic algorithm settings were selected as follows: The population size = 30, crossover probability, \( P_c = 0.001 \), and mutation probability rate, \( P_m = 0.002 \). Graphs representing the state variables are generated using Simulink. Optimized parameters are given in Table 2 for linear model and Table 3 for nonlinear model.

<table>
<thead>
<tr>
<th>Suspension Parameters</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cushion Damping Coefficient</td>
<td>( C_c )</td>
<td>128.006</td>
</tr>
<tr>
<td>Cushion Stiffness Coefficient</td>
<td>( K_c )</td>
<td>1414.24</td>
</tr>
<tr>
<td>Spring Stiffness Coefficient</td>
<td>( K_s )</td>
<td>6033.23</td>
</tr>
<tr>
<td>Spring Damping Coefficient</td>
<td>( C_s )</td>
<td>1750.68</td>
</tr>
</tbody>
</table>

Table 2: Optimized parameters (Linear case)

<table>
<thead>
<tr>
<th>Suspension Parameters</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cushion Damping Coefficient</td>
<td>( C_c )</td>
<td>194.82</td>
</tr>
<tr>
<td>Cushion Stiffness Coefficient</td>
<td>( K_c )</td>
<td>1314.22</td>
</tr>
<tr>
<td>Linear Spring Stiffness Coefficient</td>
<td>( K_{s1} )</td>
<td>9374.97</td>
</tr>
<tr>
<td>Non-Linear Spring Stiffness Coefficient</td>
<td>( K_{s2} )</td>
<td>2338.56</td>
</tr>
<tr>
<td>Linear Spring Damping Coefficient</td>
<td>( C_{s1} )</td>
<td>3459.68</td>
</tr>
<tr>
<td>Non-Linear Spring Damping Coefficient</td>
<td>( C_{s2} )</td>
<td>700.07</td>
</tr>
</tbody>
</table>

Table 3: Optimized parameters (Nonlinear case)

3.3 Tuning PID control using genetic algorithm

PID controller was designed to ensure the displacement of the system can be controlled and minimized when the road disturbance occurs. PID parameters are randomly initialized and objective functions are determined using Ziegler-Nicholas Method and Auto-Tuner Methods in order to set the bounds for the Genetic Algorithm. GA parameters were chosen according to trial and error method. Genetic algorithm parameters are as follows: Population size = 50; Crossover Fraction = 0.8; Mutation rate = 0.2; Maximum generation = 100; Crossover Function is arithmetic; Mutation Function is Adaptive feasible; Bounds of Parameters From 0 to 5000. In active nonlinear suspension system, the PID tuning was done using genetic algorithm, after linearizing the nonlinear system using Linearization in Simulink.

\[
\begin{array}{ccc}
  k_p & k_i & k_d \\
  4813 & 54 & 630 \\
\end{array}
\]

Table 4: Optimized PID parameters for linear model
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\[
\begin{array}{ccc}
    k_p & k_i & k_d \\
    6810 & 329 & 947
\end{array}
\]

Table 5: Optimized PID parameters for nonlinear model

4 RESULTS and ANALYSIS

In this section, simulation results of different displacements and accelerations are presented in Tables and graphs for both linear and nonlinear models. The resulting head acceleration, head displacement, sprung accelerations and displacements of the system with the optimized parameters, the classical ones and the controlled ones are compared in figures 2-5 for linear model, and in figures 6-9 for nonlinear system. In the simulations, a step height of 0.02 m is used. The color-coded legend is as follows: classical parameters are in blue, optimized parameters are in red, and GA-tuned PID controller in green.

4.1 Linear Model

<table>
<thead>
<tr>
<th>System</th>
<th>Passive</th>
<th>Optimized</th>
<th>Optimized Variation (Passive-Optimized)</th>
<th>Variation (Passive-PID Optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling Time</td>
<td>4.71</td>
<td>4.6</td>
<td>2.32</td>
<td>2.34%</td>
</tr>
<tr>
<td>Overshoot</td>
<td>0.0254</td>
<td>0.0243</td>
<td>0.024</td>
<td>4.33%</td>
</tr>
</tbody>
</table>

Table 6: Results for Sprung Displacement

![Figure 2: Linear Sprung Displacement](image)

Figure 2 shows the sprung displacement versus time for the passive, optimized-passive and
the active suspension systems. Overshoots and settling times are extracted from the plots to show the variation between the three systems. The response of the passive suspension system is compared with both the optimized-passive and active suspension systems, which shows a variation of 2.34% in settling time values and 4.33% in overshoot values for (Passive-Optimized). While, a variation of 50.1% in settling time values and 5.51% in overshoot values are shown for (Passive-PID Optimized).

<table>
<thead>
<tr>
<th>System</th>
<th>Passive</th>
<th>Optimized</th>
<th>Optimized PID</th>
<th>Variation (Passive-Optimized)</th>
<th>Variation (Passive-PID Optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling Time</td>
<td>5+ (6.1)</td>
<td>4.8</td>
<td>4.5</td>
<td>21.31%</td>
<td>26.22%</td>
</tr>
<tr>
<td>Overshoot</td>
<td>0.0388</td>
<td>0.0365</td>
<td>0.0319</td>
<td>5.92%</td>
<td>17.78%</td>
</tr>
</tbody>
</table>

Table 7: Results for Head Displacement

Figure 3 shows the head displacement versus time for the passive, optimized-passive and the active suspension systems. There is a variation of 21.31% in settling time values and 5.92% in overshoot values for (Passive-Optimized) while a variation of 26.22% in settling time values and 17.78% in overshoot values are shown for (Passive-PID Optimized).

Figure 4 shows the head acceleration versus time for the passive, optimized-passive and the active suspension systems. There is almost no variation in settling time values and 40% in overshoot values for (Passive-Optimized). While, a variation of 14.15% in settling time values and 46.29% in overshoot values are shown for (Passive-PID Optimized).

Figure 5 shows the linear sprung acceleration vs time for the passive, optimized-passive and the active suspension systems. There is a variation of 13.57% in settling time values and
Table 8: Results for Head Acceleration

<table>
<thead>
<tr>
<th>System</th>
<th>Passive</th>
<th>Optimized</th>
<th>Optimized PID</th>
<th>Variation (Passive-Optimized)</th>
<th>Variation (Passive-PID Optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling Time</td>
<td>4.31</td>
<td>4.32</td>
<td>3.7</td>
<td>0%</td>
<td>14.15%</td>
</tr>
<tr>
<td>Overshoot</td>
<td>0.54</td>
<td>0.324</td>
<td>0.29</td>
<td>40%</td>
<td>46.29%</td>
</tr>
</tbody>
</table>

Figure 4: Head Acceleration

Table 9: Results for Sprung Acceleration

<table>
<thead>
<tr>
<th>System</th>
<th>Passive</th>
<th>Optimized</th>
<th>Optimized PID</th>
<th>Variation (Passive-Optimized)</th>
<th>Variation (Passive-PID Optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling Time</td>
<td>3.61</td>
<td>3.12</td>
<td>2.28</td>
<td>13.57%</td>
<td>36.84%</td>
</tr>
<tr>
<td>Overshoot</td>
<td>1.83</td>
<td>1.72</td>
<td>1.54</td>
<td>6.01%</td>
<td>15.84%</td>
</tr>
</tbody>
</table>

6.01% in overshoot values for (Passive-Optimized). While, a variation of 36.84% in settling time values and 15.84% in overshoot values are shown for (Passive-PID Optimized).

4.2 Nonlinear Model

Figure 6 shows the non-linear sprung displacement vs time for the passive, optimized-passive and the active suspension systems. There is a variation of 32.6% in settling time values and 6.22% in overshoot values for (Passive-Optimized). While, a variation of 47.39% in settling time values and 14.39% in overshoot values are shown for (Passive-PID Optimized).

Figure 7 shows the non-linear head displacement vs time for the passive, optimized-passive and the active suspension systems. There is a variation of 22.81% in settling time values and
Table 10: Results for Non Linear Sprung Displacement

<table>
<thead>
<tr>
<th>System</th>
<th>Passive</th>
<th>Optimized</th>
<th>Optimized PID</th>
<th>Variation (Passive-Optimized)</th>
<th>Variation (Passive-PID Optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling Time</td>
<td>4.6</td>
<td>3.1</td>
<td>2.42</td>
<td>32.6%</td>
<td>47.39%</td>
</tr>
<tr>
<td>Overshoot</td>
<td>0.0257</td>
<td>0.0241</td>
<td>0.022</td>
<td>6.22%</td>
<td>14.39%</td>
</tr>
</tbody>
</table>

Table 11: Results for Non Linear Head Displacement

<table>
<thead>
<tr>
<th>System</th>
<th>Passive</th>
<th>Optimized</th>
<th>Optimized PID</th>
<th>Variation (Passive-Optimized)</th>
<th>Variation (Passive-PID Optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling Time</td>
<td>4.78</td>
<td>3.69</td>
<td>2.92</td>
<td>22.81%</td>
<td>38.91%</td>
</tr>
<tr>
<td>Overshoot</td>
<td>0.038</td>
<td>0.032</td>
<td>0.0275</td>
<td>15.78%</td>
<td>27.63%</td>
</tr>
</tbody>
</table>

15.78% in overshoot values for (Passive-Optimized). While, a variation of 38.91% in settling time values and 27.63% in overshoot values are shown for (Passive-PID Optimized).

Figure 8 shows the non-linear sprung acceleration vs time for the passive, optimized-passive and the active suspension systems. There is a variation of 34.37% in settling time values and 3.21% in overshoot values for (Passive-Optimized). While, a variation of 50.93% in settling time values and 20.35% in overshoot values are shown for (Passive-PID Optimized).

Figure 9 shows the non-linear head acceleration vs time for the passive, optimized-passive and the active suspension systems. There is a variation of 26.53% in settling time values and
Figure 6: Non Linear Sprung Displacement

Figure 7: Non Linear Head Displacement
### Table 12: Results for non-linear sprung acceleration

<table>
<thead>
<tr>
<th>System</th>
<th>Passive</th>
<th>Optimized</th>
<th>Optimized PID</th>
<th>Variation (Passive-Optimized)</th>
<th>Variation (Passive-PID Optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling Time</td>
<td>3.2</td>
<td>2.1</td>
<td>1.57</td>
<td>34.37%</td>
<td>50.93%</td>
</tr>
<tr>
<td>Overshoot</td>
<td>2.8</td>
<td>2.71</td>
<td>2.23</td>
<td>3.21%</td>
<td>20.35%</td>
</tr>
</tbody>
</table>

20.83% in overshoot values for (Passive-Optimized). While, a variation of 46.08% in settling time values and 41.67% in overshoot values are shown for (Passive-PID Optimized).

### Table 13: Results for non-linear head acceleration

<table>
<thead>
<tr>
<th>System</th>
<th>Passive</th>
<th>Optimized</th>
<th>Optimized PID</th>
<th>Variation (Passive-Optimized)</th>
<th>Variation (Passive-PID Optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling Time</td>
<td>4.9</td>
<td>3.6</td>
<td>2.78</td>
<td>26.53%</td>
<td>46.08%</td>
</tr>
<tr>
<td>Overshoot</td>
<td>0.72</td>
<td>0.57</td>
<td>0.42</td>
<td>20.83%</td>
<td>41.67%</td>
</tr>
</tbody>
</table>

### 5 CONCLUSIONS

In this paper, a nonlinear quarter car model with a driver seat and driver, as a 4-DoF system with PID controller is investigated and compared with the passive linear system version. The model is designed to have four masses that are attached with linear and nonlinear springs and dampers. The methodology was developed to design and compare passive and active suspension systems using a classical PID controller and GA-tuned PID controller. Genetic algorithm is used to determine optimum values for the suspension design parameters and PID controller, to achieve the best performance of the system in terms of driver’s comfort and vehicle’s stabil-
Genetic algorithms showed optimum results. The optimal solutions are less oscillatory and have lower values of maximum overshoots and settling times, which results in lower HA and CF, that are directly proportional to the driver’s health and comfort. Both linear and non-linear active suspension models with PID Controller were tuned by using different methods of tuning such as GA, Ziegler-Nicholas Method, and the Auto Tuner in Matlab-Simulink Toolbox. Simulation results show that implementing a GA-tuned PID controller gives better ride comfort and health criterion. The study shows a significant improvement for the active suspension system compared to the passive suspension system.
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Abstract- This paper investigates the worthiness of implementing an active PID control on the driver seat alongside with semi-active ground-hook control on the suspension system in order to compensate the down side of the ground-hook control in terms of driving comfort. The suspension - driver seat model is derived using half car model with five degrees of freedom and Matlab Simulink is utilized to simulate the Active/Semi-active stability and comfort of the different proposed setups of the suspension system. Binary and continuous ground-hook control are attempted separately while the optimum combination between them is presented using the Matlab optimization toolbox. Finally, it was deduced that implementing semi-active controlled car seat doesn’t provide any significant improvement, in terms of comfort, when combined with semi-active controlled suspension system. It is also found that implementing an active controlled car seat could significantly restore or even improve the deteriorated comfort caused by ground hook controlled suspension while maintaining its superior performance in terms of stability.
1. INTRODUCTION

The dynamic behavior of a car can be evaluated in many different ways; one of which, is its suspension system behavior. The main components of a conventional suspension system are springs, shock absorbers (or dampers), control arm, steering knuckle, ball joints and control arm brushing. The interest of the current study is to focus on the role of the springs and dampers, in the suspension system which absorbs the noise and shock, induced by the road irregularities or bumps, and isolates the wheel-suspension assembly from the rest of the vehicle. Drivers are usually subjective in judging their vehicles and their evaluation is mainly dominated by the vehicle dynamic characteristics including ride and handling. Therefore, the vehicle’s subjective evaluation originates from its perceived comfort level and ride stability which are considered two of the most important performance features. The design process of a conventional suspension system boils down to a tradeoff between ride comfort and vehicle handling which are conflicting processes in nature. When suspension system is designed to optimize the handling and stability of the vehicle, the passenger often perceives the ride to be rough and uncomfortable. On the other hand, when it is designed to optimize the comfort level, the vehicle is less stable during maneuvers. Car manufacturers always strive to design suspension systems of acceptable level of both stability and comfort. Various chassis control systems have been developed, to enhance vehicle dynamic performance and driving safety. Vehicle dynamics are characterized by three motions, namely roll, pitch, and yaw, which are strongly coupled and thus affect the vehicle dynamics and control in a very complex manner. Skreekar [1] worked on reducing the vibrations transmitted to the passenger in order to improve the ride comfort. An experimental design was used to obtain the modeling equations and a genetic algorithm was then introduced to optimize the model’s parameters. Crolla [2] presented a comprehensive review of vehicle dynamics theories and their contributions to practical vehicle design. In particular, the review focused on actively controlled components, like active suspension and four wheel steering and their impact on vehicle performance and safety. Rauh [3] introduced the recent advances in simulation technologies, explaining their available potentials and limitations. It was highlighted that advanced simulation technologies enabled the development of complex mechatronic chassis systems, like active suspensions, in relatively short periods of time. Gordon [4] provided a new dual model methodology of steering, throttle and braking near-optimal control inputs to simulate the closed-loop linear and nonlinear vehicle handling dynamics. Tener [5] introduced a cockpit adjustable air suspension system to either improve handling or to increase ground clearance. In addition, the spring rate can be either decreased to enhance isolation or increased to promote handling performance. Zhang [6] used a linear switched reluctance actuator (LSRA) in his active suspension and took into consideration multiple force dependent variables like the force ripple minimization and adaptive force distribution function. Funde [7] implemented sky-hook semi active control which helped increase the comfort and reduce the suspension working space and implemented ground-hook control which increased the stability on a quarter car. Darus [8] developed a mathematical model to simulate the passive and active suspension systems using full car model. A linear quadratic control technique is selected to represent the active suspension system. Florin et al. [9] utilized a quarter car model, of two degrees of freedom, to simulate the handling and ride performance of a vehicle with passive suspension system. A scheme, using Matlab Simulink, was developed and was compared to the state space model. Hassan and Mohammed [10] developed a mathematical model, using Lagrange’s equation, for a full vehicle.
dynamic system of ten degrees of freedom. Vassal et.al [11] introduced design stability requirement that have been used as guidelines in this paper. Sammier et.al [12] compared between H-infinty and skyhook control for semi-active suspension systems, H-infinity performed better than the skyhook control but skyhook control required less parameters and was easier to implement. Geweda [13] also used the genetic algorithm on a seven degrees on freedom system and compared his results to the PID controlled model.

The current work implements a different combinations of active/semi-active controls, applied to the sprung mass and the driver seat, in attempt to promote comfort without compromising the stability.

2. Formulation

In the current study, a half-car model with car seat is implemented using five degrees of freedom. These degrees of freedom are represented as two unsprung mass vertical displacement, sprung mass vertical displacement, pitching rotation and driver-seat displacement. Figure 1 presents a schematic for the implemented model.

![Figure 1: Half-car Model Schematic](image-url)
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring force</td>
<td>$F_{ksi}$</td>
</tr>
<tr>
<td>Damper force</td>
<td>$F_{bsi}$</td>
</tr>
<tr>
<td>Force quarter car</td>
<td>$f_i$</td>
</tr>
<tr>
<td>Sprung mass</td>
<td>$M_{se}$</td>
</tr>
<tr>
<td>Sprung mass moment of inertia</td>
<td>$I_{se}$</td>
</tr>
<tr>
<td>Unsprung mass front and rear</td>
<td>$M_{us}$</td>
</tr>
<tr>
<td>Stiffness tire front and rear</td>
<td>$K_{tf}, K_{tr}$</td>
</tr>
<tr>
<td>Stiffness spring front</td>
<td>$K_f$</td>
</tr>
<tr>
<td>Stiffness spring rear</td>
<td>$K_r$</td>
</tr>
<tr>
<td>Stiffness spring seat</td>
<td>$K_{se}$</td>
</tr>
<tr>
<td>Passive damping front</td>
<td>$F_{bsf}$</td>
</tr>
<tr>
<td>Passive damping rear</td>
<td>$F_{bsr}$</td>
</tr>
<tr>
<td>Passive damping seat</td>
<td>$F_{seat}$</td>
</tr>
<tr>
<td>Semi-active damper</td>
<td>$C(I)$</td>
</tr>
<tr>
<td>Length between sprung mass center of mass and front</td>
<td>$L_f$</td>
</tr>
<tr>
<td>Length between sprung mass center of mass and rear</td>
<td>$L_r$</td>
</tr>
<tr>
<td>Length between sprung mass center of mass and car seat</td>
<td>$L_{se}$</td>
</tr>
</tbody>
</table>

Table 1: Car parameters abbreviation $i \in \{f,r\}$.

The current model was built as two independent quarter car models which were coupled together to simulate the dynamic behavior of a half-car. The following equations represent the modelling equations used in Matlab. For $i \in \{f,r\}$

Quarter car force:

$$f_i = F_{ksi} + F_{bsi}$$  \hspace{1cm} (1)

Tire spring force:

$$F_{kti} = K_{ti} \times [x_{ti} - w_i]$$  \hspace{1cm} (2)

Tire damping force:

Passive damper:  \hspace{1cm} $$F_{bni} = C_{ni} \times [\dot{x}_{ni} - \dot{w_i}]$$  \hspace{1cm} (3)
Sprung mass spring force:
\[ F_{bt} = K_i \times (x_t - x_i) \] (4)

Sprung damping force:
Passive damper: \[ F_{bsi} = C_i \times (\dot{x}_t - \dot{x}_i) \] (5)
Semi-active damper: \[ F_{bsi} = C(l)_i \times (\dot{x}_t - \dot{x}_i) \] (6)

Active PID actuator: \[ F_{bsi} = k_p e(t) + k_i \int e(t) \, dt + k_d \frac{de(t)}{dt} \] (7)

Car seat force:
\[ f_{seat} = (x_{ss} - x_{se}) \times K_{se} + (\dot{x}_{ss} - \dot{x}_{se}) \times C_{se} \] (8)

Half car coupling equations:
\[ x_f = x_c - l_f \sin(\theta) \] (9)
\[ \dot{x}_f = \dot{x}_c - l_f \dot{\theta} \cos(\theta) \] (10)
\[ x_r = x_c + l_r \sin(\theta) \] (11)
\[ \dot{x}_r = \dot{x}_c + l_r \dot{\theta} \cos(\theta) \] (12)
\[ x_{se} = x_c - l_{se} \sin(\theta) \] (13)
\[ \dot{x}_{se} = \dot{x}_c - l_{se} \dot{\theta} \cos(\theta) \] (14)

Three control methods were used to improve the passive performance of the suspension system, namely Sky-hook control, Ground-hook control as a semi-active technique, and PID active control. The Ground-hook is a control method that hooks the tires of the car to the ground to add more stability that is achieved by adjusting the damping coefficient. Ground-hook semi-active control is given as follows:
\[ C(i) = \begin{cases} \frac{C_{min}}{C_{max}}, & -x_{ti}\dot{x}_{def} \leq 0 \\ \frac{C_{max}}{C_{min}}, & x_{ti}\dot{x}_{def} > 0 \end{cases} \quad \text{for } i \in \{f,r\}. \] (15)

The second control type used is PID active control. This control was used due to the limitations of the semi-active suspension system. When semi-active suspension was implemented and didn’t provide good results, active PID control was implemented as it can deliver pure force output on demand and it isn’t constrained by states of the system (displacement, velocity, and acceleration). It is true that the active actuator consumes higher energy to provide such forces but when the control is applied only on one seat, we can safely assume lower energy consumption compared to fully active suspension system.
3. RESULTS AND DISCUSSION

Table 2 presents the car parameters used in the simulations as acquired from [14].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sprung Mass ((M_{se}))</td>
<td>580 Kg</td>
</tr>
<tr>
<td>Sprung mass moment of inertia ((I_{se}))</td>
<td>1100 Kg.m^2</td>
</tr>
<tr>
<td>Unsprung Mass front and rear ((M_{us}))</td>
<td>40 Kg</td>
</tr>
<tr>
<td>Stiffness tire front and rear ((K_{tf},K_{tr}))</td>
<td>190 kN/m</td>
</tr>
<tr>
<td>Stiffness spring front ((K_f))</td>
<td>23500</td>
</tr>
<tr>
<td>Stiffness spring rear ((K_r))</td>
<td>23500</td>
</tr>
<tr>
<td>Stiffness spring seat ((K_{se}))</td>
<td>15 kN/m</td>
</tr>
<tr>
<td>Passive damping front ((F_{bsf}))</td>
<td>1500 N/m.s</td>
</tr>
<tr>
<td>Passive damping rear ((F_{bsr}))</td>
<td>1500 N/m.s</td>
</tr>
<tr>
<td>Passive damping seat ((F_{seat}))</td>
<td>500 N/m.s</td>
</tr>
<tr>
<td>Semi-active damper ((C(I)))</td>
<td>(C(I) \in [900,3000]) N/m.s</td>
</tr>
<tr>
<td>Length between sprung mass center of mass and front ((L_f))</td>
<td>1 m</td>
</tr>
<tr>
<td>Length between sprung mass center of mass and rear ((L_r))</td>
<td>1.5 m</td>
</tr>
<tr>
<td>Length between sprung mass center of mass and car seat ((L_{se}))</td>
<td>0.5 m</td>
</tr>
</tbody>
</table>

Table 2: Suspension system parameters.

In the following sections, several control configurations in suspension systems will be presented and compared to the passive system performance, in an attempt to analyze the improvement in terms of stability and comfort.

3.1 Passive car seat and semi-active ground-hooked car suspension

This section analyzes the semi-active ground-hook control (GH) suspension system performance compared to the passive suspension system performance. In the following, the two systems are denoted by “GH-Passive System” and “Passive system” in Figure 2. GH-Passive system stands for the system as described in Figure 1, with GH controlled applied to the unsprung mass while both the seat and the sprung mass are represented using a passive system. The other system denoted by Passive System stands for the system without any control applied to it.
Figure 2 presents the car seat and sprung mass displacements and accelerations and car tire displacement graphs in response to a step input of 0.05 meter, car speed is 60km/h. Step input was chosen as it excites multiple frequencies in the system, thus gives a complete picture of the system. The seat acceleration, depicted in Figure 2. (A), shows higher peak acceleration of the car seat in GH-Passive system compared to passive system due to the presence of GH controller on the unsprung mass.

The front tire displacement, depicted in Figure 2. (E), shows a 62.5% improvement in the overshoot value and a 47.5% less settling time compared to the passive system, note that the system starts oscillating again at 0.25s as this is the time when the back wheel hits the step input. The sprung acceleration, depicted in Figure 2. (C), shows higher peak and higher RMS acceleration in the GH system relative to the passive system. Figure 2. (F) shows that the implementation of a passive system on the car seat improves the comfort with 45% lower peak than the one of the sprung mass acceleration, and an improvement of 15% in the RMS value with respect to the sprung mass.

The implementation of GH-Passive system gives a seat RMS acceleration of 0.608, and a sprung mass RMS acceleration of 0.72. The passive system seat RMS acceleration is 0.49 and the passive
system Sprung mass RMS acceleration is 0.45. The values presented in this section will be used as a reference to compare to, in the following sections, where other combinations of different controls are applied.

3.2 Semi-active Ground-hook binary suspension and Sky-Hook Controlled seat

This section presents the dynamic behavior of Sky-hooked seat (SH) alongside with the ground-hook control compared to the performance of the passive system. Figure 3 presents the car seat and sprung mass displacements and accelerations and car tire displacement in response to a step input of 0.05 meter, car speed is 60km/h. Figure 3. (A) shows higher peak acceleration than the passive system, while Figure 3. (C) shows performance similar to that of Figure 2. (C). Figure 3. (F) shows a decline in performance as the improvement of seat peak acceleration in the first peak was reduced to 25.3% only relative to 45% in the passive system.

![Graphs showing the dynamic behavior of Sky-hooked seat (SH) alongside with the ground-hook control compared to the performance of the passive system.](image)

Figure 3: Ground Hook suspension/ Passive Seat.

This system resulted in seat RMS acceleration of 0.607 and sprung mass RMS acceleration of
0.6805. The RMS accelerations and the performance of the sky-hooked seat doesn’t encourage the usage of a SH seat when GH is implemented and suggests that the implementation of a passive system on the car seat would be enough.

### 3.3 Semi-active Ground-hook binary suspension and active PID Controlled seat

In the following, the response of a system denoted by “GH-PID System” is depicted in Figure 3, which stands for GH controlled unsprung mass while a PID control is applied to the driver seat. This system is compared to the Passive System. PID controller parameters were optimized to minimize the following error expressed in terms of sprung mass displacement ant seat acceleration:

\[
e(t) = \ddot{x}_{se} + (x_{ss} - x_{se})
\]  

The auto-tuner of the PID controller in Matlab resulted in an integral controller without any proportional nor differential parameters, as shown in Table 3: PID controller parameters.

It is suggested to use a conditional parameter so that the deflection doesn't cross a certain value but that wasn’t implemented here.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kp</td>
<td>0</td>
</tr>
<tr>
<td>Ki</td>
<td>3124.23</td>
</tr>
<tr>
<td>Kd</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3: PID controller parameters.

Figure 4 presents the car seat and sprung mass displacements and accelerations in addition to car tire displacement in response to a step input of 0.05 meter and a vehicle speed of 60km/h. The car seat acceleration Figure 4. (A) shows an improvement of 70% relative to the passive system seat. The car seat displacement of graph Figure 4. (B) shows a better displacement graph on the active seat compared to the passive seat. Figure 4. (F) shows the accelerations of both the sprung mass and the car seat, in which car seat acceleration is found to be smoother and with a lower peak; while the peak acceleration of the sprung mass is 8.6 m/s² while the one of the car seat is 1.86 m/s², this is an improvement in peak accelerations of 78.37%. This indicates that the active system managed to suppress most of the acceleration peaks applied to the sprung mass.
The tire displacement shown in Figure 4. (E) is found to be similar to the tire displacement of the GH-Passive system displayed in Figure 2. (E), which means that the active seat didn’t adversely affect the Ground-hook performance. Therefore, the stability using the ground-hook control was maintained while providing much better comfort performance using the active control seat. This setup resulted in a seat RMS acceleration of 0.26 and sprung RMS acceleration of 0.608, which reflects an improvement of 54.3% using the setup of active seat and semi-active ground-hook suspension system over the semi-active ground-hook suspension and passive seat setup. This is a good improvement considering that the active seat will use much less power to achieve such comfort, relative to applying PID control on the whole system. The semi-active GH system also uses very low power achieving both low power consumption and high comfort and stability performance. Both of Figure 4. (A) and Figure 4. (B) show smoother and lower peaks in displacement and acceleration respectively in the implemented hybrid system.
3.4 Semi-active Ground-hook continuous suspension and active PID Controlled seat

An attempt to improve the GH-PID binary system was to implement a GH-PID continuous system to improve the system performance and to check the overall effect of the GH continuous system.

\[
C(I) = \begin{cases} 
\alpha C_{max} \times (\dot{X}_t - \dot{X}_f) + (1-\alpha)C_{max} \times W_{rt} & \dot{x}_{tt} \dot{x}_{def} \leq 0 \\
C_{min} & \dot{x}_{tt} \dot{x}_{def} > 0 
\end{cases}
\]  

(17)

The factor \( \alpha \) determines the percentage of continuous system versus the percentage of the binary system. When \( \alpha = 1 \) the system is reduced to a binary system and when \( \alpha = 0 \) the system is continuous only. Genetic algorithm was implemented to find the optimum value for the parameter \( \alpha \) that minimizes the seat RMS acceleration and the tire max displacement. The optimum value obtained using genetic algorithm is \( \alpha = 0.75 \).

Figure 5 presents the car seat and sprung mass displacements and accelerations and car tire displacement graphs response to a step input of 0.05 meter (5 cm), car speed is 60km/h.

![Figure 5: Continuous GH Suspension / Active PID Seat.](image-url)
As shown in Figure 5. (A), the peak acceleration improved 7% compared to the GH-PID binary system presented in Figure 4. (A) and the seat displacement in Figure 5. (B) is slightly better than the seat displacement shown in Figure 4. (B). However Figure 5. (E) shows that the stability is reduced compared to that of the passive system. In addition, the performance displayed in Figure 5. (C, D) are almost identical to those of the passive system. The seat RMS acceleration is 0.24 and the sprung RMS acceleration is 0.5. The RMS acceleration was reduced, but this came at the cost of losing the improvement of the stability previously achieved in the GH binary system.

4. Conclusion

This paper investigated the worthiness of implementing an active PID control on the driver seat alongside with semi-active ground-hook control on the suspension system in order to compensate the downside of the ground-hook control in terms of driving comfort. The suspension driver seat model was derived using half car model with five degrees of freedom and Matlab Simulink is utilized to simulate the Active/Semi-active stability and comfort of the different proposed setups of the suspension system. It was found that applying semi-active ground hook control could significantly promote vehicle stability on the expense of deteriorated riding comfort. The implementation of sky-hook control of the driver-seat alongside with ground-hook control was investigated in an attempt to compensate the loss of comfort, but this type of control was of no added value. However, active PID control, when implemented in the driver-seat model has successfully fixed the downside of the ground-hook control and this set up has noticeable enhancement in both of stability and comfort.
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Abstract. This paper presents self-driving control experiments applied to a standard vehicle equipped with an autonomous driving kit. The Auto Sapiens project is an experimental platform to test different control strategies and develop new obstacle avoidance algorithms. The Smart Fortwo vehicle is equipped with steering, thrust and brake actuators, and proprioceptive and exteroceptive sensors to identify both real-time vehicle attitude and obstacles on the track. The vehicle is controlled by a hardware-in-the-loop system, in which innovative nonlinear control logics, called Feedback Local Optimality Principle FLOP, are implemented to achieve high performance in maintaining the stability of the vehicle during avoidance abrupt maneuvers. Tests were carried out through an ad-hoc vehicle-to-vehicle (V2V) communication system to share location, speed, heading and size information between the obstacle and the controlled vehicle. Eventually, a performance analysis of the system is made in terms of crash probability.
1 INTRODUCTION

One of the interesting tasks of control theories is to develop new strategies devoted to the vehicle control in complex scenarios. The present investigation is in the context of safe autonomous driving in presence of obstacles [1-4]. The Society of Automotive Engineers – SAE defined different levels of automation in self-driving vehicles [5], describing systems ranging from an auxiliary assistance to the driving operations, up to a complete exclusion of the human driver. This paper is devoted to the development of level 3-4 automated driving systems, in which even if the driver is careless or absent-minded, the vehicle manages to avoid obstacles. The achievement of this goal needs to overcome several intrinsic problems, such as the management of high-speed maneuvers, which requires nonlinearities in the vehicle’s model, and fast response control logics.

The standard predictive controls are one the most used strategies in the field of autonomous driving. Despite the many advantages of being able to include nonlinearities, of using general forms for constraints and cost functions, they have as negative counterpart a high computational cost, not feasible for many online processing [6], unless explicit laws [7-9] and fast approximated optimization algorithms [10] are introduced.

A new control strategy, based on the optimal control theory, is under the name of Feedback Local Optimality Principle – FLOP. The great advantage of this algorithm relies on its capabilities of dealing with strong nonlinearity that are the cases to which the LQR does not apply. FLOP allows feedback control laws, under general cost function, at low computational cost [11-13]. As a further result, FLOP is able to deal with obstacle avoidance strategies, as the ones developed by the authors based on the Velocity Obstacle approach [14, 15], further improved for including environmental constraints, such as the road boundaries for lane keeping. The enhanced performances achieved through FLOP control logic are demonstrated, for instance, in terms of ability to handle different and simultaneous tasks, thanks to a proper choice of a nonlinear cost function [12] and in terms of identification of a more effective optimal trajectory, obtained via a nonlinear dynamic model [11].

Auto-Sapiens is an experimental platform of the Mechatronics and Vehicle Dynamics Lab of Sapienza University of Rome, a car equipped with exteroceptive and proprioceptive sensors, steering wheel, throttle and braking actuators. Results show the avoidance maneuver performed under high-speed conditions against a virtual obstacle.

After a brief presentation of the FLOP control logic, and the related nonlinear vehicle models, Section 2 shows how to implement lane keeping and obstacle avoidance. The Auto-Sapiens platform described in Section 3 is detailed and tested is Section 4. Eventually, in Section 5, the conclusions are drawn.

2 AUTO-SAPIENS CONTROL SYSTEM

The Auto-Sapiens driving system consists of two nested control blocks. The first is the main trajectory planner to maintain or change lanes or avoid potential obstacles, compatibly with the free space available. The second is the actuators management controller, which manages the thermal engine, braking and acceleration operations to achieve the trajectory objectives stated by the planner block. The general scheme is in Figure 1 where, after the identification of the vehicle state through sensors and environmental identification, the guidance control returns a control vector in terms of desired wheel torque and steering angle. Traction and braking control The torque of the wheels is processed by the traction and braking control. If an increase of the engine torque is required, the control reads the engine speed and the gear engaged and computes the equivalent percentage of the accelerator and/or shifting to lower gears. In case of a braking
torque, the braking control comes into play. Eventually, the steering angle transforms into a wheel steering angle, according to the linear relations resulting from the kinematic steering linkage (rack and pinion steering).

The control algorithms driving the guidance and traction-braking control are part of a recently developed method by the authors, called Feedback Local Optimality Principle, FLOP [11-16]. FLOP uses the classical variational approach, based on minimization of a performance index $J$ under nonlinear constraints. Unlike excellent predictive controllers, often used to drive autonomous vehicles, the FLOP is a purely feedback control that, by incorporating nonlinear constraints and assigning custom objective functions, works in real-time at low computational costs compared to predictive controls.

The FLOP is aimed at minimizing $J$, a functional depending on the function $E(x, u)$, that is non-quadratic in the state variable $x$ and quadratic in the control variable $u$, subjected to an affine differential equation, a constraint introduced into the functional by using the Lagrangian multiplier $\lambda$:

$$J = \int_{0}^{T} E(x, u) + \lambda^T (\dot{x} - (\phi(x) + Bu)) \, dt$$

where $g(x)$ is any differentiable function, $\phi(x)$ is a generic nonlinear function, $B$ depends on the available actuators, and $R$ is a tuning matrix. The FLOP decomposes integral (1) into $N = T/\Delta h$ sub-integrals, where $\Delta h$ is the time horizon of each integral:

$$J \approx \sum_{i=1}^{N} J_i = \sum_{i=1}^{N} \int_{LB_i}^{UB_i} E(x, u) + \lambda^T (\dot{x} - (\phi(x) + Bu)) \, dt$$

where $UB_i$ and $LB_i$ limits are the upper bound and lower bound for each time interval, respectively. Moreover, for each integral, the transversality conditions hold:

Figure 1: Auto-Sapiens control system scheme.
Applying the optimality principle through a finite difference technique with a time step equal to the integration step \( \Delta t \), leads to the explicit control law \([13]\):

\[
x_{LBt} = x_{UBt-1} ; \quad \lambda_{UBt} = 0
\] (3)

where \( I \) is the identity matrix. Equation (4) represents the basis of the two driving system controllers, described in detail below.

2.1 Guidance control system

Driving safely through the road traffic requires two main capabilities: being able to identify a feasible trajectory to reach a given target, and avoid any obstacle during the motion. The guidance control system, illustrated in Figure 2, consists of a decision-making logic that, analyzing external information such as lanes and obstacle position, proprioceptive data, defines a target trajectory \( x_t \) and the penalty function \( g(x) \).

When detecting an obstacle, the system introduces the penalty function \( g_{obst}(\psi, \omega, V) \) to avoid the crash. For example:

\[
g_{obst}(\psi, \omega, V) = \frac{1}{2} k_1 (\psi - \psi_t)^2 + \frac{1}{2} k_2 \omega^2 + \frac{1}{2} k_3 (V - V_t)^2
\] (5)

The penalty function drives the speed of the vehicle, in terms of the its modulus \( V \) and direction \( \psi \) towards the target vector \( P_t(\psi_t, V_t) \) using the penalty terms \( \frac{1}{2} k_1 (\psi - \psi_t)^2 + \frac{1}{2} k_3 (V - V_t)^2 \). They allow the safest avoidance maneuver in term of distance between the obstacle and the road boundaries (see Figure 3, a). The heading rate \( \omega \), through the penalty term \( \frac{1}{2} k_2 \omega^2 \), slows down the steering wheel maneuvers, and the \( k_i \)s are tuning parameters.

The strategy uses the Velocity Obstacle approach \([14, 15]\), identifying a set of safe (green) and unsafe regions (red) in the velocity field.

Instead, if the road is obstacle-free, assuming a pre-assigned lane, the algorithm uses the penalty function \( g_{path}(\psi, \omega, V, d) \) (Figure 3, b):

\[
g_{path}(\psi, \omega, V, d) = \frac{1}{2} k_1 (\psi - \psi_t)^2 + \frac{1}{2} k_2 \omega^2 + \frac{1}{2} k_3 (V - V_t)^2 + \frac{1}{2} k_4 d^2
\] (6)
The vehicle trajectory to follow minimizes the distance $d$ between the CoG (centre of gravity) and the nearest point $P$ on the target trajectory. Then, the point $P_h$ defines a target for the vehicle heading $\psi$, considering a time horizon $h_t$ that allows to anticipate the maneuver to better chase the trajectory due to the delay of the actuators. A control for the heading rate $\omega$ is still present, and for the $k_t$s different settings are used.

Figure 3: Autonomous driving strategies: (a) Obstacle Avoidance, (b) Lane keeping

The chosen dynamic model $\dot{x} = \phi(x) + Bu$ to control the car is based on the classical bike model [14] with rotating wheels (see Figure 4). The state $x = [v, \eta]$ of the system is arranged as: (i) the speed field $v = [u, v, \omega, \omega_r, \omega_f]$, with $u, v$ the longitudinal and the lateral velocity in the mobile reference frame, $\omega$ is the yaw rate, $\omega_f$ and $\omega_r$ are rotational speed of frontal and rear wheel; (ii) the position and heading in the fixed frame $\eta = [X, Y, \psi]$. The control vector $u = [\delta, C]$ is composed by the steering angle $\delta$ and the rear wheel torque $C$. The $M, C(v), J$ are the inertia, Coriolis and rotational matrixes while $T_{pac}(v, \delta), T_{roll}(v), T_{aer}(v)$ and $T_{wheel}(C)$ are forces and moment of Pacejka contact action, rolling, aerodynamic and the internal actions.

$$M\ddot{v} + C(v)v = T_{pac}(v, \delta) + T_{roll}(v) + T_{aer}(v) + T_{wheel}(C)$$

$$\eta = J(\psi)v$$ (7)
The Pacejka contact actions $T_{Pac}$ are forces compositions $F_{Pac}(k, \beta, F_z)$ based on the Magic Formula [17] widely used to describe the dynamic characteristics of tires. The forces depend on longitudinal and lateral slip, $k$ and $\beta$, and the vertical load of each wheel $F_z$ (Figure 5).

Figure 4: Bike model.

Figure 5: Longitudinal and lateral Pacejka forces.
Finally, in order for the system (7) to be included into the FLOP control, equations transform to a first order differential system, linearizing the part relating to the control actions, i.e. steering and torque. The linearization is updated to the step close to the previous conditions, such that the FLOP can consider all the nonlinearities of the bike model in terms of $v$ and $\eta$, ensuring a good control even of sudden maneuvers typical of obstacle avoidance. Pacejka coefficients were estimated performing empirical tests according to [18].

2.2 Traction and braking control

The traction and braking control aims at defining the percentage of throttle $u_{gas}$ and brake $u_{brake}$ commands to convey to the actuators. When the guidance control system returns a driving torque, $C > 0$, a second FLOP provides the control $u_{gas}$, considering the entire vehicle driveline up to the thermal engine (Figure 6). On the other hand, in case of a braking torque $C < 0$, the brake pedal is pressed proportionally to the value of $C$, up to a maximum empirical value that the braking system can provide.

The considered driveline consists by the engine, characterized by its torque curve, the flying wheel with its equivalent moment of inertia, the gearbox with its transmission ratio, the clutch, the wheels and the mass of the vehicle as shown in (Figure 6). The FLOP objective function is defined to meet two requirements: maintaining the target speed $v_t$, defined a priori by the guidance control system, and defining a target throttle $u_t$ that is as much as possible close to the target control that we are going to describe below:

$$E(\omega_e, u_{gas}) = \frac{1}{2} k_1 \left( \omega_e - \tau(i) \frac{V_t}{R_{wheel}} \right)^2 + \frac{1}{2} k_2 (u_{gas} - u_t)^2$$

(8)

where $\tau(i)$ is the transmission ratio between the engine and the wheel as a function of the engaged gear pair (denoted by $i$), coming from the on-board control unit; the $R_{wheel}$ is the radius of the wheel; $\omega_e$ the engine revolution rate and the $k_i$ s tuning parameters.

The engine torque $C_e(u_{gas}, C_{e max}, C_{e min})$ is a linear function of the $u_{gas}$ command percentage between the maximum and minimum engine torque, as depicted in Figure 7. Therefore, the control target $u_t$ is defined by assigning the desired torque $C$ and the $V_t$.
where \( \eta \) is the efficiency of the driveline.

\[
\begin{align*}
\tau(i)C - C_{e\min} & = \frac{\tau(i)C - C_{e\max}}{C_{e\max}} \left( \frac{V_t}{R_{wheel}} \right) - C_{e\min} \left( \frac{V_t}{R_{wheel}} \right) \\
\end{align*}
\] (9)

The FLOP’s dynamic function \( \dot{\mathbf{x}} = \mathbf{f}(\mathbf{x}) + \mathbf{Bu} \) models the driveline of Figure 6:

\[
\begin{align*}
\omega_e &= \frac{1}{l_{tot}(t)} \left( \left( C_{e\max}(\omega_e) - C_{e\min}(\omega_e) \right) u_{gas} + C_{e\min}(\omega_e) - C_{res}(i) \right) \\
\end{align*}
\] (10)

Also in this case, according to the FLOP formulation, it is necessary to linearize the term related to the control variable \( u_{gas} \). When the required torque is negative and the motor is no longer able to deliver enough braking torque, the brake actuator comes into action.

3 AUTO-SAPIENS EQUIPMENT

The autonomous vehicle of the Mechatronics and Vehicle Dynamics Lab, at Sapienza University of Rome, named Auto-Sapiens is a Smart ForTwo City-Coupe, suitably modified for scientific autonomous driving experiments (Figure 8). This section describes the overall architecture of the vehicle and the hardware changes to transform it into an autonomous platform. The car has been equipped with: (i) proprioceptive sensors as 9DOF inertial measurement unit, GPS SKYTRAQ with 50Hz frequency, four wheels encoders; (ii) exteroceptive sensors as a LIDAR Velodyne, long-range radar AWR1243, short-range radar AWR1642, and ultrasonic sensors MB7040-200 Maxbotix. A central control unit manages all the data from sensors and sends the inputs from the control system to the actuators through different digital IO physical connections as I2C, P-MOD, USB 2.0, Gigabit Ethernet and Can-Bus as shown in Figure 9.
The actuators handle the steering, brake and throttle systems. The wheels are steered by the electric power unit, the same equipping the power steering of the car. A sensor to evaluate the rotation angle of the steering wheel has been set directly to the steering wheel. An ECU - Electronic Control Unit manages the throttle valve, with two potentiometers to evaluate the position of the pedal. An electrodynamic linear actuator controls the brakes applying a direct force to the pedal linkage acting on the brake pump. The Table 1 shows the most important characteristics of the vehicle.

The tests are aimed at analyzing the behavior of the car with respect to the control inputs, so the obstacle recognition is performed via V2V (Vehicle-To-Vehicle) communication, in which a virtual obstacle sends his position and attitude to the controlled vehicle (Figure 10). A local network, 30 Hz, receives the data through an UDP protocol, thanks to which the control system manages the control inputs connected to the central unit via USB with an update frequency of 20 Hz.
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<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>950 Kg</td>
</tr>
<tr>
<td>Yaw Inertia (supposed)</td>
<td>2000 Kg*m(^{2})</td>
</tr>
<tr>
<td>Wheelbase</td>
<td>1.83 m</td>
</tr>
<tr>
<td>Distance between front wheel and CoG</td>
<td>1.03 m</td>
</tr>
<tr>
<td>Distance between rear wheel and CoG</td>
<td>0.8 m</td>
</tr>
<tr>
<td>Track</td>
<td>1.24 m</td>
</tr>
<tr>
<td>Wheel radius</td>
<td>0.2 m</td>
</tr>
<tr>
<td>Wheel inertia (supposed)</td>
<td>1 Kg*m(^{2})</td>
</tr>
<tr>
<td>Max torque</td>
<td>92 Nm at 4500 rpm</td>
</tr>
<tr>
<td>Max Power</td>
<td>52 kW at 5800 rpm</td>
</tr>
<tr>
<td>0 - 100 km/h</td>
<td>15.5 s</td>
</tr>
<tr>
<td>Steering ratio</td>
<td>22:1</td>
</tr>
</tbody>
</table>

Table 1: Car parameters.

Vehicle system dynamic state estimation is a widely subject of investigation in automotive technology [19-22]. A well-known approach is the model-based estimation, which consists of two categories: kinematic and dynamic. In this framework, the Auto-Sapiens use the well-known EKF-Extended Kalman Filter applied to nonlinear dynamic models.

Writing in a compact form equation (7), the Extended Kalman filter is applied to the equations:

\[
\dot{x}(t) = f(x, u) + w(t) \\
\dot{z} = h(x) + v(t)
\]  

(11)

where \(w(t)\) and \(v(t)\) represent process and measurement noise respectively and \(z\) is the observed state.
The estimation of the position of the vehicle is possible via different methods, like simultaneous localization and mapping (SLAM), visual odometry etc. In the present case, the position \([X_{odo}, Y_{odo}]\) is estimated through the odometry technique which makes use of a kinematic bike-model with the velocity of the wheels, coming from the ABS, to compute the trajectory covered [22]. This approach is quite reliable if the distance and the velocities involved are not large. Vehicle heading \(\psi_{GPS}\) information coming from GPS sensor, can be used to correct the yaw prediction \(\psi\), since the heading is the sum of the yaw and slip angle \(\beta\). Moreover, from the GPS we get the speed information in the fixed reference \([V_{X,GPS}, V_{Y,GPS}]\).

The yaw rate \(\omega_{IMU}\) is measured by the IMU and, as mentioned before, the speed of the wheels \([\omega_{r,odo}, \omega_{f,odo}]\) is taken from the ABS.

5 RESULTS

The several tests performed in a controlled environment, involve the analysis of a frontal crash scenario, in which the controlled vehicle has to maintain its pre-assigned lane. Figure 11 shows that a virtual obstacle performs random generated trajectories that pass through a specific region \(A\) at a specific time, such that it will crash against the controlled vehicle.

![Figure 11: Crash scenario for experimental tests](image)

The tests velocities belong to the range of 40-60 Km/h. Figure 12 shows the trajectory of the vehicle in blue, and the one in red is the obstacle: the controlled vehicle manages to evade the virtual obstacle and return to the assigned trajectory. The maneuver of obstacle avoidance starts at \(t_{start}\) with the switch-on of the penalty (5), followed by the switch-off of (5) and activation of penalty (6) till to the end, at \(t_{end}\).

Along this time interval, the evolution of the actuators commands and that of the longitudinal velocity \(u\) are investigated. In Figure 13, the longitudinal velocity has a small decrease while the obstacle avoidance strategy is engaged, then the velocity is increasing to the target value which is the speed before the obstacle avoidance intervention.
Alongside this, the throttle shown in Figure 14 is zero when the obstacle is engaged. This happens because the intervention threshold for the obstacle avoidance strategy to intervene is chosen for safety purposes and has a value of 2s. The control, having enough time, prefers to do a stable maneuver without braking and steering at the same time. Finally, the steering wheel of Figure 15 behaves according to the maneuver depicted in Figure 12.
Figure 14: Throttle between $t_{\text{start}}$ and $t_{\text{end}}$

![Throttle graph]

Figure 15: Steering wheel angle between $t_{\text{start}}$ and $t_{\text{end}}$

![Steering wheel angle graph]

An interesting analysis investigates the performance of the car in terms of accident probability. Figure 16 shows the number of successful crash-avoidance maneuvers compared to the failed maneuvers leading to the crash, classified according to a quality parameter $\rho$ (within the range 0 to 1). In the range between 0 to 0.5, the quality of the successful avoidance maneuver is assessed through the measure of the minimum distance between the road boundaries and the virtual obstacle: at 0 the vehicle is equally distant between the boundaries and the obstacle, while at 0.5 the vehicle brushes against them. Between 0.5 and 1, the quality of the crash maneuver are assessed in terms of kinetic energy released in the collision: at 0.5 the kinetic energy involved is very low, due to the vehicle brushing against the road boundaries or obstacle, while at 1 the kinetic energy is at its maximum value between all the tests. Figure 16 shows all the experimental tests and can be noted that most of them resulted in successful maneuvers with a peak at $\rho = 0.3$, while few scenarios resulted in a crash.
The authors presented the first experimental tests on the Auto-Sapiens platform of a new autonomous driving system. The use of a new nonlinear feedback control, named FLOP and a new obstacle avoidance strategy, developed by the authors, shows good results in terms of performance with random scenarios under high-speed conditions. Further tests will be the subject of further investigation performed to check the robustness against more challenging scenarios, i.e. multiple obstacles, crossroads, including models of sensors to keep the environment reconstruction and obstacle detection, such as Lidar, Camera and Radar.
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Abstract. This work presents an identification technique for the suspension dynamics of a nonlinear full car model by implementing an autoregressive system with exogenous input (ARX). The ARX model was proposed as a simple and powerful tool, in terms of accuracy and computational time, compared to the complexity and significant computational cost involved with the neural networks approach which is commonly used. Firstly, the training data is provided through a full car model simulated by Matlab/Simulink. Then the training data is fed into the autoregressive algorithm, which in turn provided an autoregressive model for the suspension dynamic behavior, while this model was calibrated using another data set grabbed from the same Simulink model. Several RMS values of noise were added to different types of road excitation in order to assess the efficiency of the proposed ARX system in terms of noise filtration. Finally, the active response the autoregressive system is simulated, using a PID controller, and compared with those of the Simulink model. The proposed system identification technique proved it’s efficiency in terms of accuracy in the light of its very fast computational speed.
1 INTRODUCTION

A suspension system plays a crucial role in maintaining an automobile’s stability and passenger comfort during the drive. The suspension system can be divided into three types, passive, semi-active and active suspension. The passive model is an open-loop control system that is not acted upon by any control system. It only contains springs and dampers, allowing the system to passively store energy by the springs and dissipate energy through the dampers. Changing the damper on the existing passive suspension into variable damper, transforms the system into a semi-active suspension, adapting to changing road conditions. The addition of an actuator to the system transforms the system into active suspension, adding external controlling energy that is presented as a closed-loop system. This allows the system to take action against road change, it calculates and adds the required energy to keep the tires intact on the road, improving the overall driving stability and passenger comfort.

M. Savaresi et al. [1] have created a black box Non-linear autoregressive with exogenous input (NARX) model for a magneto-rheological (MR) damper for vehicle control. A. Suebsomran [2] has developed an approximate linear model for a non-linear electromagnetic suspension system as well as Linear state feedback control, adaptive neural network control and a hybrid of linear state feedback and adaptive neural network control on the plant system. I.Ö. Bucak et al. [3] have done vibration control on a non-linear quarter-car suspension system by reinforcement learning method. D. Hanafi et al. [4] have developed a NARX model for quarter-car suspension system using neural network technique, data used were real data obtained by automobile driving on a special road. D. Hanafi. [5] implemented a PID controller on NARX model for a semi-active quarter car suspension system. M.N.Howell et al. [6], developed a reward-intaction based reinforcement learning algorithm to minimize the RMS of four-wheel car body acceleration. Z. Saad et al. [7], have developed a NARX model and RLS learning algorithm as a black box model for car speed forecasting. B. C. Ng et al. [8], have developed a NARX model to model the dynamic behavior of an automobile air conditioning system. S. Inagaki et al. [9], have developed a SS-ARX model in the purpose of human driving behavior recognition. H. Luo et al. [10], have developed a Dual-Tree Complex Wavelet enhanced Convolutional Long Short-Term Memory neural network (DTCWT-CLSTM), a method aimed to be a structural health monitoring tool for an automotive suspension. Y. Mao et al. [11], have proposed two estimation algorithms for Hammerstein controlled autoregressive systems. V. Krishnaswami et al. [12], presented a NARMAX model to detect a failure in actuators of an internal combustion engine. W. Pawlus et al. [13], proposed a NAR model parameters estimated by feed-forward neural networks the NAR model is derived from a more general NARMA model, NAR model was proposed for calculating vehicle crashworthiness. S. Barone et al. [14], have developed a CAR model as a statistical tool for improving the reliability of a pre-equipped OBD system in a passenger car. C. Debes et al. [15], proposed an autoregressive algorithm to process the signal with added non-Gaussian noise. C. A. Aliza et al. [16], proposed a prototype model for a passive quarter car suspension. C. Kim et al., Y. Qin et al. [17], proposed a classification method for a semi-active suspension system based on deep neural networks, evaluation done through computer simulation. X. Q. Sun et al. [18], have used hybrid system theory to model the continuous and discrete dynamics of the height adjustment process of a vehicle. X. Xu et al. [19], developed a non-linear parallel interlinked air half-car suspension system, then the model was linearized by Taylor expansion. E. Ilkonen et al. [20], proposed a non-linear dynamic model for a MacPherson active suspension system as well as state control and estimation using Makrov models. E. Asadi et al. [21], proposed a model for an adaptive electromagnetic hybrid damper.
M. F. Aly et al. [22], have carried out a design and optimization for a vehicle suspension system with passive variable stiffness and active damping, using a genetic algorithm. A. H. Tesfay et al. [23], designed and modeled a variable stiffness air spring semi-active suspension system.

ARX is an abbreviation for autoregressive system with exogenous input. Unlike any system identification method, ARX models aim to find direct relation between the systems’ degrees of freedom, system inputs, and output. The current work presents an attempt to generate an autoregressive model for a full-car suspension system. Training data will be given in the form of time domain data for the displacement of each sprung and unsprung masses of each wheel as well as the road input all given as learning data. All of the training data were generated by a model for a full car suspension developed on Simulink and the same Simulink model will be used afterwards for validation purposes.

2 The Full Car Mathematical Model

2.1 Full Car Suspension Parameters

The current full car suspension system has seven degrees of freedom, as shown in the illustrative figure (1) below, which represents the vertical displacement of each wheel, the vertical displacement of the unsprung mass, the pitch of the unsprung mass and the roll of the unsprung mass. The current study implements the same car model presented by Darus et al. [24], and table (1) presents the definitions of the model’s notations.

Figure 1: Full car mathematical model
Table 1: Table of notations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_s$</td>
<td>Vertical displacement of the center of mass of the sprung mass</td>
</tr>
<tr>
<td>$Z_{u1}$</td>
<td>Vertical displacement of the front right wheel</td>
</tr>
<tr>
<td>$Z_{u2}$</td>
<td>Vertical displacement of the front left wheel</td>
</tr>
<tr>
<td>$Z_{u3}$</td>
<td>Vertical displacement of the rear right wheel</td>
</tr>
<tr>
<td>$Z_{u4}$</td>
<td>Vertical displacement of the rear left wheel</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>Sprung mass of the pitch angle</td>
</tr>
<tr>
<td>$\phi_s$</td>
<td>Sprung mass of the roll angle</td>
</tr>
<tr>
<td>$f_i$</td>
<td>Force due to actuation on wheel $i$</td>
</tr>
<tr>
<td>$i$</td>
<td>Index reference to each wheel (1,2,3,4)</td>
</tr>
</tbody>
</table>

From the above model the equations of motion for the sprung mass parts connecting with each unsprung mass ($Z_{s1}, Z_{s2}, Z_{s3}, Z_{s4}$) can be stated as follows:

$$Z_{s1} = T_f \phi_s + a \theta_s + Z_s$$  \hspace{1cm} (1)

$$Z_{s2} = -T_f \phi_s + a \theta_s + Z_s$$  \hspace{1cm} (2)

$$Z_{s3} = -T_r \phi_s - b \theta_s + Z_s$$  \hspace{1cm} (3)

$$Z_{s4} = -T_r \phi_s - b \theta_s + Z_s$$  \hspace{1cm} (4)

3 Autoregressive Full Car Model

The autoregressive process aims to predict the following states $Z_{si}, Z_{ui}, Z_{ri}$ by using the data extracted from the Simulink model as an input training data. Once $Z_{si}$ is acquired from each wheel, $\theta_s, \phi_s, Z_s$ can be computed from the relations mentioned before.

$$Z_{St+\delta t} = \begin{pmatrix} Z_{S2} \\ Z_{S3} \\ \vdots \\ Z_{S999} \end{pmatrix}, Z_{St} = \begin{pmatrix} Z_{S1} \\ Z_{S2} \\ \vdots \\ Z_{S998} \end{pmatrix}, Z_{St-\delta t} = \begin{pmatrix} Z_{S0} \\ Z_{S1} \\ \vdots \\ Z_{S997} \end{pmatrix}$$  \hspace{1cm} (5)

Similarly, for $Z_u$ and $Z_r$, the above procedure was implemented to get their corresponding time vectors.

The solution of the system was assumed to be as follows:

$$Z_{si(t+\delta t)} = a_0 Z_{si(t)} + a_1 Z_{si(t-\delta t)} + a_2 Z_{ui(t)} + a_3 Z_{ui(t-\delta t)} + a_4 Z_{ri(t)} + a_5 Z_{ri(t-\delta t)} + b_0 f_i(t) + b_1 f_{i(t-\delta t)}$$  \hspace{1cm} (6)

In order to calculate $Z_s$, a matrix "A" is formulated as shown in equation (7). The "A" matrix was formulated using the same order of the terms in equation (6) where $b_0, b_1 = zero$ in case of the passive suspension system.

$$A = \begin{bmatrix} Z_{s(t)} \\ Z_{s(t-\delta t)} \\ Z_{u(t)} \\ Z_{u(t-\delta t)} \\ Z_{r(t)} \\ Z_{r(t-\delta t)} \end{bmatrix}$$  \hspace{1cm} (7)

$$\{a\} = \left( [A]^T [A]^{-1} \right) [A]^T \left\{ Z_{s(t+\delta t)} \right\}$$  \hspace{1cm} (8)
By solving for the vector $a$ gives the coefficients $a_0$, $a_1$, $a_2$, $a_3$, $a_4$, $a_5$ which are used later in the formulation of the polynomial representing the displacement of the sprung mass $Z_s$ as in equation (6).

Similarly for $Z_u$, the same procedures were implemented as follows:

$$
A = \begin{bmatrix} Z_u(t) & Z_u(t-\delta t) & Z_s(t) & Z_s(t-\delta t) & Z_r(t) & Z_r(t-\delta t) \end{bmatrix} \tag{9}
$$

$$
\{a\} = ([A]^T[A]^{-1})^T \{Z_u(t+\delta t)\} \tag{10}
$$

$$
Z_{ui}(t+\delta t) = a_0 Z_{ui}(t) + a_1 Z_{ui}(t-\delta t) + a_2 Z_{si}(t) + a_3 Z_{si}(t-\delta t) + a_4 Z_{ri}(t) + a_5 Z_{ri}(t-\delta t) + b_0 f_i(t) + b_1 f_i(t-\delta t) \tag{11}
$$

By solving equations (1), (2), (3), and (4) simultaneously, we can get the following: $\theta_s$, $\phi_s$, $Z_s$:

$$
\phi_s = \frac{Z_{s1} - Z_{s2} + Z_{s3} - Z_{s4}}{2T_f + 2T_r} \tag{12}
$$

$$
\theta_s = \frac{Z_{s1} + Z_{s2} - Z_{s3} - Z_{s4}}{2a + 2b} \tag{13}
$$

$$
Z_s = Z_{s1} + Z_{s2} + Z_{s3} + Z_{s4} + \frac{(2b - 2a)\theta_s}{4} \tag{14}
$$

It can be seen that these three degrees of freedom are functions of the other four ones, thus, the first four degrees of freedom ($Z_{s1}$, $Z_{s2}$, $Z_{s3}$, $Z_{s4}$) can be used to calculate the other three which will save computational time spent on applying regression techniques to model them.

In order to improve the accuracy and to account for the coupling between the four wheels, some difference and product terms were added as follows:

$$(Z_u1 \cdot Z_u2, Z_u3 \cdot Z_u4, Z_u1 \cdot Z_u3, Z_u2 \cdot Z_u4, Z_u1 \cdot Z_u2, Z_u1 \cdot Z_u3)$$

and the difference terms added were:

$$(Z_{u1} - Z_{u2}, Z_{u3} - Z_{u4}, Z_{u1} - Z_{u3}, Z_{u2} - Z_{u4}, Z_{u1} - Z_{u4}, Z_{u2} - Z_{u3})$$

where:

$$Z_{u1} \cdot Z_{u2} = Z_{u1}(t_i) Z_{u2}(t_i) and Z_{u1} - Z_{u2} = Z_{u1}(t_i) - Z_{u2}(t_i)$$

The choice of the non-linear terms was biased to symmetrical terms and was subject to trial and error. Each vector that represents its corresponding non-linear term is concatenated in each $[A]$ matrix, and each corresponding term is included in the regression polynomial in equations (6) and (11).

The approach used in the addition of a PID controller to the autoregressive model generated was by solving the system in two steps, the first step was by applying the autoregressive technique on a passive model, then by using this model generated to predict the effect of the force outputted from the PID controlled actuator in the following manner; in the same manner in equation (10), the passive model was generated, then the same regression technique will again be applied but with as follows:

$$Z_s(t + \delta t) - \{a\}[A] = b_0 f(t) + b_1 f(t - \delta t) \tag{15}$$

$$\{b\} = ([B]^T[B]^{-1})^T \{Z_s(t+\delta t) - \{a\}[A]\} \tag{16}$$
where $B$ is a matrix containing the time steps of the generated PID force as illustrated in figure (2). By substituting the values of $b_0$ and $b_1$, extracted from equation (16), into equation (6).

![Figure 2: Block diagram showing the active suspension model](image)

4 Results and Discussion

In order to test the predicted model, several road input types were introduced to the system and the response calculated from the auto-regressive system polynomial was compared to that extracted from the Simulink model. The types of input introduced to the system were sinusoidal input, step input, road bumps, and random excitation.

4.1 Sinusoidal input

A sinusoidal input, of 0.06 m amplitude and 10 rad/sec frequency, has been applied to all wheels, while those applied to wheels 1 and 4 have a phase shift of $\frac{\pi}{2}$ which can be expressed as [24]:

\[ Z_{r1}(t), Z_{r4}(t) = 0.06\sin(10t + \frac{\pi}{2}) \]  (17)

\[ Z_{r2}(t), Z_{r3}(t) = 0.06\sin(10t) \]  (18)

The same road input excitation applied to the predicted model was applied to the Simulink model and the results were compared and shown as follows in figures (3), (4), and (5).
Figure 3: Unsprung mass Zu1 response

Figure 4: Center of mass Zs response
It is shown in the above figures (3), (4), and (5) that the results of $Z_{u1}, Z_s$, Pitch, and Roll show that the predicted model responses are in a very good agreement with their corresponding states obtained from the Simulink model.

4.2 Model Robustness

While building the model, the assessment of the model robustness was a crucial issue. Therefore, in order to test the robustness of the model, two different types of data sets were implemented in training the autoregressive model. The first one was an input with a training data set of monotonic nature like, for example, step input or sinusoidal, applied separately as shown in figure. The second one was a mixed type of input presented as a combination of two different road excitations, for example, sinusoidal and step applied in sequence.
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Figure 7: Sprung mass response, subjected to sinusoidal input and trained by mixed input

Figure (6) represents the sprung mass response, subjected to sinusoidal input when it was trained by only step input, while figure (7) represents the sprung mass response, subjected to the same sinusoidal input when it was trained by a multiple inputs, which was simulated as a step input followed by a random excitation. It’s found that using single-type input, utilised in training data sets, fell short in training the autoregressive model which was reflected by a very poor prediction of the sprung mass displacement in response to sinusoidal input as depicted in figure (6), while, the usage of multi-type input proved efficient in training the autoregressive model as depicted in figure (7).

4.3 PID controller implementation

In order to test the active performance, of the trained autoregressive model, compared to it’s passive response to the same sinusoidal input mentioned above in equations (17) and (18). The active response of the sprung mass, using a PID controller following the procedure detailed equations (15) and (16), is presented in figures (8) and (9).

Figure 8: Sprung mass response after adding PID controller
It’s found in the figures 8 and 9, as expected that the PID control can add significant effect in mitigating the vertical displacement, pitch, and roll amplitudes.

4.4 Noise Filtration Capacity of Autoregressive systems

In order to test the ability of the autoregressive model to generate a stable model in spite of being in a noisy environment, the approach used was adding noise to the inputs used to build the autoregressive model through adding a random signal to the signals from Unsprung and Sprung masses of each wheel. Firstly, a noise of Variance of 0.0005 m and the mean value of zero was added to the sinusoidal input mentioned above in equations (17) and (18). The results of the wheel number 1 ”$Z_{u1}$” and Sprung mass ”$Z_s$” are shown below in Figures (10) and (11) respectively.
The above figures (10), and (11) show the predicted model responses of different degrees of freedom $Z_{u1}$, and $Z_s$ compared to the training data with and without the inclusion of noise to the training set. This shows the model’s capability to filter the noise. For further testing of the model, it was tested with no inputs and only with an initial excitation, the initial conditions applied to the system were:

$$Z_{u1}(0) = Z_{u2}(0) = Z_{u3}(0) = Z_{u4}(0) = Z_s(0) = 0.1, \text{ and } \dot{Z}_s(0) = 1$$

The response for the Unsprung and sprung masses to the above initial excitation is shown below in figures (12) and (13) respectively.

Figure 11: Sprung mass displacement in response to noisy sinusoidal excitation

Figure 12: Wheel number 1 displacement in response to noisy initial condition
Figures 12 and 13 show that the autoregressive model was able to be trained with noise added to the data sets and to give accurate predictions of the data excluding the effect of the noise.

4.5 Conclusion

- While testing the generated autoregressive model, it was noticed that the model has a higher capability of capturing the actual system dynamics when various types of inputs were used in the training phase. It was found that the predictions can be improved significantly if the system is trained with two types of inputs, for example, sinusoidal and random, it can provide much better predictions to the step response rather than when it was built only using single input; sinusoidal or random.

- The autoregressive model was able to be trained with noise added to the data sets and to give accurate predictions of the data excluding the effect of the noise.

- Autoregressive models could come up with unacceptable results once being trained, using a training data set which contains a constant value for a relatively long duration.
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Abstract. This work proposes a set of methods and tools to analyse and quantify key performance aspects of controlled automotive platoons. These methods assess classical stability and string stability properties in both analytical and empirical settings. An automotive platoon consists of multiple tightly spaced vehicles which aim to follow a desired velocity or distance profile safely, autonomously, and efficiently. Cooperative vehicular platooning can greatly improve traffic efficiency and safety, while increasing traffic throughput and fuel efficiency. One difficulty for establishing a stable platoon, besides classical stability of individual vehicles, is known as ”string stability”. Essentially, in a string stable platoon, disturbances of any individual vehicle are not amplified along the platoon. In addition to stability, the performance of a platoon control structure must be quantified, for example by measuring disturbance rejection bandwidth / control error decay rate. Most of the proposed platoon control architectures developed in the past guarantee platoon stability/string stability only under restrictive assumptions. In this work tools and methods are proposed to analyse classical stability, error signal measures, as well as analytical and empirical string stability. This allows the user to evaluate platoon safety and performance for given control structures and conduct parameter studies at various levels of system complexity. To investigate platoon behaviour under realistic conditions, test scenarios are empirically evaluated in a co-simulation of multiple instances of the commercial simulation software IPG TruckMaker.
1 INTRODUCTION

As heavy duty vehicle (HDV) road traffic is rising steadily through growing freight transportation, increasing road capacity is gaining importance. One way to address this issue is to reduce the distance between consecutive vehicles, as shown in [1]. For safety reasons, however, safe driving by human drivers requires a time-headway of about 2 seconds as typically laid down in legal regulations. Driving at small inter-vehicular distances also comes with benefits in fuel efficiency due to reduction of air resistance [2]. To safely reduce the distance, longitudinal control architectures are added. To further improve performance of a string of longitudinal controlled semi-autonomous vehicles following each other, thereby forming a platoon, vehicle-to-vehicle (V2V) communication is added. This allows the platoon to react cooperatively according to desired trajectories in a situation-aware manner [3].

To achieve this goal, each individual vehicle must show stable dynamics with respect to injected disturbances. Essentially, a desired time headway policy must be reliable. Single-vehicle control structures, for example adaptive cruise control (ACC) systems, were developed in the past. However, these did not consider error propagation along a platoon of vehicles. It has been shown that in many commercially available ACC systems, errors are actually amplified from one vehicle to its follower [4]. To assess this problem, the concept of string stability is introduced. In a string stable platoon, disturbance propagation does not increase along the platoon. Multiple definitions for string stability were proposed in the past as surveyed in [5].

Intensive research has been done before on linear platoon dynamics. Due to high expenses of testing platoon dynamics in real world settings though, only few experiments were executed. To allow an efficient assessment and analysis of platoon behaviour in arbitrary simulation settings, this work provides the following main contributions:

- methods formulated to assess
  - stability properties,
  - string stability analysis and
  - performance indicators,
- implemented into tools to evaluate these aspects in
  - linear dynamics,
  - non-linear high-fidelity co-simulation settings.

Using the proposed methods and tools allows to evaluate platoon performance in realistic settings in an efficient and reproducible way.
2 LINEAR AND NON-LINEAR MODELS

In this first section, the chosen platoon model, classical linear stability as well as string stability are described.

2.1 Linear platoon dynamics model

The position of each vehicle is denoted as \( x_i \) wherein the index \( i \in \mathbb{Z} \) refers to the \( i \)-th vehicle. Hence, \( x_{i-1} \) denotes the predecessor’s position, and \( x_{i+1} \) as the follower’s as depicted in Fig. 1. The distance between one vehicle and its predecessor is given by

\[
d_i = x_{i-1} - x_i - L_{i-1},
\]

(1)

where \( L_i \) denotes the length of the \( i \)-th vehicle. Starting from \( x \) (index \( i \) dropped in the following when referring to the ego vehicle \( i \) only), the velocity \( v \) and the acceleration \( a \) are given by the differential equations \( v = \dot{x} \) and \( a = \dot{v} \). For simplicity (to measure error propagation) homogeneous vehicle platoons are assumed below. With the controller input \( u := a_{\text{desired}} \) and by approximating the vehicle behaviour with the simplified linear time invariant (LTI) dynamics

\[
\dot{a} = -\frac{1}{\tau} a + \frac{1}{\tau} u,
\]

(2)

as well as using the state vector \( x = [x \ v \ a]^T \), the general vehicular system in discrete state-space form can be written as

\[
x_{k+1} = A_d x_k + b_d u_k
\]

(3)

where \( A_d \) and \( b_d \) are the corresponding discrete equivalents of \( A \) and \( b \) with \( T_s \) as sampling time. The time constant \( \tau = \tau(v) \) represents the engine dynamics, which depends on the current vehicle’s velocity. Due to this dependence, a constant value of \( \tau \) can only be assumed for a specific operating point at velocity \( v_0 \). Furthermore, to focus on control parameter studies, wireless communication is assumed flawless.

2.2 Non-linear platoon dynamics

With knowledge of linear vehicle dynamics behaviour, more sophisticated results are obtained using the non-linear high fidelity simulation software IPG TruckMaker®[7]. The co-simulation structure is depicted in Fig. 2, taken from [3].
3 STABILITY PROPERTIES

In general two aspects of stability are considered. First one to be addressed is individual vehicle stability. On one hand, direct evaluation of classical stability exists in linear time-invariant systems, in which one vehicle is linearly modelled as mentioned in Sec. 2.1. In this work absolute and relative stability criteria are used to assess linear dynamics stability.

3.1 Combined criterion of absolute and relative stability

The absolute stability criterion of the Laplace transformed system $G(s)$ is given by

$$\max(\Re(s_j)) < -\alpha, \quad \forall j = 1, \ldots, n, \quad \alpha \geq 0,$$

where $\max(\Re(s_j))$ denotes the real part of the slowest pole, $\alpha$ is the value which corresponds to the desired absolute stability (decay rate of envelope) and $n$ is the order of the denominator polynomial of $G(s)$. With (4) fulfilled, any error response in the system decays faster than $\exp(-\alpha t)$. Classical stability corresponds to fulfilling (4) with $\alpha = 0$. Relative stability is fulfilled if all poles at least show damping ratio $\zeta_{\text{min}}$, that is, they lie to the left of the rays

$$s = \omega_n \left( -\zeta_{\text{min}} + j \sqrt{1 - \zeta_{\text{min}}^2} \right), \quad \omega_n \in \mathbb{R}^+ \cup \{0\}$$

with $\zeta_{\text{min}}$ as the desired damping factor and $\omega_n$ as the natural frequency of the oscillation.

If both criteria (4) and (5) are met, the system is considered as stable under the stability requirements $\alpha$ and $\zeta_{\text{min}}$.

3.2 String stability criteria

String stability, on the other hand, is one special problem in autonomous platoon control. For example, the fact that adaptive cruise control (ACC) systems as they are implemented in modern autonomous vehicles are stable and robust, does not imply a damping effect on error propagation between vehicles. Such controllers are thus generally not string stable for an autonomous platoon as shown in [4]. There are numerous definitions for string stability as surveyed in [5]. The original verbal definition from [8] reads

Def. A string of vehicle is stable if, for any set of bounded initial disturbances to all the vehicles, the position fluctuations of all the vehicles remain bounded and these fluctuations approach zeros as $t \rightarrow \infty$.

However, to assess string stability mathematically, one common criterion for string stability, taken from [5], is given by the system $p$-norm

$$\|G_i(s)\|_p \leq \|G_{i-1}(s)\|_p, \quad p = 1, 2, \infty,$$

where $G_i(s)$ is a chosen closed-loop error transfer function in the case of linear platoon dynamics. An empirical formulation based on error signal $\mathcal{L}_p$-norms, also from [5], reads

$$\|e_i\|_p \leq \|e_{i-1}\|_p \quad a) \quad i = 3, \ldots, m \quad p = 1, 2, \infty,$$

$$\|e_i\|_p \leq \|e_2\|_p \quad b) \quad i = 3, \ldots, m \quad p = 1, 2, \infty.$$
where $e_i$ denotes the spatial error signal, see Sec. 4.1, and $m$ is the number of vehicles in the platoon. Essentially, equation (7, a) requires that the selected error signal norm decays along the platoon. A weaker formulation is formulated by (7, b) which means that the error signal norm is bounded behind the second vehicle.

Note that even in a string stable platoon, collisions can happen if the spatial error exceeds the required distance $d_i$. Therefore the $L_\infty$-norm of the spatial error needs to be bounded as

$$\|e_i\|_\infty \leq r + hv_i \quad i = 2, \ldots, m,$$

(8)

to assure string stability and collision avoidance. In turn, the $L_1$ or $L_2$-norms are less relevant if they are not strictly decaying along the platoon, however, further investigation is required in this case. Furthermore a performance indicator can be defined for each vehicle by quantifying the ratio of eqn. (7, a). Taking the average ratio across the platoon (9, b) is one possible measure of the performance of the platoon.

$$PI_{string}^p,i = \frac{\|e_i\|_p}{\|e_{i-1}\|_p}$$

(9a)

$$PI_{string}^p,avg = \frac{1}{m-1} \sum_{i=2}^{m} \frac{\|e_i\|_p}{\|e_{i-1}\|_p}.$$ 

(9b)

4 PLATOON CONTROL STRUCTURES

In this work, close attention is paid to the cooperative adaptive cruise controller (CACC) derived in [6] as well as the model predictive controller (MPC) used in [3].

4.1 Cooperative adaptive cruise control (CACC)

Starting from a constant time headway spacing policy the position error is given by

$$e_i(t) = (x_{i-1}(t) - x_i(t) - L_{i-1}) - (r + hv_i(t))$$

(10)

with the time headway $h$ and the desired standstill distance $r$. The control law is designed for the error dynamics as

$$\dot{u}_i = -\frac{1}{h} u_i + \frac{1}{h} (k_pe_i + k_d \dot{e}_i + k_{dd} \ddot{e}_i) + \frac{1}{h} u_{i-1}, \quad i = 2, \ldots, m,$$

with the adjustable controller parameters $K = [k_p \ k_d \ k_{dd}]^T$ and the desired acceleration $u_i$ of vehicle $i$. Note that the leader vehicle in position $i = 1$ is controlled differently. The block diagram of the controlled system is depicted in Fig. 3 with the controller parameter vector $K(s)$ and the vehicle actuation transfer function $G(s)$

$$K(s) = k_p + k_ds + k_{dd}s^2, \quad G(s) = \frac{1}{\tau s + 1}$$

(11)

4.2 Model predictive controller (MPC)

A more sophisticated controller is given by the distributed platooning MPC with safety guarantees as detailed [3]. In that concept, predicted ego vehicle trajectories are being communicated to the follower in order to inform the follower’s predictive control problem. This communication is done event-triggered based on a predefined tolerance which is a key design parameter.
5 METHODS AND TOOLS

In this section, the developed methods and tools are presented. With the listed mathematical
criteria, a platoon can be tested for classical stability as well as string stability.

5.1 Parametrization of the controller

For the CACC control structure of Sec. 4.1, the platoon closed loop dynamics is parametrized
via the parameter vector \( K \) given by

\[
K \in K_p \times K_d \times K_{dd}
\]  

(12)

wherein \( K_p = \{k_{p,\text{min}}, \ldots, k_{p,\text{max}}\} \) (with \( K_d \) and \( K_{dd} \) defined analogously) are sets which
contain all investigated parameter values. The platoon analyses are carried out on the whole
cartesian parameter space. Depending on which values are tested, the parameter vector \( K \) can
be defined analogously for any control architecture.

5.2 Stability analysis of individual vehicles

Starting out, a linear model has to be checked if the required classical stability criteria are
met. This is achieved by calculating the poles of the resulting discrete system which correspond
to the eigenvalues of \( A_d \), see equation (3). As these poles are in the discrete z-domain they
are converted back to the continuous time s-domain by \( s = \frac{1}{T_s} \ln(z) \), with the sampling time
\( T_s \). Absolute and relative stability are then checked with equations (4) and (5). Thus irrelevant
parameter combinations are sorted out rapidly.

5.3 Platoon string stability

With knowledge about linear individual vehicle stability, string stability can be assessed via
simulation of the platoon with predetermined manoeuvres (see Sec. 5.6). The resulting error
signal norms are then used in criteria (7, a or b) to assess string stability. As linear analysis
requires only small effort, a large range of parameter combinations can be tested efficiently.

The non-linear co-simulation setup is then used to compare with linear analysis on a subset of
the parameter combinations and receive high-fidelity results via the software IPG TruckMaker®.

5.4 Performance indicator

To further investigate non-linear platoon behaviour a performance indicator (PI) is evaluated
via eqn. (9), which is the averaged quantification of the error decay along vehicles \( 2, \ldots, m \)
along the platoon.
Note: Although these methods are described with the CACC architecture, they can readily be used for other control architectures (such as the distributed MPC from [3]) as well.

5.5 Implementation of analysis methods and tools

The developed set of methods and tools have been implemented in MATLAB as described in the following section. First, the goal is to obtain knowledge of relevant parameter ranges in which basic individual vehicle stability is present. Then, string stability has to be assessed only if each individual vehicle is stable. The second part is responsible to test one specific combination of parameters with either the linear or non-linear dynamics (TruckMaker co-simulation). To run the second part for all relevant configurations from part 1, the third code part is developed. Finally the simulation results are assessed for performance properties. A summarized overview is given in Fig. 4.

![Flow-chart of the algorithm](image)

5.6 Platoon simulation

Starting out, a suitable value for the time constant $\tau$, used in the linear model, has to be set. By simulating an acceleration step of $a = 0.2 \text{ m/s}^2$ starting from $v = 50 \text{ km/h}$, a time constant of $\tau = 0.3 \text{ s}$ is chosen as an appropriate approximation the drivetrain dynamics by comparing against the detailed TruckMaker co-simulation.

It shows that the linear model can produce too large control signals which is not directly comparable to the non-linear situation, where the maximum acceleration is significantly limited by the power of the vehicle’s engine. Thus, for the linear simulation, maximum acceleration bounds $a_{\text{max}}(v)$ are implemented as a lookup table, clipping acceleration and deceleration with respect to the current velocity $v$. The used data for the clipping bounds are typical values of realistic HDVs.

To efficiently obtain the desired information, three different test manoeuvres are implemented. First, an acceleration step response is tested for one individual vehicle, which allows to estimate the time constant $\tau$ used in the linear model. The second manoeuvre is set up to assess string stability. The platoon is required to drive at a constant velocity while at time $t_M$ the leader performs a short sudden braking action followed by acceleration to the desired velocity again. This allows to examine error propagation empirically. Finally, a velocity reference step is investigated to further understand the behaviour of the platoon.

As all relevant parameter combinations need to be tested, a result matrix $M^{\text{string}}(P_{p,i}^{\text{string}})$ is defined to store the results with parametrization $K$ as mentioned in section 5.1. To keep the result memory requirements small, only the number of decaying $p$-norms is stored.

In this study, 3 different error signal $p$-norms ($\| \cdot \|_1, \| \cdot \|_2, \| \cdot \|_{\infty}$) are evaluated. These are then normalized by the value of the second vehicle. Thus an direct evaluation of string stability can be done as given by equation (7, left).

6 RESULTS

As mentioned above, special attention is given to the selected CACC and MPC architectures. Results obtained via the above derived methods and tools are presented in this section.

6.1 Cooperative adaptive cruise control

Three parameters are tested for the CACC architecture as mentioned in Sec. 5.1. The comparison of string stable and string unstable behaviour is depicted in Fig. 5. 2D-slices of the resulting matrix $M^{string}$ are depicted in Fig. 6. Although the majority of the linear system configurations meet the stability requirements, only a few parameter configurations of the non-linear system lead to all three error signal norms decaying. The performance indicator shows decaying $L_\infty$ error norms for a string stable system as depicted in Fig. 7.

![Fig 5: Example of a string stable and a string unstable parameter configuration. Starting from the second vehicle in black, following vehicles getting brighter in colour.](image1)

![Fig 6: String stability map for parametrization $K$ with linear simulation results left and non-linear co-simulation results right.](image2)

![Fig 7: $P_{1\infty}^{string}$ (eqn. (9)) resulting from CACC parameters: $k_p = 5$, $k_d = 5$ and $k_{dd} = 1.5$.](image3)

6.2 Model predictive control

For the MPC architecture the varied parameters are the corridor width $r$ (defining the event trigger tolerance to send predictive information along the platoon) and the tolerance time samples $n_{tot}$ (affecting control robustness) (see [3] for details). The chosen manoeuvre consists of a platoon of 10 vehicles driving at a speed of $v = 50 \text{ km/h}$ which approach a slower car driving at $v = 30 \text{ km/h}$. The controlled platoon slows down to avoid a collision. Fig. 8 shows the parameter result map (left) as well as the performance indicator for a string stable system (middle) and a string unstable system (right).
CONCLUSIONS

In this work, methods and tools are proposed to efficiently assess and quantify stability and performance aspects of semi-autonomous vehicular platoons. These allow to compare results from linear investigations with results gained from a high-fidelity co-simulation, here based on detail simulations with the commercial software IPG TruckMaker®. A short overview of investigated aspects is given in Table 1. These proposed tools can directly be applied to assess the performance of other control architectures.

<table>
<thead>
<tr>
<th>Evaluated Aspect</th>
<th>CACC</th>
<th>MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual stability</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Linear string stability</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Non-linear string stability</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Performance</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1: Overview of investigated aspects of CACC and MPC architectures.
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Abstract. Vibro-acoustic brake emissions impair a vehicle’s comfort and quality. In this context, self-excited brake creep groan phenomena gain in relevance. The non-linear low-frequency vibrations of creep groan potentially appear during an overlap of moderate brake pressures with slow velocities near standstill. Electrified cars with semi-autonomous driving functionalities are especially prone. To treat creep groan already at early stages of the brake development process, reliable investigation and evaluation methods must be available. On that account, this paper deals with test rig experiments and equivalent transient simulations. Both approaches are considered at vehicle corner level which involves axle and suspension components, brake assembly and wheel of one front side of a passenger car. The observed creep groan phenomena have fundamental stick-slip intervals at approximately 90 or 20 Hz. To analyse measured and/or computed time series data in a deterministic way, different rating criteria are specified. These relate to physically reasonable, purely synthetic or statistical metrics. Thereby obtained abstract number values allow the identification, categorisation and validation of brake creep groan vibrations in experiment and/or simulation.
1 INTRODUCTION

1.1 Vibro-acoustic brake emissions

Noise, vibration and harshness (NVH) phenomena of technical products have a long-term relevance, see trend curves in Figure 1. As discussed by Barden [1], haptic characteristics and audible properties evolve into the most important subconscious criteria after a few month after purchase.

![Figure 1: Product experience over time, adapted from [1].](image)

Vibro-acoustic phenomena are critical in automotive fields. Abendroth et al. [2] discussed this issue with respect to friction brake systems. Haptic and audible brake NVH problems impair a vehicle’s comfort and quality. Moreover, vibro-acoustic brake emissions pretend a brake system malfunction.


Warranty claims against the manufacturers are caused by multiple possible brake NVH problems, see terminology in Figure 2 and remarks in [6].

![Figure 2: Typical classification and human perception of disk brake NVH phenomena.](image)
1.2 Brake creep groan

According to literature [7 - 21] and the authors’ works [22 - 26], disk brake creep groan can be described as follows:

Creep groan refers to periodic non-linear brake and chassis vibrations which are relevant in a low-frequency range from approximately 15 to 400 Hz.

Creep groan phenomena mainly occur at brake pressures below 30 bar in conjunction with vehicle velocities below 0.3 km/h.

It occurs if drive torque and brake torque are at similar levels. The friction contacts between linings and disk potentially have two alternating tribological states, namely stick or slip. The macroscopic stick causes a system pretension with large elastic deflections. The macroscopic slip leads to a relaxation of the system. Alternating stick-slip is enabled by different coefficients of static and dynamic friction. Depending on the situation, self-excited stick-slip persists up to some seconds.

Each abrupt transition from stick to slip excites resonances of the auxiliary vehicle corner components. These inherent oscillations significantly contribute to the impulsive non-linear vibrations.

Creep groan mainly appears for cars with automated gearboxes or electrified automobiles if the service brake is released for a slow move-off. Creep groan also appears for vehicles with any powertrain architecture if the service brake is released for a slow roll-off at inclines or if the service brake is activated during steering at standstill. Moreover, semi-autonomous driving functionalities such as remote-controlled-parking often lead to creep groan, see Figure 3.

![Figure 3: Remote-controlled-parking with creep groan during slow move-off or during steering at standstill.](image)

To avoid further expensive warranty claims against the manufacturers, creep groan robust brake systems must be designed based on improved brake NVH development processes. As outlined by Abendroth et al. [2] and Abdelhamid [6], the manufacturers require more standardised investigation methods as well as more homogenous data analysis techniques.

1.3 Existing investigation (data generation) methods for brake creep groan

Early industrial publications, e.g. the work of Schwartz et al. [7], rather focussed on basic road tests. Papers of the 1990s, e.g. [8 - 10], comprised more detailed full vehicle measurements and/or simple dynamometer test bench investigations. These studies also included a 1-d rigid body model [8] and a 2-d finite element (FE) model [9]. Then, a 3-d multi-body system (MBS) model [11] and a sophisticated lumped torsional model [12] of the vehicle driveline were presented.
More recent publications from industry and academia often involve road tests, test rig experiments at different subsystem levels and/or friction pair benchmarks, e.g. [13 - 21]. Simulative investigations of diversified complexity can also be found, compare with [15, 16, 20, 21].

Several previous works of the authors have dealt with subsystem test procedures and equivalent simulative methods. An experimental creep groan screening approach is discussed in [22]. It is performed on a drum driven suspension and brake test rig. A transient simulation strategy for the computation of creep groan vibrations is discussed in [24, 26]. It relates to a 3d corner FE model.

In current brake NVH development processes, full vehicle road tests such as the recommendation VDA 314 [27] are state-of-the-art. No creep groan experiments at component level are performed by the manufacturers. No approach for a reliable simulative prediction of creep groan is established.

1.4 Remarks on established data evaluation techniques for brake squeal

To evaluate brake squeal at component level, experimental and simulative techniques are widely applied in current brake NVH development processes.

On the experimental side, one can find the recommendation SAE J2521 APR2013 [28], see discussion in [2, 6]. This established dynamometer test matrix procedure involves more than thousand operational parameter combinations. A spectral algorithm analyses the A-weighted sound pressure level (SPL). If a certain deciBel (dB) threshold is exceeded within two given frequency limits, any acoustic event is quantitatively rated as squeal noise. All measurements can be cumulated to one objective noise index (ONI) according to directives of an acceptance chart. This chart has adaptable rating scales, e.g. values from 1 to 9 with 1 as worst case. The ONI correlates with the subjective human perception.

On the simulative side, one can find the complex eigenvalue analysis (CEA), see mathematical description in [23]. This established quasi-static linear FE approach calculates the natural mid- to high-frequency oscillation behaviour of the operated brake system. The complex eigenvalues calculated by the CEA are analysed. Negatively damped eigenmodes appear if the real parts of the complex eigenvalues have positive signs. This case refers to dynamically unstable modal coupling and squeal noise respectively.

1.5 Existing data evaluation techniques for brake creep groan

The full vehicle road test procedure VDA 314 [27] consists of separated creep groan test sessions. Subjective annoyance ratings from 1 to 10 are determined by the test driver. Averaged and maximum A-weighted SPL of at least one cabin microphone are documented as well. Accelerometers at each brake calliper are optional. Exemplary raw data is shown in Figure 4.

The measured sound pressure next to the driver's ear is an incoherent superposition of 85 Hz creep groan at both front brakes of the tested car. However, there is also significant background noise from the internal combustion engine of the passenger car.

In general, sound pressure analyses are more challenging for creep groan than for squeal due to reasons such as reduced low-frequency microphone sensitivity and harsh noise composition of creep groan including super-harmonics. Bader [13] applied a discrete wavelet transformation including its inverse equivalent. His method relates to the kurtosis which describes the fourth moment of the signal. It is increased during creep groan. Abdelhamid and Bray [14] used a signal whitening filter to improve the results. Moreover, they applied tonality and loudness to obtain psycho-acoustic evaluations. Augsburg et al. [19] calculated the radiated sound power based on microphone data, but the outcome of this method was not discussed.
In general, acceleration analyses regarding creep groan are challenging as well. To detect creep groan, Crowther and Singh [12] examined time domain metrics such as duration of creep groan, dynamic acceleration range and two different quadratic sum definitions. Neis et al. [17] used a root mean square (RMS) expression akin to these quadratic sums. A similar method was presented by Augsburg et al. [19]. This group calculated an averaged overall vibration emission by the RMS in the frequency domain. Rösner and Özdir [18] applied modulation principles, e.g. a low-pass filter or a peak hold algorithm. They found correlations between cumulative energy as well as time domain peak hold areas with purely subjective ratings. Zhao et al. [21] used the acceleration’s kurtosis to detect creep groan.

The authors elaborated two techniques to analyse and classify creep groan based on acceleration signals, see [22, 25]. A spectral algorithm is described in [22]. If an adjustable dB threshold is exceeded by several equidistant peaks within two adaptable frequency limits, any brake NVH event is quantitatively rated as creep groan. Moreover, the fundamental stick-slip frequency is identified by logical inquiries. An artificial neural network (ANN) framework is treated in [25]. It rests on millions of emulated acceleration spectra. Inputs and outputs during training of the ANN framework were created according to the spectral algorithm’s logic. Based on both techniques, the systematic test matrix measurements lead to a creep groan map (CGM) and a cumulated creep groan index (CGI), see [22]. The CGI indicates excellent to poor creep groan performance with values from 0 to 1000. Certainly, these analyses can be applied to simulative data alike.

Transient simulation offers great potentials to gain deeper insight to the mechanisms of creep groan vibrations. To evaluate simulative data, time series of disk to linings relative motions are often used, compare with [11, 20, 23, 24, 26]. System energy quantities, e.g. dissipative energy [11, 20], or friction contacts associated quantities, e.g. local coefficient of friction [9, 20], are also suitable to evaluate creep groan vibrations.

---

**Figure 4:** Cabin microphone signal and both front brake calliper x-acceleration signals of exemplary 85 Hz creep groan during road tests.
1.6 Outline of this paper

Firstly, experiments and simulations at vehicle corner level are discussed. Then, comparison metrics are introduced. These are used for the identification, categorisation and validation of typical brake creep groan vibrations. Lastly, conclusions are drawn.

2 TEST RIG EXPERIMENTS

A vehicle corner including its wheel is according to Augsburg et al. [19] a suitable subsystem to perform creep groan experiments. In terms of complexity, corner test rigs are situated in between inertia type brake dynamometers and roller type chassis dynamometers, see differentiations in [2, 18].

The authors have access to a drum driven suspension and brake test rig. It is placed in an air-conditioned chamber. A hydraulically adjusted loading unit maintains a defined in-situ height of the test setup to guarantee the correct vertical pretension of axle and suspension components. The wheel is driven against a brake torque exclusively by the drum. Therefore, brake pressure and drum velocity are under control. Further information on the corner test rig is provided in [22 - 26].

The relevant test setup is a MacPherson suspension strut assembly of the left front side including its 17” wheel. It has a front-mounted single-piston floating calliper brake system. The friction couple consists of a ventilated 330 mm cast iron monobloc disk and pad linings which are designed for the European market. This test setup, which has a mass of roughly 55 kg, is mounted to the test rig’s attachment plate, see photograph in Figure 5.

Figure 5: Left: Drum driven corner test rig including lifted MacPherson setup (wheel removed) with front-mounted floating calliper brake system. Right: Pre-processor representation of corner FE model (wheel included) at in-situ height.

The installed sensor equipment is listed in Table 1. Signals were sampled at 10 kHz. In particular, two axis directions from the triaxial accelerometer at the calliper anchor as well as the y-force from the load cell behind the hydro bushing are relevant in this paper.
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subject component; location sensor type
acceleration floating calliper; top middle triaxial accelerometer ‘PCB 356A01-HT’
caliper anchor; top middle triaxial accelerometer ‘PCB 356A02’
outer pad; backing plate centre triaxial accelerometer ‘PCB 356A01-HT’
knuckle with hub; rear centre triaxial accelerometer ‘PCB 356A02’
force control arm; hydro bushing triaxial load cell ‘ME K3D160-20kN’
control arm; rubber bushing triaxial load cell ‘ME K3D160-20kN’
suspension strut; top support triaxial load cell ‘ME K3D160-50kN’
rotation wheel; rim well middle rotational encoder ‘SCANCON SCA24-5000’ with rubber ring pulley
temperature disk; inner friction surface sliding K-thermocouple ‘THERMA MST-20347’

Table 1: Sensor equipment in corner test rig experiments.

Systematic test matrix measurements were carried out for brake pressures from 4 to 40 bar and drum velocities from 0.04 to 0.40 km/h. A cooling airstream stabilised the friction pair temperature between 20 and 35°C.

The analysis of calliper acceleration signals leads to a CGM, see Figure 6. Regions with creep groan are clearly separated from rather uncritical vibration-free sections. Large coloured circles indicate creep groan as well as its fundamental stick-slip frequency. Note that regions with multiple possible creep groan phenomena can be identified, e.g. for 15 bar at 0.14 km/h. Basic explanations on these vibration bifurcations are provided in [21].

![Figure 6](image)

Figure 6: Exemplary CGM of fundamental creep groan frequencies.

Three representative experimental examples, which are marked with a cross in Figure 6, are chosen to apply different comparison metrics:

- no creep groan for 8 bar at 0.32 km/h
- 87 Hz creep groan for 8 bar at 0.12 km/h
- 22 Hz creep groan for 32 bar at 0.12 km/h
3 FE SIMULATIONS

A 3-d FE model was presented in [24]. It was used in [26] as well. An improved version of this initial 3-d FE model is relevant here. The improvements relate to the contact stiffness definition, the suspension strut discretisation, the coordinate system alignment and the system’s velocity excitation as well as its longitudinal pretension. A pre-processor snapshot of this improved corner FE model is shown in Figure 5. Vehicle corner parts and FE model implementations are listed in Table 2. An overview of topology, elements, constraints as well as other descriptive subjects is given in Table 4 (Appendix).

<table>
<thead>
<tr>
<th>vehicle corner part</th>
<th>FE model implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>tyre 17”</td>
<td>linear spring-damper elements + point inertia</td>
</tr>
<tr>
<td>5-spoke rim</td>
<td>kinematic couplings + point inertia</td>
</tr>
<tr>
<td>monobloc disk</td>
<td>rigid shells + point inertia</td>
</tr>
<tr>
<td>pad lining</td>
<td>solid continuum elements</td>
</tr>
<tr>
<td>pad backing plate</td>
<td>kinematic couplings + point inertia</td>
</tr>
<tr>
<td>hydraulic piston</td>
<td>rigid shells + kinematic couplings + point inertia</td>
</tr>
<tr>
<td>floating calliper</td>
<td>rigid shells + kinematic couplings + point inertia</td>
</tr>
<tr>
<td>calliper anchor</td>
<td>kinematic couplings + point inertia</td>
</tr>
<tr>
<td>knuckle with hub</td>
<td>kinematic couplings + point inertia</td>
</tr>
<tr>
<td>control arm</td>
<td>shell continuum elements</td>
</tr>
<tr>
<td>track rod</td>
<td>rigid elements + point inertia</td>
</tr>
<tr>
<td>hydro bushing (y)</td>
<td>non-linear spring-damper element</td>
</tr>
<tr>
<td>other bushings (xyz)</td>
<td>linear spring-damper elements</td>
</tr>
<tr>
<td>strut damper tube</td>
<td>Timoshenko beams</td>
</tr>
<tr>
<td>strut damper rod</td>
<td>Timoshenko beams</td>
</tr>
<tr>
<td>strut coil spring</td>
<td>Timoshenko beams</td>
</tr>
</tbody>
</table>

Table 2: MacPherson setup with floating calliper brake system versus FE model.

The corner FE model has a mass of almost 53 kg. It involves 3438 nodes and 2449 elements which have a minimum length of 1.50 mm. Each lining consists of 792 first-order solid elements which have an averaged length of 4.39 mm. The disk is considered by rigid shells. The two structural components of the floating calliper subsystem are simplified by lumped masses in kinematic relations. More attention was paid to the suspension strut assembly including coil spring because this subsystem strongly participates in the non-linear vibration patterns during creep groan. Rubber bushings and hydro bushings also strongly contribute to quasi-static displacements and dynamic deflections of the vehicle corner, see [24, 26].

Four boundary nodes provide fixed positions similar to the attachment points at the corner test rig. Since the FE model is positioned at in-situ height, no loading according to the car’s mass is applied. Longitudinal and rotational pretension of the axle and suspension components is achieved by imposing brake pressure as well as ground velocity. Further information on the application of both operational parameters is provided in [24, 26].

The exponential expression according to Equation 1 is relevant for the tangential friction interaction of disk to linings, compare with [15, 16, 20]. The specific coefficient of friction $\mu$ at any lining node depends on the local relative speed $\dot{v}_r$. Two exemplary curves were defined, see [24, 26]. The coefficient of static friction $\mu_s$ was set to 0.5 respectively. The coefficient of dynamic friction $\mu_k$ was set to 0.45 for 8 bar and it was set to 0.42 for 32 bar. The decay factor $d_c$ was set to 0.1609 for 8 bar and it was set to 0.0208 for 32 bar.

$$\mu = \mu_k + (\mu_s - \mu_k) e^{-d_c \dot{v}_r}$$

(1)
ABAQUS was used for transient FE simulations. Two solution schemes of direct time integration were considered, namely explicit and implicit. Initial and minimum time increment of the implicit algorithm were manually set to 1e-3 and 1e-12 s. Based on the FE model’s properties, e.g. size, density and stiffness of each element, the stable time increment for the explicit scheme was automatically set to 3.612e-7 s. Computations were performed on four cores of a 2 GHz processor with access to 96 GByte main memory.

The result correlation of both solution schemes appeared quite well, but the calculation effort was clearly different. In case of macroscopic stick-slip, the ratio between computation time and simulation time was at least 58e3 for the best-performing implicit scheme, but it was always roughly 19e3 for the explicit algorithm. These ratios are valid for 2 s simulation time and output data sampled at 10 kHz. Results calculated by the explicit scheme are presented in this paper.

In analogy to the three representative experimental examples, comparable simulative examples are chosen to apply different comparison metrics:

- no creep groan for 8 bar at 0.32 km/h
- 89 Hz creep groan for 8 bar at 0.12 km/h
- 23 Hz creep groan for 32 bar at 0.12 km/h

4 DEFINITION OF COMPARISON METRICS

4.1 Spectral contents - various signals

The overall RMS value \( y_{\text{RMS}} \) for \( n \) values of a digitised field quantity signal \( y_i \) reads as Equation 2. This physically reasonable definition reflects the original signal’s energy equivalent. The overall dB level \( L_{y_{\text{RMS}}} \) in reference to a predefined or standardised value \( y_0 \) reads as Equation 3.

\[
y_{\text{RMS}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} |y_i|^2}
\]

\[
L_{y_{\text{RMS}}} = 10 \log \frac{y_{\text{RMS}}^2}{y_0^2}
\]

Time series data sampled at 10 kHz is relevant. Frequency spectra are calculated from 1 Hz to 2.5 kHz in a constant 1 Hz interval. Therefore, a Hanning window Fast Fourier Transform (FFT) algorithm is used. It splits any digitised signal into a finite number of sine functions with corresponding frequency, amplitude and phase. If this is done for \( n \) values of \( y_i \), a separate \( y_{\text{RMS}}(f_j) \) is available for each discrete frequency \( f_j \). The incoherent spectral dB level sum \( L_{y_{\text{RMS}}(f_a, f_b)} \), which includes each \( y_{\text{RMS}}(f_j) \) within two frequencies \( [f_a, f_b] \), is for a constant interval \( \Delta f \) as written in Equation 4. It represents an incoherent superposition of certain spectral components of the original signal. Two identical incoherent summands would achieve a 3 dB increase.

\[
L_{y_{\text{RMS}}(f_a, f_b)} = 10 \log \frac{y_{\text{RMS}}^2(f_a) + y_{\text{RMS}}^2(f_a + \Delta f) + \cdots + y_{\text{RMS}}^2(f_b)}{y_0^2}
\]

If an energy size signal \( Y_i \) is analysed, the overall arithmetic mean value \( Y_{\text{amp}} \) according to Equation 5 is used instead of Equation 2. Nevertheless, it also reflects the original signal’s energy equivalent. The overall dB level \( L_{Y_{\text{amp}}} \) in reference to \( Y_c \) reads as Equation 6.
\[
Y_{amv} = \frac{1}{n} \sum_{i=1}^{n} Y_i
\]
(5)
\[
L_{Y_{amv}} = 10 \log \frac{Y_{amv}}{Y_0}
\]
(6)

After the Hanning window FFT is performed, the spectral dB level sum includes each relevant \( Y_{amv}(f_i) \). It is calculated according to Equation 7. Again, a superposition of two equally valued spectral summands would achieve a 3 dB increase.
\[
L_{Y(f_a,f_b)} = 10 \log \frac{Y_{amv}(f_a) + Y_{amv}(f_a + \Delta f) + \cdots + Y_{amv}(f_b)}{Y_0}
\]
(7)

### 4.2 Orbital indices - motion signals

In the following, the estimation of the border area \( A_{P_vQ_h} \) of an exemplary 2-d orbit face is explained, see Figure 7. This synthetic metric is shaped by two digitised signals which are denoted as \( P_v \) and \( Q_h \) here. The signals’ subscripts indicate vertical and horizontal axis assignments. To estimate \( A_{P_vQ_h} \), two synchronous calculation threads are executed.

![Figure 7: Synchronous calculation threads for the border area of an exemplary 2-d orbit face.](image)

Firstly, a number of \( V \) equidistant fragments of height \( P_v \) and a number of \( H \) equidistant fragments of width \( Q_h \) are used to discretise the 2-d orbit face. Height \( P_v \) and width \( Q_h \) are defined by Equation 8 and Equation 9 with respect to 50 equidistant fragments respectively.
\[
P_v = \frac{\max(P_v) - \min(P_v)}{V}
\]
(8)
\[
Q_h = \frac{\max(Q_h) - \min(Q_h)}{H}
\]
(9)
Secondly, \( P_v \) and \( Q_h \) are replaced by coarser signal equivalents \( iP_v \) and \( iQ_h \) which have data points exclusively at grid line intersections. Local vertical and horizontal spreadings \( f_k \) and \( g_l \) at each grid line are obtained by Equation 10 and Equation 11:

\[
f_k = \max(iP_v) - \min(iP_v) \quad \text{for} \quad k = 1, \ldots, H - 1
\]
\[
g_l = \max(iQ_h) - \min(iQ_h) \quad \text{for} \quad l = 1, \ldots, V - 1
\]

Thirdly, two border areas \( iA_{P_v} \) and \( iA_{Q_h} \) of the 2-d orbit face are calculated. Triangles at the outer fragments lead to simplified trapezoidal formulas as written in Equation 12 and Equation 13.

\[
iA_{P_v} = q_h \sum_{k=1}^{h-1} f_k
\]
\[
iA_{Q_h} = p_v \sum_{l=1}^{v-1} g_l
\]

Lastly, Equation 14 is applied to estimate \( A_{P_v \mid Q_h} \) of the exemplary 2-d orbit face, see Figure 7.

\[
A_{P_v \mid Q_h} \approx \frac{iA_{P_v} + iA_{Q_h}}{2}
\]

### 4.3 Statistical characteristics - various signals

The arithmetic mean value is calculated according to Equation 5. The range is defined similar to Equation 10 or Equation 11. The sample standard deviation reads as Equation 15.

\[
Y_{\text{std}} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (Y_i - Y_{\text{amv}})^2}
\]

Based on an empirical approach, two additional customised statistical metrics \( Y_{\text{mtr1}} \) and \( Y_{\text{mtr2}} \) are considered. These are defined by Equation 16 and Equation 17.

\[
Y_{\text{mtr1}} = 2 \times Y_{\text{std}} + Y_{\text{rng}}
\]
\[
Y_{\text{mtr2}} = \frac{2 \times Y_{\text{std}} + Y_{\text{rng}}}{Y_{\text{amv}}}
\]

### 5 DISCUSSION OF RESULTS

#### 5.1 Comparison of spectral contents

- **component acceleration (experiment / simulation)**

Two combined FFT spectra are shown in Figure 8, Figure 9 and Figure 10 respectively. These xz-acceleration spectra relate to the sensor at the calliper anchor or its equivalent mesh node in the corner FE model. To combine x- and z-direction, the incoherent sum is calculated separately for each frequency. This is done based on Equation 4. Spectral contents from 50 to 500 Hz and 5 to 1000 Hz are summed alike.
Both xz-acceleration spectra in Figure 8 reflect low and flat broadband vibration characteristics. This is expectable for any almost vibration-free example. All four spectra in Figure 9 and Figure 10 show typical patterns of creep groan vibrations, compare with [7, 10, 11, 12, 17, 769].
19, 20]. The fundamental peak indicates the major stick-slip interval. Its super-harmonics reflect non-linear vibration characteristics.

In case of creep groan, the spectral acceleration dB level sum is approximately 30 dB increased, see Table 5 (Appendix). Hence, this physically reasonable acceleration metric enables a recognition of creep groan vibrations and an assessment of the general low-frequency NVH criticality. However, the differences between the creep groan phenomena with fundamental stick-slip intervals around 90 or 20 Hz are just roughly 3 dB. Thus, a distinction between the two types is uncertain.

- **system energy (simulation)**

Purely simulative results are shown in Figure 11, Figure 12 and Figure 13. These FFT spectra relate to the overall kinetic energy of the corner FE model. Spectral contents from 50 to 500 Hz and 5 to 1000 Hz are calculated based on Equation 7.

![Figure 11: No creep groan / spectrum of computed overall kinetic energy signal for 1 s.](image1)

![Figure 12: 89 Hz creep groan / spectrum of computed overall kinetic energy signal for 1 s.](image2)

![Figure 13: 23 Hz creep groan / spectrum of computed overall kinetic energy signal for 1 s.](image3)

These kinetic energy spectra show characteristics akin to the three simulative xz-acceleration spectra, but the amplitudes at higher frequencies are lower due to the velocity dependency of the kinetic energy. Note that a constant rotation of the wheel assembly including disk contributes to the 0 Hz amplitude.

Both energy dB level sums enable a detection of macroscopic stick-slip, see Table 5 (Appendix). In particular, spectral contents from 50 to 500 Hz are suitable for a reliable distinction between the two types. The 23 Hz stick-slip vibration achieves at least a 10 dB higher
spectral dB level sum than the 89 Hz stick-slip vibration. A disadvantage of this physically reasonable energy metric is its purely simulative applicability.

5.2 Comparison of orbital indices

- **time integral of component acceleration (experiment / simulation)**

To estimate velocity and displacement from experimental or simulative acceleration data, a trapezoidal time integral formula is used. Concerning 0.18 s time segments, operating deflection shape (ODS) patterns, 2-d orbit faces and phase portraits are shown in Figure 14, Figure 15 and Figure 16. Border area indices are calculated for x- and z-direction of the sensor at the calliper anchor or its equivalent mesh node in the corner FE model, see Table 5 (Appendix).

Each example contains four quadrants. The brake ODS graph on the bottom right indicates substantial vibration patterns of the floating calliper subsystem including disk, compare with [9, 10]. The graph on the top left shows the clockwise-rotating displacement-displacement orbit face concerning x- and z-direction. A coloured bar indicates the absolute xz-velocity. The graphs on lower left and upper right show clockwise-rotating phase portraits which are shaped by different displacement-velocity combinations.

Figure 14 refers to 8 bar at 0.32 km/h. This combination does not cause creep groan in experiment and simulation. Based on marginal motions and low surface velocities, border areas and orbital indices are very small.

Figure 15 refers to 8 bar at 0.12 km/h. Creep groan appears with a fundamental stick-slip interval around 90 Hz respectively. Thus, both examples show roughly 16 repetitive cycles with comparable signatures. The border areas lead to similar orbital indices of medium size. Distinctive rotational motions of the calliper subsystem about the disk’s axis occur with high surface velocities. These vibration patterns are enabled by a first-order bending deflection of the MacPherson suspension strut assembly, see [24, 26]. Maximum surface velocities are reached shortly after a macroscopic transition from stick to slip.

Figure 16 refers to 32 bar at 0.12 km/h. Creep groan appears with a fundamental stick-slip interval around 20 Hz respectively. Thus, both examples show roughly four repetitive cycles. The orbital indices are relatively high. The vibration patterns involve two relevant contributors, see [24, 26]. Firstly, large longitudinal displacements of the wheel assembly including disk. These motions, which relate to the fundamental stick-slip interval, are mainly enabled by elastic deformations of the lower control arm bushings. Secondly, fast rotational deflections of the floating calliper subsystem. These motions, which relate to superposed natural eigenmodes of higher frequency, occur similar in Figure 15. The highest surface velocities appear shortly after a macroscopic transition from stick to slip.

Since the orbital indices depend on the observed vibration patterns, a recognition and distinction of creep groan is possible. Moreover, the general low-frequency NVH criticality can be determined.
Figure 14: Both no creep groan / disp.-disp. and disp.-vel. patterns of calliper anchor x- and z-acceleration signal time integrals for 0.18 s.
Figure 15: 87|89 Hz creep groan / disp.-disp. and disp.-vel. patterns of calliper anchor x- and z-acceleration signal time integrals for 0.18 s.
Figure 16: 22|23 Hz creep groan / disp.-disp. and disp.-vel. patterns of calliper anchor x- and z-acceleration signal time integrals for 0.18 s.
5.3 Comparison of statistical characteristics

- **interface force (experiment / simulation)**

Different creep groan phenomena favour different characteristics of the dynamic forces between lower control arm bushings and vehicle body, see [24, 26]. In the following, the y-force at the hydro bushing is analysed. Its quasi-static proportion relates to the system pretension which depends on brake pressure and coefficient of friction. The dynamic proportion of this y-force relates to the vibration behaviour.

Figure 17, Figure 18 and Figure 19 show results for 0.18 s time segments. The y-force associated values of arithmetic mean, range and sample standard deviation as well as the values of both empirical metrics are listed in Table 5 (Appendix).

![Figure 17: Both no creep groan / hydro bushing y-force signal for 0.18 s.](image1)

![Figure 18: 87/89 Hz creep groan / hydro bushing y-force signal for 0.18 s.](image2)
Both almost vibration-free examples in Figure 17 reveal a sinusoidal oscillation of low amplitude. In case of creep groan, the y-force signal reflects the first-order bending deflection of the suspension strut assembly. This elastic deformation is mainly involved in the 87 and 89 Hz examples, see Figure 18. However, it also appears for the 22 and 23 Hz examples which are dominated by elastic hydro bushing deformations, see Figure 19. Either way, the highest absolute y-force appears shortly prior to each macroscopic transition from stick to slip. Different y-force characteristics in experiment and simulation most likely indicate weaknesses of the hydro bushing’s FE model implementation.

Creep groan leads to an increased y-force range and an increased y-force sample standard deviation. A distinction between the two types in Figure 18 and Figure 19 is probably possible. The y-force arithmetic mean depends on brake pressure and coefficient of friction. It is used to normalise one of the empirical metrics. Based on this normalised value, a recognition and distinction of creep groan can be achieved if integer numbers of stick-slip vibration cycles or sufficiently long time series data are considered.

- **averaged friction pair condition (simulation)**

The contact status is relevant for 231 mesh nodes per lining. The optional specific states are defined as gap, slip and stick. These have freely chosen number values of 0, 1 and 2, compare with [20]. All additional mesh nodes at the lining chamfer are always in specific gap status.

An exemplary post-processor snapshot of continuous macroscopic slip is shown in Figure 20. Accordingly, mesh nodes in specific stick status and mesh nodes in specific slip status appear simultaneously.
In the following, the averaged contact status is analysed. It is shown for 0.18 s time segments in Figure 21, Figure 22 and Figure 23. Again, each calculated value is listed in Table 5 (Appendix).

The upper part of Figure 21 confirms the absence of macroscopic stick-slip. The lower part of Figure 21 represents Figure 20. Note that mesh nodes in specific stick status at this arbitrary point in time also change to specific slip status during the 0.18 s time segment. Certainly, these changes appear vice versa as well.

The averaged contact status in Figure 22 clearly indicates the 89 Hz stick-slip vibration. The four exemplary node assignments show typical transitions. These transitions have no detectable macroscopic pattern. A comparable random transition behaviour of all mesh nodes also occurs for the 23 Hz stick-slip vibration, see Figure 23.

Figure 20: No creep groan / contact status (gap / slip / stick) specific node assignment example of continuous macroscopic slip.

Figure 21: No creep groan / averaged friction pair contact status signal for 0.18 s and specific node assignment example.
Based on the freely chosen number values of 0, 1 and 2 for the averaged friction pair contact status, macroscopic stick-slip leads to an increase of arithmetic mean, range and sample standard deviation. The empirical metric according to Equation 17 can be used for a simulative distinction between the two most relevant types of stick-slip vibrations. Again, integer numbers of stick-slip vibration cycles or sufficiently long time series data have to be considered.

6 CONCLUSIONS

Suitable subsystem investigation methods and efficient data analysis techniques are necessary to reveal problematic creep groan already at early stages of the brake development pro-
cess. For this purpose, experimental and simulative approaches at vehicle corner level as well as different rating criteria are discussed in this paper.

Concerning an exemplary MacPherson setup with floating calliper brake system, two different creep groan phenomena were identified. Depending on the applied operational parameter combinations in experiment and simulation, fundamental stick-slip intervals were at roughly 90 or 20 Hz. Certainly, vibration-free conditions were identified as well.

To objectively compare experiments and/or simulations in terms of creep groan, three kinds of metrics were calculated in MATLAB based on time series data. These are physically reasonable, purely synthetic and statistical metrics. Thereby obtained absolute quantities are listed in Table 5 (Appendix). These abstract number values are helpful for efficient data evaluations and large-scale result validations.

A normalised summary of the most promising rating criteria is given in Table 3. Concerning each comparison metric, the smallest value relates to 0 % and the largest value represents 100 %. This normalisation is done separately for experiment and simulation. Similar creep groan phenomena lead to comparable percentage spans. Thus, the identification, categorisation and validation of typical brake creep groan vibrations is possible.

<table>
<thead>
<tr>
<th>norm. comparison metric</th>
<th>symbol</th>
<th>norm. unit</th>
<th>experiment: . Hz</th>
<th>simulation: . Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>rel. spectral contents (no lg)</td>
<td>$L_{rel,req}$</td>
<td>ms²/ms² in</td>
<td>0 64 100</td>
<td>0 50 100</td>
</tr>
<tr>
<td></td>
<td>$L_{rel,req}$</td>
<td>$J$/$J$ in</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>rel. orbital indices</td>
<td>$A_{or}$</td>
<td>mm²/mm² in</td>
<td>0 2 100</td>
<td>0 5 100</td>
</tr>
<tr>
<td></td>
<td>$A_{or}$</td>
<td>mm²/s/mm² in</td>
<td>0 13 100</td>
<td>0 6 100</td>
</tr>
<tr>
<td>rel. statistical characteristics</td>
<td>$F_{stat}$</td>
<td>kN/kN in</td>
<td>100 43 0</td>
<td>100 46 0</td>
</tr>
<tr>
<td></td>
<td>$S_{stat}$</td>
<td>-/- in</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Table 3: Summary of relativised quantities of suitable comparison metrics in experimental and/or simulative validation.

To confirm or improve the proposed comparison metrics, a next step might be an extended operational parameter study. Attention might be given to situational weighting factors depending on the most common real-world operational parameter combinations. Modified psycho-acoustic evaluation metrics might be applicable as well.
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### APPENDIX

<table>
<thead>
<tr>
<th>input file keyword</th>
<th>classification (...) / purpose</th>
<th>( \Sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NODE</td>
<td>/ mesh</td>
<td>3438</td>
</tr>
<tr>
<td>SOLID</td>
<td>C3D8 (linear 8-node hexa)</td>
<td>1512</td>
</tr>
<tr>
<td></td>
<td>C3D6 (linear 6-node penta)</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>C3D4 (linear 4-node tetra)</td>
<td>12</td>
</tr>
<tr>
<td>RIGID</td>
<td>R3D4 (3-d with 4 nodes)</td>
<td>332</td>
</tr>
<tr>
<td>SHELL</td>
<td>S4 (linear 4-node)</td>
<td>257</td>
</tr>
<tr>
<td></td>
<td>S3R (linear 3-node reduced integration)</td>
<td>59</td>
</tr>
<tr>
<td>BEAM</td>
<td>B31 (linear 3-d Timoshenko)</td>
<td>217</td>
</tr>
<tr>
<td>CONNECTOR</td>
<td>BUSHING (2 nodes) / elasticity; damping</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>SLIDE-PLANE / calliper anchor to pad backing plates</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>CYLINDRICAL / calliper anchor to sliding pins and floating calliper to piston</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>SLIPRING + RETRACTOR / wheel rotation including torque and force</td>
<td>1</td>
</tr>
<tr>
<td>MASS</td>
<td>/ point inertia</td>
<td>21</td>
</tr>
<tr>
<td>COUPLING</td>
<td>KINEMATIC</td>
<td>21</td>
</tr>
<tr>
<td>ROTARY</td>
<td>/ point inertia</td>
<td>16</td>
</tr>
<tr>
<td>BOUNDARY</td>
<td>DISPLACEMENT / control arm bushings; strut top support; track rod</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>VELOCITY (amplitude) / longitudinal ground excitation</td>
<td>1</td>
</tr>
<tr>
<td>RIGID BODY</td>
<td>SHELL / disk; calliper; piston</td>
<td>3</td>
</tr>
<tr>
<td>DLOAD</td>
<td>DSLOAD (amplitude) / hydraulic brake pressure application</td>
<td>2</td>
</tr>
<tr>
<td>CONTACT</td>
<td>GENERAL CONTACT (finite sliding tracking; default penalty method; surface to surface / disk (master) to linings (slave))</td>
<td>2</td>
</tr>
<tr>
<td>SURFACE INTERACTION</td>
<td>FRICTION (exponential decay function) / disk to linings</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4: Appendix: FE model subjects with quantities.
<table>
<thead>
<tr>
<th>comparison metric</th>
<th>experiment: Hz creep groan</th>
<th>simulation: Hz creep groan</th>
<th>observed system; measurand; time span ( \Delta t )</th>
<th>value description</th>
</tr>
</thead>
<tbody>
<tr>
<td>symbol</td>
<td>no 87 22</td>
<td>no 89 23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>spectral contents</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L_{A(50,500)} ) dB re 1 m/s²</td>
<td>-12.25 18.66 20.63</td>
<td>-5.61 23.15 26.12</td>
<td>calliper anchor top; xz-acceleration;1 s</td>
<td>xz-amp. RMS sum (incoherent) from 50 to 500 Hz</td>
</tr>
<tr>
<td>( L_{A(5,1000)} ) dB re 1 m/s²</td>
<td>-10.51 18.92 21.91</td>
<td>-3.27 23.23 26.86</td>
<td></td>
<td>xz-amp. RMS sum (incoherent) from 5 to 1000 Hz</td>
</tr>
<tr>
<td>orbital indices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A_{Ux</td>
<td>Uz} ) mm²</td>
<td>0.00142 0.001143 0.040554</td>
<td>0.000099 0.002402 0.045050</td>
<td>disp.-disp. face area ( U_x ) by ( U_z )</td>
</tr>
<tr>
<td>( A_{Ux</td>
<td>Vx} ) mm²/s</td>
<td>0.045793 1.465373 15.112720</td>
<td>0.078819 1.126600 26.102998</td>
<td>disp.-vel. portrait area ( U_x ) by ( V_x )</td>
</tr>
<tr>
<td>statistical characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( F_{\text{avg}} ) kN</td>
<td>-1.1057 -0.9797 -4.9301</td>
<td>-1.0319 -1.0471 -4.2695</td>
<td>hydro bushing boundary interface; y-force</td>
<td>arithmetic mean of y-force</td>
</tr>
<tr>
<td>( F_{\text{rang}} ) kN</td>
<td>0.0341 0.0962 0.7081</td>
<td>0.0543 0.2269 1.4531</td>
<td>range of y-force</td>
<td></td>
</tr>
<tr>
<td>( F_{\text{std}} ) kN</td>
<td>0.0077 0.0282 0.2362</td>
<td>0.0157 0.0548 0.3995</td>
<td>sample standard deviation of y-force</td>
<td></td>
</tr>
<tr>
<td>( F_{\text{emp}} ) kN</td>
<td>0.0496 0.1526 1.1806</td>
<td>0.0856 0.3365 2.2521</td>
<td>empirical sum: ( F_{\text{emp}} = 2 \times F_{\text{std}} + F_{\text{rang}} )</td>
<td></td>
</tr>
<tr>
<td>( F_{\text{nor}} ) kN</td>
<td>-0.0448 -0.1557 -0.2395</td>
<td>-0.0830 -0.3214 -0.5275</td>
<td>norm. empirical sum: ( F_{\text{nor}} = F_{\text{emp}} / F_{\text{avg}} )</td>
<td></td>
</tr>
<tr>
<td>statistical characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_{\text{avg}} )</td>
<td>x x x</td>
<td></td>
<td>disk surface to linings; averaged contact status</td>
<td>arithmetic mean of averaged contact status</td>
</tr>
<tr>
<td>( S_{\text{rang}} )</td>
<td></td>
<td>x x x</td>
<td>range of averaged contact status</td>
<td></td>
</tr>
<tr>
<td>( S_{\text{std}} )</td>
<td>x x x</td>
<td>0.0801 0.9502 0.8961</td>
<td>sample standard deviation of averaged contact status</td>
<td></td>
</tr>
<tr>
<td>( S_{\text{emp}} )</td>
<td></td>
<td>x x x</td>
<td>empirical sum: ( S_{\text{emp}} = 2 \times S_{\text{std}} + S_{\text{rang}} )</td>
<td></td>
</tr>
<tr>
<td>( S_{\text{nor}} )</td>
<td>x x x</td>
<td>0.0963 1.2038 0.7889</td>
<td>norm. empirical sum: ( S_{\text{nor}} = S_{\text{emp}} / S_{\text{avg}} )</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Appendix: absolute quantities of all applied comparison metrics in experimental and/or simulative validation.
<table>
<thead>
<tr>
<th>abbreviation</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>artificial neural network</td>
</tr>
<tr>
<td>CEA</td>
<td>complex eigenvalue analysis</td>
</tr>
<tr>
<td>CGI</td>
<td>creep groan index</td>
</tr>
<tr>
<td>CGM</td>
<td>creep groan map</td>
</tr>
<tr>
<td>CSTATUS</td>
<td>contact status of lining nodes</td>
</tr>
<tr>
<td>F</td>
<td>force</td>
</tr>
<tr>
<td>FE</td>
<td>finite element</td>
</tr>
<tr>
<td>FFT</td>
<td>fast fourier transform</td>
</tr>
<tr>
<td>K</td>
<td>kinetic</td>
</tr>
<tr>
<td>L</td>
<td>dB level</td>
</tr>
<tr>
<td>MBS</td>
<td>multi-body system</td>
</tr>
<tr>
<td>N</td>
<td>normalisation</td>
</tr>
<tr>
<td>NVH</td>
<td>noise, vibration, harshness</td>
</tr>
<tr>
<td>ODS</td>
<td>operating deflection shape</td>
</tr>
<tr>
<td>ONI</td>
<td>objective noise index</td>
</tr>
<tr>
<td>RMS</td>
<td>root mean square</td>
</tr>
<tr>
<td>S</td>
<td>status</td>
</tr>
<tr>
<td>SPL</td>
<td>sound pressure level</td>
</tr>
<tr>
<td>U</td>
<td>synthetic sum component of Ux and Uz</td>
</tr>
<tr>
<td>Ux</td>
<td>displacement in x-direction</td>
</tr>
<tr>
<td>Uz</td>
<td>displacement in z-direction</td>
</tr>
<tr>
<td>V</td>
<td>synthetic sum component of Vx and Vz</td>
</tr>
<tr>
<td>Vx</td>
<td>velocity in x-direction</td>
</tr>
<tr>
<td>Vxz</td>
<td>geometric sum of Vx and Vz</td>
</tr>
<tr>
<td>Vz</td>
<td>velocity in z-direction</td>
</tr>
<tr>
<td>a</td>
<td>acceleration</td>
</tr>
<tr>
<td>abs.</td>
<td>absolute</td>
</tr>
<tr>
<td>amp.</td>
<td>amplitude</td>
</tr>
<tr>
<td>amv</td>
<td>arithmetic mean value</td>
</tr>
<tr>
<td>dB re</td>
<td>deciBel (decadic logarithm) regarding</td>
</tr>
<tr>
<td>disp.</td>
<td>displacement</td>
</tr>
<tr>
<td>fund.</td>
<td>fundamental</td>
</tr>
<tr>
<td>mtr1, mtr2</td>
<td>customised statistical metrics</td>
</tr>
<tr>
<td>norm.</td>
<td>normalised</td>
</tr>
<tr>
<td>rel.</td>
<td>relative</td>
</tr>
<tr>
<td>rng</td>
<td>range</td>
</tr>
<tr>
<td>std</td>
<td>sample standard deviation</td>
</tr>
<tr>
<td>vel.</td>
<td>velocity</td>
</tr>
<tr>
<td>1-d</td>
<td>1-dimensional</td>
</tr>
<tr>
<td>2-d</td>
<td>2-dimensional</td>
</tr>
<tr>
<td>3-d</td>
<td>3-dimensional</td>
</tr>
</tbody>
</table>

Table 6: Appendix: nomenclature.
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Abstract. Bolted joints are one of the oldest and widely-used means of connecting parts of technical installations. For mission-critical and expensive assets, periodic inspection of bolted joints is the conventional way of ensuring the assets' structural integrity, and hence their safe operation. Currently, the inspections require hours of physically demanding and monotonic work, as in practice it often means re-tightening the bolts. Thus, the asset maintenance units will benefit from a simpler and less demanding technique, which would allow checking the correct bolt tightening and notifying if a bolt is loose.

For the last three years, a joint research team led by the Technical University of Denmark in collaboration with Brüel & Kjær and Karlsruhe Institute of Technology was conducting a project, where vibrations, artificially induced in a bolted joint, were utilized for estimation of the static axial force acting in the bolt. The presented paper provides an overview of the project, lists the numerous challenges the project had to deal with and describes what was learned and achieved.
1 INTRODUCTION

Bolted joints are one of the most used means of connecting parts of technical installations. For mission-critical assets, held together by bolted joints, regular inspections of proper bolt tightness are mandatory for certification and safe operation. As the bolt tension is impossible to measure and check in-situ, most of such inspections today are performed using a torque wrench. This procedure could potentially lead to the overtightening of bolts, which is undesirable. With large structures and heavy bolts, using a torque wrench, the bolt inspection procedure becomes a monotonous and physically demanding work, often conducted in tough environments. That is why a simpler and less demanding technique of checking bolt tightness is on high demand in many industries.

The abovementioned became a motivation for establishing the VEBJI project, a collaborative work between Technical University of Denmark (DTU), Brüel & Kjær and Karlsruhe Institute of Technology. VEBJI stands for Vibration for Estimating Bolted Joints Integrity. As it follows from the title, the project aims in utilizing vibrations, artificially induced in a bolt, as the source of information regarding its tension. As a starting point, we used an observation that, when impacted, a well-tightened bolt sounds differently from a loose one [1]. An impact excites different types of vibrations in the bolt, and some of them cause acoustic waves in the audible range, which a human being can perceive and judge. Thus, it was suggested to study how the bolt tension affects its vibrations, and possibly propose a technique for detecting loose bolts, based on the analysis of bolt transient vibrations, excited, for example, by impacting the bolt with a hammer.

There are alternative methods for bolt tightening check, a review can be found in [2]. Besides torque wrench and hydraulic tensioners, which are used for controllable bolt tightening, the most developed technique for controlling bolt tension is by check bolt elongation utilizing ultrasonic transducers. Commercial solutions employing this technology exist, for example, i-Bolt® by ERREKA [3] can be named as one of them. The drawbacks of the technique are the sensitivity to temperature and special requirement to machining of the bolts’ butt-ends.

Two pilot studies, conducted by DTU students as master projects [4], [5], demonstrated that indeed the vibration patterns of tightened and loose bolts are different. Comparing a tightened / loose bolt with a differently tightened guitar string, it is natural to expect the difference in the pitch of the radiated sound. However, in the bolt case, audibly, the difference in pitch is hardly distinguishable. But in contrast, the tightened bolt produces a clear ringing sound, whilst the sound from a loose bolt is rather dull, i.e. decaying faster and containing less high-frequency content. The idea of the pilot projects was to find some properties in the measured vibration signal that can be utilized to characterized bolt tension. In structural health monitoring literature, these properties are often called features. Farrar and Worden in [6] provide the following definition: “A damage sensitive feature is some quantity extracted from the measured system response data that indicates the presence (or not) of damage in a structure”. Alongside with the abovementioned natural frequencies and damping, other vibration features and / or their combinations are possible, for example, the ratio of natural frequencies, modal interaction, attack time, amplitudes of nonlinear harmonics, etc.

However, it was not straightforward to find the features of the measured vibration signals that could in a robust way indicate if the bolt is well-tightened or not. As bolt tightening features, [4] attempted the natural frequencies and damping of the lowest transverse modes, and in [5] the authors attempted psychoacoustic metrics, the vibration energy decay rate, and spectral centroids. Generally, the results of the two projects were not satisfactory, however, the projects indicated that the experimental work needs to be promoted to a much higher quality level to ensure the experiments being more controllable and reproducible. Alongside that, it became
clear that a better understanding of bolt vibrations is required to explain what was observed during the experiments. These altogether became the groundwork for the VEBJI project.

The paper is built as follows: Section 2 describes the extensive measurement campaign, followed by Section 3, which introduces a model of a single-bolt joint. Section 4 concerns multi-bolt joints. Section 5 touches practical considerations for real-life scenarios. Finally, section 6 introduces the on-going research.

2 EXPERIMENTAL WORK

It was decided to start the project with an extensive measurement campaign, in an attempt to experimentally study the vibration patterns of differently tightened bolts in well-controlled environments and examine the vibration features that are correlated with the bolt tension. The results of the test campaign were thought to initiate the theoretical studies aimed to understand and explain what was observed during the experiments, and theoretically check the applicability of the found vibration features to different bolt sizes and bolted joint configurations.

During the pilot projects, the bolts were tightened using a torque wrench. It was suspected that the torque wrench was the main source of the observed variability. Indeed, applying the wrench in numerous tightening/untightening circles deforms the threads of the bolt and the nut, and damages the mating surfaces of the bolt, washers and the test rig. To retain the geometric and material properties of the test setup, it was decided to replace the torque wrench with a hydraulic tensioner. During the tightening process, the tensioner is pressurized using a hand pump, causing the bolt elongation. Then the nut is finger tightened. After the pressure release, the bolt contracts and compresses the test rig [7].

It is known that a torque wrench is a highly inaccurate tool with the variation of torque-to-tension up to 30% [8]. In the initial experiments conducted in the frame of the pilot studies, a strain gauge mounted on the bolt body was used to estimate its tension. This arrangement was proved to be impractical as the strain gauge is a very delicate sensor, and it requires a special test rig design to allow cabling. Subsequently, the strain gauge was replaced by a force washer directly measuring the compressing force, which is proportional to the bolt’s tension.

Considering bolt excitation, it was decided to employ impact excitation as the most practical one. The pilot studies demonstrated that transverse vibrations can be easily excited by impacting the bolt at any point and in any direction. Even an impact in axial direction could excite transverse vibrations (this was later investigated in [9]). For the experiments, the excitation in the transverse direction was chosen.

To catch a possible nonlinear behavior of the bolt, it is necessary to excite the bolt by a well-controllable excitation force with increasing strength. To achieve this, a special pendulum-hammer was designed, where the impact strength was controllable by the initial inclination of the pendulum, and the impact force was measured by a force transducer.

In contrast to the pilot studies, in the VEBJI test campaign, the vibration signal was measured by two miniature accelerometers mounted on the bolt head. One accelerometer was aligned to measure in the direction of the impact, and another in the direction perpendicularly to the first one. This improvement allowed measuring bolt vibration in both transverse directions.

The experiment (the setup is shown in Figure 1), is described in full detail in [10], [11], [12], here a brief overview is given. It was a rather extensive test campaign, two types of bolts were tested, M12x260 and M12x140; the bolt was tightened in 10 load steps, in the range from approximately 0.07 of the yield stress $\sigma_y$ to approximately 0.8 $\sigma_y$ (the nominal bolt tension for this class of bolts is 0.7 $\sigma_y$). At each tension level, the bolt was impacted with four increasing impact strengths, and each measurement was conducted three times. To ensure repeatability, the experiment was repeated three times, including the full disassembly of the test rig. During
the experiments, 720 time-histories were acquired with a high sampling rate, each time history consisted of two acceleration signals and the impact force signal.

2.1 Overview of the measurement campaign results

A typical acceleration signal is shown in Figure 2a. As the bolt is a nearly symmetrical structure, one can expect the pairs of transverse modes of vibration with almost identical natural frequencies. The spectra in Figure 2b show the peaks corresponding to the first pair of modes (just below 1 kHz) and the second pair of modes (above 2.5 kHz). The double peaks are (sometimes) distinguishable in the zoomed view (as shown). Applying a narrow band-pass filter (BPF) around the natural frequencies of the modes’ pairs, it was possible to separate the pairs in the time domain; the resulting filtered signals $a_1(t)$ and $a_2(t)$ measured in the direction of the impact and the perpendicular direction, respectively, are shown in Figure 2c, together with their envelopes and the envelope of $a_2(t) = \sqrt{a_1(t)^2 + a_2(t)^2}$.

The amplitudes of the measured signals in Figure 2c is slowly modulated, which is a characteristic of a beating, the phenomenon which appears when two sinusoidal signals with slightly different frequencies are added together. The frequency of the modulation is then equal to the difference between the frequencies of the sinusoids. In [13], the likely explanation is provided: both modes of the first pair are excited by the hammer impact, and the modal response is the exponentially decaying sinusoidal oscillation at the damped natural frequencies of the mode. The system is effectively linear, and the two modes do not interact but the accelerometers pick up the mixture of both sinusoids, resulting in the observed beating. Another plausible
Figure 2. Measure signal and signal processing (from [11]). a) Raw acceleration signal measured in the impact direction. b) Spectra: blue - the spectrum of the raw signal, dash line – after applied BPF around the first natural frequency, dot-line – after applying BPF around the second natural frequency. Vertical dot-dash lines – the cut-off frequencies of the applied BPF. c) Two transverse acceleration signals $a_x(t)$ and $a_y(t)$, after applying BPF around the first transverse resonant frequency. Thin dash lines – their envelopes. Thick dash line – the envelope of $a_x(t) = \sqrt{a_1(t)^2 + a_2(t)^2}$.

Explanation involves a non-linear interaction (i.e. energy exchange) between the two transverse modes, as explained in [14].

Based on the observations during the experiment, numerous vibration characteristics were considered as potential features [12], including natural frequencies, modal damping, modes interaction inside and outside the pairs, variation in time of the instantaneous natural frequencies and damping, input/output linearity, impact duration, etc. These characteristics were correlated with bolt’s tension and their reproducibility was checked using available time histories. Based on the analysis, two characteristics were studied in detail, as they demonstrated solid correlation
with the bolt tension: the natural frequency of the transverse vibrations and the corresponding modal damping. The other attempted potential features did not demonstrate the sufficient correlation with bolt tension or were not sufficiently reproducible.

2.2 Selected features

Natural frequencies
The natural frequencies obtained by zero-cross counting of the filtered signal are shown in Figure 3. As expected, there is a strong correlation between the natural frequencies and the bolt tension, observed for both long and short bolts.

Damping ratio
The effective linear damping ratio of the first mode was estimated by fitting the exponential decay to the envelope of the filtered signal $d_2$ (Figure 2c). The damping ratio decreases with increasing bolt tension, as shown in Figure 4, [11] and [12]. In absolute values, the damping ratios

Figure 4. The damping ratio of the first mode as a function of the bolt tension for the long (left) and short (right) bolts (from [11], [12]). Legend is the same as in Figure 3.
Figure 5. Distribution of the points with coordinates (normalized frequency; normalized damping) (from [12]). The markers’ color and size correspond to the tension of the bolt.

Differ for the long and short bolt, however, if scaled with the bolt slenderness ratio, the damping ratio becomes invariant to bolt sizes. The slenderness ratio is defined as $s = l/\sqrt{I/A}$, where $l$, $I$ and $A$ are bolt’s length, the moment of inertia of bolt’s section and area of bolt’s section, respectively. The theoretical explanation of this interesting observation is provided in [12].

**Combined frequency and damping feature**

The combination of the normalized natural frequency and damping ratio into a single bolt tension feature was suggested in [12] and is shown in Figure 5 for both long and short bolts. The frequency and damping are normalized by the respective characteristics of the nominally tightened bolt. In Figure 5 the points corresponding to the well-tightened bolts are concentrated in the bottom-right corner, whilst those of the relatively loose bolts are spread along the dashed line leading towards the upper-left corner of the plot.

**Discussion**

During the experiments, it became clear that the frequency and damping, either separately or combined, can be considered as reliable qualitative indicators of bolt tension. The next natural step would be suggesting a model explaining the experimentally observed phenomena and providing a quantitative relation between the measured vibration properties and the unknown bolt tension.

3 MODELLING A SINGLE-BOLT JOINT

From the first glance, it is natural to model a tightened bolt as a pre-stressed clamped-clamped beam. For such a beam the dependence of the $i$-th transverse natural frequencies from the tension is well-known [15],

$$\omega_i = \frac{\lambda_i}{l} \sqrt{\frac{E}{\rho}} \left( 1 + \frac{\sigma}{E} \left[ \frac{K_i s}{\lambda_i^2} \right]^2 \right), i = 1, 2, \ldots$$

where $l$ is the length of the beam, $s$ is the slenderness ratio, $\sigma$ is the axial stress, $E$ and $\rho$ are beam’s material Young’s modulus and density, respectively and $K_i$ and $\lambda_i$ are non-dimensional constants, depending on the $i$-th mode shape.

As it follows from (1), the square of the natural frequencies is directly proportional to the axial stress $\sigma$, and thus to the bolt tension. Figure 6 shows the corresponding line on top of the experimental results (adjusting the length $l$ to fit the high values of $\sigma$). Apparently, for the long
bolt, the fit is good for a wide range of $\sigma$, and less for the short bolt. Common for both cases, the fit is not good for low tension levels (circled), indicating that the clamped-clamped beam model does not reflect reality at low levels of tension.

The study [10] suggested an extended model that could explain the observed behavior at the full range of the tension levels. The model (Figure 7) consists of a Bernoulli-Euler beam, subjected to an axial tensile force $\sigma A$, and supports at both ends, which both have translational and rotational stiffnesses, $k_u$ and $k_\theta$, respectively. To reflect reality, where the bolt tension affects the contact stiffness, in the model, these stiffnesses are functions of the axial force. For high levels of $\sigma A$, the stiffness values approach infinity, and the beam boundary conditions become clamped-clamped.

With the model in hand, the next task is to obtain the stiffness parameters and their dependence on tension. In [16] it was demonstrated that it is possible to estimate the stiffness parameters from the measured natural frequencies of the beam. Another approach was taken in [10], where the model of the contact between the mating surfaces was introduced. It was noticed that the contact surfaces in real structures are rough, which is manifested as a distribution of tiny asperities at a micro-scale level, whose interactions can be thought of as springs connecting the mating surfaces. It was observed that the normal (interfacial) stiffness increases with the increase of the contact pressure. Using the asperities-based contact model (Figure 8), it was possible to obtain the values of $k_u$ and $k_\theta$, which resulted in quite good agreement with the measured data, for the full range of tension (Figure 9).

The study [17] extended the model suggested in [10] (Figure 8), by the damping elements, which were added to all springs. It was shown that assuming the damping linearly proportional to the rotational and translational stiffnesses, one can get quite a good agreement with the experimental results shown in Figure 4. Apparently contradicting though, is that the underlying

Figure 6. Square of the first natural frequency $\omega_1$ as function of bolt tension $\sigma$. The markers denote experimental results; dashed line is the model according to (1). Left – long bolt, right – short bolt. The red ovals indicate the region where the clamped-clamped beam model is not suitable (from [10]).

Figure 7. The model suggested in [10].
microscale damping mechanism is essentially nonlinear, whilst the collective macroscale behavior is linear. The study [17] suggested a model, which demonstrated that the non-linear multi-degree-of-freedom asperities-based model can be effectively converted to a single-degree-of-freedom model with a cubic nonlinearity, and further showed that the nonlinear term vanishes as the number of asperities increase, thus validating the observed effective linearity in damping.

Figure 9. Qualitative comparison of the experimental results (markers), the clamped-clamped model (1) (red dashed line) and the extended model (Figure 7) (blue curve). Left / right columns – long / short bolts; Top / bottom rows – first / second natural frequencies (from [17]).
4 MODELLING MULTI-BOLT JOINT

In studies [18], [19], another aspect of the bolt tension estimation problem was investigated. As the most bolted joints consist of many nearly identical bolts tightened to almost identical levels, the bolts will have very similar boundary conditions and thus almost identical natural frequencies. In a likely case of very light damping, a frequency response measured on one bolt after an impact might include the vibrational response of other bolts. So, a question arises, if it is possible to separate which frequencies belong to which bolt. To start with, analytical, numerical and experimental models of a structure with two identical bolts were established (Figure 10).

It was found that, if the bolts have identical or very similar tension, the system behaves as a whole, and it is impossible to assign natural frequencies to a single bolt, as the global in-phase and anti-phase modes arise. However, if the bolts’ tensions are different, their modes can be considered as local, the bolts can be considered separately, and the single-bolt model is fully applicable.

5 PRACTICAL CONSIDERATIONS

One of the aims of the VEBJI project was to explore feasible methods for estimating bolt tension having potential for industrial application. It is apparent (Figure 5), that the studied vibration features are suitable for distinguishing a nominally tightened bolt (0.7 \( \sigma_y \)) from a very loose one (\( < 0.3 \sigma_y \)). However, the ambition of the project was to be able to distinguish a nominally tightened bolt from the slightly under- and over-tightened ones, for example, to be able to find the tension within \( \pm 0.1 \sigma_y \) around the nominal tension 0.7 \( \sigma_y \). In this region the vibration-based features have a low sensitivity to the tension (Figure 3, Figure 4), i.e. the value of the feature changes little with the significant change of the tension level. As the vibration features are obtained from noisy measurements, it makes it challenging to develop a robust technique for estimating the tension with the desirable precision.

![Diagram](image1.png)

Figure 10. Two bolts structure from [19]: a) Analytical model; b) Experimental setup; c) COMSOL model
The study [20] attempted to suggest and test the algorithm that employs the first transverse natural frequency as the vibration feature, and then takes the next step towards classification, i.e. distinguishing the loose bolts from the tightened ones. The algorithm uses the gradient of the first natural frequency with respect to the tension from the clamp-clamp beam model (1). Also, the algorithm assumes that initially the bolt was tightened to the nominal tension value. The latter is used as the reference for the subsequent tension checks. The propagation of the uncertainty of the measured vibration feature to the uncertainty of the estimated bolt tension was conducted following the Delta method [21]. The variability of the vibration features was estimated by measuring the first transverse natural frequency of a big number of similar bolts holding a wind turbine blade on the test rig (Figure 11). It was concluded that the described above approach is not readily feasible, and it was suggested that the following can potentially improve the technique: 1) Improvements of the excitation/measurement/signal processing procedures; 2) Employing more sensitive features; 3) Combining several vibration features.

6 ON-GOING RESEARCH

The study [9] paved a way to another promising technology developed in the frame of VEBJI, which is currently patent pending [22]. In [9], it was analytically shown and numerically demonstrated that the boundary stiffnesses parameters (Figure 7) can be estimated from measured transverse natural frequencies. However, the method requires identification of a high number of modes, which is difficult to measure in practice (with hammer excitation only the first two transverse modes can be reliably identified). The new method suggests changing the dynamic properties of the bolt in a controllable way, by adding a known mass to the threaded end.

Figure 11. A test rig (wind turbine blade test bench) used to test the classification algorithm suggested in [20].
of the bolt. Thus, adding one or two masses to the bolt and measuring the first few natural frequencies, it is possible to estimate the tensional force acting in the bolt; the details of the method are presented in [23].

In the multi-bolt scenario, it is also anticipated that adding mass to the bolt end will make its dynamics different from the dynamics of the surrounding bolts; this will facilitate distinguishing the response of the tested bolt from the others (see Section 4).

As it was observed during the experiments, with hammer excitation employed, it is only possible to reliably identify the first two transverse modes, mainly due to the lack of excitation energy at the higher frequency range. The attempt to use the method in a real-life scenario, described in Section 5, also called for the improvement of the applied excitation and signal processing procedures. An approach to deal with this problem is to replace the hammer impacts with excitation by piezoelectric elements [24], which are generally more efficient at higher frequency ranges.

CONCLUSION

The paper describes the challenges, learnings, and achievements of the VEBJI project, whose aim was to generate knowledge and potentially develop a technique for estimating bolt tension using vibrations artificially excited in a bolt.

The study demonstrated that it is rather straightforward to distinguish a well-tightened bolt from a loose one, which could be done using the natural frequency and damping of the first transverse mode. However, it is more difficult to distinguish a nominally tightened bolt (characterized by axial stress \(\sigma_0\)) from slightly under- or overtightened ones (\(< 0.9 \sigma_0\) and \(> 1.1 \sigma_0\), respectively). Though the added mass method (Section 6) produces promising results, it still needs to be tested for multi-bolt joints scenarios.
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Abstract. Identification of nonlinear restoring force (NRF) and dynamic loadings provides useful information for structural damage prognosis (DP). Due to higher complexity of structural nonlinearities, it is difficult to establish an exact parametric mathematical model in prior to describe the nonlinear behavior of a structural member or a substructure under strong dynamic loadings in practice. Moreover, external dynamic loading applied on an engineering structure is usually unknown and only acceleration responses at limited degrees of freedom (DOFs) of the structure are monitored. In this study, a nonparametric NRF and excitation identification approach combining Legendre polynomial and extended Kalman filter with unknown input (EKF-UI) is proposed using limited acceleration measurements fused with displacement measurement for the purpose of eliminating drift problem. The performance of the proposed approach is illustrated via numerical simulation with a multi-degree-of-freedom (MDOF) frame structure equipped with an MR damper mimicking nonlinearity under different unknown loading scenarios. Partial acceleration measurement of the structure polluted by intensive measurement noises is employed for the identification. The parameter identification convergency procedure and the effect of initial estimation errors of structural parameters on the final identification results are investigated. Identified results demonstrate that the proposed approach is capable of identifying structural nonlinear behavior, excitation and dynamic response measurement in a nonparametric way with acceptable accuracy.

1 INTRODUCTION

Structural identification for the purpose of structural health monitoring (SHM) and damage evaluation using vibration measurements has attracted extensive attentions in structural engineering field in the last decades [1, 2]. Generally speaking, structural damage usually results
in changes in structural parameters such as stiffness and damping. Because structural vibration frequencies and modal shapes extracted from dynamic response measurement depend on stiffness, lots of vibration-based structural damage detection approaches have been proposed, where structural damage is represented by a stiffness decrease identified from the extracted structural frequencies and/or modal shapes [3]. Strictly speaking, most of the identification approaches based on eigenvalues and/or modal shapes are only applicable for linear elastic systems. However, structural nonlinearity is a common phenomenon encountered in engineering structures subjected to severe dynamic loading and should be considered during the vibration analysis and the identification for structures [4-6]. Representing damages in a nonlinear dynamic system using the changes in stiffness identified with eigenvalues or modal shapes extracted from dynamic response time history of the system experiencing nonlinearity is doubtful and questionable. Structural nonlinear restoring force (NRF) is a direct director describing the initiation and development of structural nonlinearity and can be used directly to determine the energy consumption during the whole procedure of vibration, which provides more helpful information for damage prognosis (DP) compared with stiffness.

Since it is usually hard to measure structural responses at all degrees of freedom (DOFs) of a structure with lots of sensors, structural identification with only partial structural response measurements has received more attention [7]. A simultaneous NRF and mass identification approach is developed by Xu et al. [8] for multi-degree-of-freedom (MDOF) structures using the EKF with weighted global iteration (EKF-WGI) based on limited absolute acceleration response. However, the conventional EKF approach works well when the information of external inputs to structures is available. Because all external excitations to a structure are not always available in practice, it is important to develop structural nonlinearity and excitation identification algorithms for engineering structures experiencing nonlinearity under dynamic excitations. Yang et al. [9] proposed an adaptive EKF with unknown input (AEKF-UI) approach for the identification of time-varying parameters and unknown external excitations. Lei et al. [10] proposed an algorithm based on sequential application of an extended Kalman estimator (EKE) for the extended state vector of a structure and least-squares estimation (LSE) of its unknown external excitations to detect structural damage with limited input and output measurement signals. This approach is applied for the identification of linear structures where structure damage is described as the decrease in stiffness. For the identification of non-linear structural parameters under limited input and output measurements, an algorithm based on the sequential application of EKE for the parameters of a parametric model describing nonlinearity and the LSE for the unmeasured excitation is proposed [11]. More recently, Liu et al. [12] proposed a data fusion based EKF with unknown inputs (EKF-UI) approach for simultaneously identifying structural parameters and unknown excitations. A general system and unknown inputs simultaneous estimation using EKF-UI approach was proposed by Pan et al. [13] to meet the challenges coming with the unavailability of dynamic response and excitation information. A General Extended Kalman filter with unknown inputs (GEKF-UI) is proposed to estimate the structural parameters and the unknown excitations (inputs) simultaneously to overcome the limitations of the existing EKF methods for the identification of both time-invariant and time-varying systems. In all of the above studies, the parametric models describing the nonlinearity of the structure are assumed and the parameters of the parametric models are identified.

In this paper, a nonparametric structural NRF, excitation, unmeasured dynamic response identification approach based on the Legendre polynomial model and EKF-UI is proposed for nonlinear structure composed of a linear structure and a nonlinear member of a magnetorheological (MR) damper. Data fusion is used to eliminate the drift problem in dynamic responses identification. The proposed approach was numerically validated with MDOF structures
equipped with a MR damper mimicking nonlinear behavior under different excitation forms. The parameter identification convergency procedure and the effect of initial estimation errors of structural parameters on the final identification results are investigated. Identification results show that the proposed method is effective to identify NRF and the unknown excitations when no parametric models describing the nonlinearity of the structure are employed.

2 NONPARAMETRIC NRF AND EXCITATION IDENTIFICATION APPROACH

In physical science and mathematics, the Legendre polynomial is a system of orthogonal polynomials, with a vast number of beautiful properties and innumerable applications. Any piecewise continuous function \( z(x, y) \) with finitely many discontinuities in the interval of \([-1, 1]\) can be expressed by the sequence of sums of a number of Legendre polynomials shown as follows,

\[
z(x, y) \approx \sum_{n=0}^{N} \sum_{m=0}^{M} c_{nm} L_n(x)L_m(y) \quad (1)
\]

where \( c_{nm} \) is the coefficient of the Legendre polynomials of \( L_n(x) \) and \( L_m(y) \), \( N \) and \( M \) are integrals.

The recursive relationship of Legendre polynomials is shown in the following equation,

\[
L_n(x) = \sum_{m=0}^{n} (-1)^m \frac{(2n-2m)!}{2^m m!(n-m)!(n-2m)!} x^{n-2m} \quad (n=0, 1, 2, \ldots) \quad (2)
\]

Figure 1: Flowchart of the presented algorithm for identifying structural parameters and unknown excitations.
In this study, without using any parametric models describing structural nonlinear behavior, the structural NRF could be described in the form of Legendre polynomial of structural relative velocity, relative displacement as shown in the equation (3),

\[ R_{i,j-1}[\dot{x}(t), x(t), \theta] \approx \sum_{h=0}^{k} \sum_{j=0}^{q} c_{i,j-h,j}^{\text{non}} L_h(v'_{i,j-1}) L_j(s'_{i,j-1}) \]

where \( R_{i,j-1}[\dot{x}(t), x(t), \theta] \) is the NRF between the \( i \)th DOF and the \( i-1 \)th DOF, \( v_{i,j-1} \) and \( s_{i,j-1} \) are relative velocity and relative displacement vectors, \( c_{i,j-h,j}^{\text{non}} \) is the coefficient of the polynomial, \( k \) and \( q \) are integers which depend on the nature and extent of the nonlinearity. \( L_h(v'_{i,j-1}) \) and \( L_j(s'_{i,j-1}) \) are Legendre polynomial. The identification flowchart of the proposed method is shown in details in Figure 1, where \( Z, P, f, g, K \) and \( y \) are extended state vector, the covariance matrix of error, external excitation, state equation, Kalman gain matrix and observation vector, respectively.

3 NUMERICAL SIMULATION VALIDATION CONSIDERING DIFFERENT EXCITATION SCENARIOS

To verify and validate the effectiveness of the proposed approach for the state of the structure, the unknown inputs and NRF identification with only partial measurements of acceleration and displacement, numerical studies with a four-story shear frame equipped with a MR damper on the fourth floor to mimic nonlinear behavior of structure under two different excitation scenarios including the direct point excitation and earthquake excitation are carried out. The mass, inter-story stiffness and damping coefficients corresponding to each story of the four-story shear frame are \( m_i = 400 \text{kg} \), \( k_i = 320 kN / m \), and \( c_i = 0.24 kN \cdot s / m \) \((i=1, \ldots, 4)\), respectively.

In the direct analysis of the dynamic response of the nonlinear structure, a parametric model for the employed MR damper is required even it is unnecessary in the identification approach proposed in this study. Here, the modified Dahl model described in the following equation is used [14].

\[ f_{\text{non}}^{\text{MR}} = K_0 s_{i,j-1} + C_0 v_{i,j-1} + F_d Z - f_0 \]

where \( f_{\text{non}}^{\text{MR}} \) is the NRF provided by the MR damper, \( K_0 \) and \( C_0 \) is the stiffness coefficient and damper coefficient of the MR damper, \( F_d \) represents the coulomb frictional force determined by the current intensity, \( s_{i,j-1} \) and \( v_{i,j-1} \) represent the displacement and velocity of the MR damper installed on the \( i-1 \)th floor, \( f_0 \) is the initial force, and \( Z \) is a constant determined by the following equation:

\[ \dot{Z} = \sigma v_{i,j-1}(1 - Z \text{sgn}(v_{i,j-1})) \]

where \( \sigma \) is the hysteresis coefficient of the MR damper. Here, the parameters take the following values, \( \sigma = 50 \text{s} / m \), \( K_0 = 0.05 kN / m \), \( C_0 = 1.995 kN \cdot s / m \), \( F_d = 0.035 kN \), and \( f_0 = 0 \).

Only acceleration responses at the first, second, and fourth floors are used in identification. Simultaneously, the displacement responses on the second and fourth floors are used for data fusion. The acceleration responses are polluted with white noises with 3% noise-to-signal ratio in root mean square. In the iterative process, in order to consider the effect of the initial
values of stiffness and damping coefficients on the identification results. A -20% and a -40% initial estimation error for both stiffness and damping coefficients are considered.

A normalized root-mean-square error (NRMSE) is defined to evaluate the accuracy of the unmeasured dynamic responses as well as the unknown excitation identification results. The NRMSE is defined as follows,

$$\text{NRMSE} = \sqrt{\frac{\sum_{k=1}^{n} (\gamma_k' - \gamma_k^*)^2}{\sum_{k=1}^{n} (\gamma_k')^2}} \times 100\%$$  \hspace{1cm} (6)

in which $n$ is the number of sampling points; $\gamma_k'$ and $\gamma_k^*$ are the identified unknown dynamic responses, NRF and unknown excitation and their actual value of the $k$-th sample time step.

### 3.1 Case1: A point excitation

The nonlinear shear frame structure is subjected to a sinusoidal excitation applied on the third floor. Based on the proposed approach, the inter-story stiffness and the damping coefficients of the corresponding linear part of the structure are identified and the identified results compared with the real values are shown in Table 1. The maximum of the relative errors corresponding to the inter-story stiffness and damping coefficients are 0.62% and 5.42%, respectively.

<table>
<thead>
<tr>
<th>Structural parameters</th>
<th>Real value</th>
<th>Identified value</th>
<th>Error</th>
<th>Structural parameters</th>
<th>Real value</th>
<th>Identified value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1 \ (kN \cdot m^{-1})$</td>
<td>320</td>
<td>319</td>
<td>0.31%</td>
<td>$c_1 \ (N \cdot s \cdot m^{-1})$</td>
<td>240</td>
<td>227</td>
<td>5.42%</td>
</tr>
<tr>
<td>$k_2 \ (kN \cdot m^{-1})$</td>
<td>320</td>
<td>319</td>
<td>0.31%</td>
<td>$c_2 \ (N \cdot s \cdot m^{-1})$</td>
<td>240</td>
<td>239</td>
<td>0.42%</td>
</tr>
<tr>
<td>$k_3 \ (kN \cdot m^{-1})$</td>
<td>320</td>
<td>318</td>
<td>0.62%</td>
<td>$c_3 \ (N \cdot s \cdot m^{-1})$</td>
<td>240</td>
<td>242</td>
<td>0.83%</td>
</tr>
<tr>
<td>$k_4 \ (kN \cdot m^{-1})$</td>
<td>320</td>
<td>320</td>
<td>0.00%</td>
<td>$c_4 \ (N \cdot s \cdot m^{-1})$</td>
<td>240</td>
<td>240</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Table 1: Identified structural parameters (-20% initial parameter error)

Figure 2: Iterative identification process compared with the true values: (a) stiffness on the second floor (b) damping coefficient on the second floor

Further investigation on the effect of different initial estimation errors of structural stiffness and damping coefficients on the iterative processes of the identified parameters and their identification accuracy is carried out and the corresponding results are plotted in Figure 2, whereas the dashed curves are the actual ones for comparison. It is obvious that the identified parameters are able to stably converge to their theoretical values. Figure 3 demonstrates the comparison of the identified displacement on the third floor and the acceleration response on the
second floor with their true results determined by integration. Figure 4 shows the comparison of identified excitation force on the third floor and the MR damper force on the fourth floor with their true results when the initial estimation errors for stiffness and damping coefficients are -20%. From Figures 3 and 4, it can be found the identified results have a good agreement with the true values.

![Figure 3: The comparison of identified dynamic response with their true values (-20% initial parameter error): (a) displacement on the third floor, (b) acceleration on the second floor](image1.png)

![Figure 4: The comparison of identified excitation force and the MR damper force with their true results (-20% initial parameter error): (a) unknown excitation, (b) the hysteresis of MR damper on the fourth floor](image2.png)

<table>
<thead>
<tr>
<th>Identified quantities (-20% initial parameter error)</th>
<th>NRMSE(%)</th>
<th>Identified quantities (-40% initial parameter error)</th>
<th>NRMSE(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement on the 3rd floor</td>
<td>0.001</td>
<td>Displacement on the 3rd floor</td>
<td>0.001</td>
</tr>
<tr>
<td>Acceleration on the 2nd floor</td>
<td>0.014</td>
<td>Acceleration on the 2nd floor</td>
<td>0.099</td>
</tr>
<tr>
<td>Excitation on the 3rd floor</td>
<td>0.048</td>
<td>Excitation on the 3rd floor</td>
<td>0.175</td>
</tr>
<tr>
<td>NRF on the 4th floor</td>
<td>0.086</td>
<td>NRF on the 4th floor</td>
<td>0.817</td>
</tr>
</tbody>
</table>

Table 2: NRMSE results corresponding to the identified dynamic response, excitation and NRF

The NRMSE results for the identified numerical model are shown in Table 2. It can be clearly seen from Table 2 that the values of NRMSE are very small, which indicates the identified results are close to their actual ones. However, different initial parameter estimation errors have no obvious negative influence on the identified results.

3.2 Case 2: Earthquake excitation

A further case where the nonlinear shear frame model is subjected to an earthquake excitation with an acceleration peak value of 0.3g is investigated considering the fact that the nonlinear behavior identification for engineering structures after the exciting of earthquake is
critical. Based on the proposed approach, the inter-story stiffness and damping coefficients of the linear part of the nonlinear structure can be identified and compared with their true values as shown in Table 3. It can be found that the inter-story stiffness can be identified with a very high accuracy even noise-contained acceleration response is employed. The maximum relative error for damping coefficients is 3.33% but is still acceptable.

<table>
<thead>
<tr>
<th>Structural parameters</th>
<th>Real value</th>
<th>Identified value</th>
<th>Error</th>
<th>Structural parameters</th>
<th>Real value</th>
<th>Identified value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1 \left( kN \cdot m^{-1} \right)$</td>
<td>320</td>
<td>320</td>
<td>0.00%</td>
<td>$c_1 \left( N \cdot s \cdot m^{-1} \right)$</td>
<td>240</td>
<td>232</td>
<td>3.33%</td>
</tr>
<tr>
<td>$k_2 \left( kN \cdot m^{-1} \right)$</td>
<td>320</td>
<td>320</td>
<td>0.00%</td>
<td>$c_2 \left( N \cdot s \cdot m^{-1} \right)$</td>
<td>240</td>
<td>231</td>
<td>3.75%</td>
</tr>
<tr>
<td>$k_3 \left( kN \cdot m^{-1} \right)$</td>
<td>320</td>
<td>320</td>
<td>0.00%</td>
<td>$c_3 \left( N \cdot s \cdot m^{-1} \right)$</td>
<td>240</td>
<td>235</td>
<td>2.08%</td>
</tr>
<tr>
<td>$k_4 \left( kN \cdot m^{-1} \right)$</td>
<td>320</td>
<td>320</td>
<td>0.00%</td>
<td>$c_4 \left( N \cdot s \cdot m^{-1} \right)$</td>
<td>240</td>
<td>239</td>
<td>0.42%</td>
</tr>
</tbody>
</table>

Table 3: Identified structural parameters (-20% initial parameter error)

Iterative process comparison of the identified parameters when different initial estimation errors are considered are shown in Figure 5. Similar to parameter identification results under sine excitation, the identified parameters can converge to their theoretical values with very small error.

Figure 5: Iterative process comparison of the identified parameters of shear frame structure: (a) stiffness on the second floor (b) damping coefficient on the second floor

Figure 6 gives the comparison of the identified displacement response on the third floor and the acceleration response on the second floor with their corresponding actual results. Figure 7 shows the comparison of identified base excitation acceleration and the hysteresis of the MR damper on the fourth floor with their true values. It can be easily observed from Figures 6 and 7 that the identified unknown dynamic response, earthquake acceleration and the damping force of MR damper meet their true values very well.

Figure 6: The comparison of identified dynamic response with their true values (-20% initial parameter error): (a) displacement on the third floor, (b) acceleration on the second floor
The NRMSE results for the identified unknown responses are shown in Table 4. It can be seen from Table 4 that the values of NRMSE are smaller, which indicates the proposed method can accurately identify the unknown dynamic response, earthquake acceleration and NRF with high accuracy. Moreover, the initial estimation errors for stiffness and damping coefficients have no obvious negative effect on the identification results.

![Figure 7: The comparison of identified results with its true values (-20% initial parameter error): (a) unknown excitation, (b) the MR damper force on the fourth floor](image)

<table>
<thead>
<tr>
<th>Identified quantities</th>
<th>NRMSE(%)</th>
<th>Identified quantities</th>
<th>NRMSE(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement on the 3rd floor</td>
<td>0.001</td>
<td>Displacement on the 3rd floor</td>
<td>0.002</td>
</tr>
<tr>
<td>Acceleration on the 2nd floor</td>
<td>0.019</td>
<td>Acceleration on the 2nd floor</td>
<td>0.015</td>
</tr>
<tr>
<td>Excitation on the 3rd floor</td>
<td>0.028</td>
<td>Excitation on the 3rd floor</td>
<td>0.018</td>
</tr>
<tr>
<td>NRF on the 4th floor</td>
<td>0.021</td>
<td>NRF on the 4th floor</td>
<td>2.195</td>
</tr>
</tbody>
</table>

Table 4: NRMSE results corresponding to the identified dynamic response, excitation and NRF

4 CONCLUDING REMARKS

In this paper, a nonparametric MR damper force identification approach based on a Legendre polynomial and an extended EKF with unknown input is proposed. Numerical simulation results with a MDOF frame structure equipped with a MR damper under both point excitation and based earthquake excitation show that the proposed method is capable of identifying structural responses, MR damper force and unknown input with acceptable accuracy in a non-parametric way, where no parametric models for the MR damper are required.

The proposed approach is potential for structural nonlinearity identification, which plays key roles in post-event damage prognosis and remaining load-carrying capacity and remaining service life forecasting for engineering structures where structural nonlinear behavior and loading profiles should be considered.
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Abstract. In vibration monitoring of structures, quantization and overload errors may be significant when measuring vibrations with highly variable magnitudes. In analog-to-digital (A/D) conversion, each data value must be expressed by a finite number of bits. Therefore, a finite number of levels are available to approximate an infinite number of analog values. This A/D conversion results in a round-off error, or quantization error. The signal-to-noise ratio can be increased by setting the dynamic range so that the analog signal occupies it as much as possible. If the dynamic range is too small, it can result in overload error due to signal clipping. Both aforementioned errors can be reduced using Bayesian virtual sensing. Each data point can be estimated using the data from the whole sensor network on the structure. The variance of the quantization error is known, which can be used in the likelihood and prior estimation. The resulting posterior mean is more accurate than the quantized signal. The clipped sensors are estimated using the conditional probability of the clipped sensors given the remaining unclipped sensors. In a numerical experiment of a bridge structure with 28 accelerometers, the reduction of the quantization error and the reconstruction of the clipped sensors were studied using the response data only. The main requirement is that the number of sensors must be greater than the number of active modes to ensure redundancy of the sensor network. The signal-to-noise ratio was used as a performance measure. Virtual sensors outperformed the quantized data and an optimal dynamic range of the A/D converter was found.
1 INTRODUCTION

In monitoring of structural vibrations, different magnitudes of vibration occur. For example, a bridge may vibrate under the excitation of different types of vehicles, variable wind levels, small ground tremor, or different magnitudes of earthquakes. In some applications, it is important to measure all vibration levels, for example in rainflow analysis for fatigue monitoring.

An issue in measuring a wide range of vibration levels is the quantization error. In analog-to-digital (A/D) conversion, each data value must be expressed by a finite number of bits. Therefore, a finite number of levels are available to approximate an infinite number of analog values. This A/D conversion results in a round-off error, quantization error. The signal-to-noise ratio can be increased by setting the dynamic range so that the analog signal occupies it as much as possible. If the dynamic range is too small, it can result in clipping due to overload. Both of these errors may be significant when measuring vibration with highly variable magnitudes.

Quantization has been studied in communication and a typical problem is how to optimally quantize analog signals [1]. In the present study, however, the objective is to reconstruct the already quantized signals in order to reduce the quantization error. A uniform quantizer is assumed with a user-defined dynamic range. The signal-to-noise ratio (SNR) is used as a performance measure, because it is also very important in the detection theory [2] used in structural health monitoring.

Noise reduction is done by applying Bayesian virtual sensing [3]. It is assumed that a sensor network with simultaneous sampling is installed on the structure. If the network is redundant, each sensor’s signal can be estimated using all the signals in the network. It has been shown that the Bayesian virtual sensors are more accurate than the actual measurement [3]. It is assumed that quantization is done properly and quantization error is the only source of error. With this assumption, it is possible to concentrate on the research question whether quantization error can be reduced after digitization. The analog-to-digital converter (ADC) is, however, a nonideal device and exhibits a variety of errors, for example linearity error, gain error, and offset error [4]. It should be mentioned that with modern equipment, other measurement errors may be considerably higher than the error in the A/D conversion [5]. If at least a 12-bit ADC is used, the other sources of error in the data acquisition and processing procedures are more significant in practice [6]. However, even with modern equipment, quantization errors can be significant when different levels of magnitudes are measured with a fixed dynamic range.

The paper is organized as follows. Quantization is introduced in Section 2 with two types of errors, granular noise and overload noise. Bayesian virtual sensors are designed in Section 3 to reduce the quantization error. A numerical experiment of a bridge deck is performed in Section 4, in which three different magnitudes of vibration are measured with 28 accelerometers at different points of the structure. The measurements are quantized and then reconstructed using virtual sensing. Finally, concluding remarks are given in Section 5.

2 QUANTIZATION

Vibration data are continuous both in time and amplitude. Sampling results in time discretization. Resulting samples are still continuous in amplitude. When the samples are digitized in the analog-to-digital converter (ADC), rounding error occurs. Quantization is the process of approximating the continuous range of values with a finite number of bits. The output values are referred to as output levels, output points, or reproduction values [7]. The number of bits determines the number of levels $L$: 

809
\[ L = 2^R \] (1)

where \( R \) is the word size, resolution, or code rate. For example, for 8-, 12-, and 16-bit ADCs, the number of levels are 256, 4096, and 65536, respectively.

The quantizer divides the real line into \( L \) cells. Figure 1 shows the quantizer characteristics of a uniform 3-bit quantizer with \( L = 2^3 = 8 \) possible levels. The mapping \( y = Q(x) \) in Figure 1a is a staircase function and the quantization error is shown in Figure 1b. Each bounded cell is called a granular cell and a cell that is unbounded is called an overload cell. Together all of the overload cells are called the overload region [7]. The range of the quantizer is defined as the total length of the granular cells.

In a uniform quantizer, the quantized signal \( y(t_i) \) is obtained from the sampled continuous-amplitude data \( x(t_i) \) using the following.

\[
y(t_i) = \Delta x \cdot \text{floor} \left( \frac{x(t_i)}{\Delta x} \right) + \frac{1}{2} \tag{2}\]

where \( t_i \) is the sampling instant and \( \Delta x \) is the quantization interval. The function floor\((x)\) rounds \( x \) to the nearest integer less than or equal to \( x \). An analog signal and the corresponding quantized signal with a 3-bit ADC are plotted in Figure 2.

In order to study the quantization error, it is assumed that no other errors occur and quantization is done properly. It should be noted that other sources of error (noise) can be more serious than the quantization error, e.g. aperture error, jitter, and nonlinearities [6].

Uniform quantization, in which the intervals \( \Delta x \) are of the same length. The true value at each sampling instant is approximated by the quantized level closest to it. The quantization error

\[
w(n) = y(n) - x(n) \tag{3}\]

thus varies between \(-\Delta x/2\) and \(\Delta x/2\). A uniform probability density function of the quantization error is assumed [6]:

\[
p(w) = \begin{cases} 
\frac{1}{\Delta x} & -\frac{1}{2} \Delta x \leq w \leq \frac{1}{2} \Delta x \\
0 & \text{otherwise}
\end{cases} \tag{4}\]

The mean value of the error is zero, and the variance is

\[
\sigma^2_w = \int_{-\infty}^{\infty} w^2 p(w)dw = \frac{1}{\Delta x} \int_{-\frac{1}{2} \Delta x}^{\frac{1}{2} \Delta x} w^2 dw = \frac{\Delta x^2}{12} \tag{5}\]
2.1 Granular and overload noise

The quantization error (3) is often denoted as noise introduced by the quantizer. Granular noise occurs for an input that lies within the bounded cells of the quantizer. The overload noise is introduced if the input lies in the overload region i.e. in an unbounded cell. Therefore, granular error is relatively small while overload noise can be very large (Figure 1b and Figure 2) [7].

The performance of the quantizer is often specified in terms of a signal-to-noise ratio (SNR). It should be mentioned that the SNR is also important in the detection theory [2]. Structural health monitoring (SHM) utilizes measured vibration signals in damage detection. Therefore, a quantizer with a large SNR is advantageous [8].

The SNR is defined as [7]

$$ SNR = 10 \log_{10} \frac{E(X^2)}{D} $$

where $D$ is the average distortion, which for a uniform quantizer is given in (5) if the input signal is bounded in the granular region.

In practice, most of the signals are unbounded, and the maximum error is infinite. Therefore, the overload region should be avoided. On the other hand, for the best signal-to-noise
ratio (SNR), the measured signal must occupy as much of the available ADC range as possible. The ADC setting is therefore a trade-off between the maximal SNR and a small probability of overload.

If the ADC range is adjusted to the extreme events, the SNR of the small events may become small. On the other hand, if the ADC range is adjusted to small amplitudes, the large vibrations can result in overload error due to signal clipping. Clipping occurs if the measured signal exceeds the ADC range. These overload errors can be unbounded. The quantizer approximates the values in the overload region to the maximum (or minimum) quantization level, which is the overload amplitude. In the signal plot, it looks like the signal peaks have been clipped (Figure 2).

The clipped channels may be useless due to a large error. Fortunately, clipping is easy to detect. It may be possible to reconstruct clipped data, if there exist unclipped channels at the same data point. The reconstruction can be done using Bayesian virtual sensing introduced in the next section and applied to both granular and overload errors.

3 BAYESIAN VIRTUAL SENSING

Bayesian virtual sensing is used to estimate sensor data that are more accurate than the quantized signals. A sensor network with simultaneous sampling is required. The objective is to reduce the quantization error of each signal using all the quantized response data in the network.

The main requirement is that the number of sensors in the network is large enough to make the system redundant. In practice, the number of sensors should be larger than the number of active modes.

There are two different quantization errors discussed in Section 2. The granular error is reduced with a different algorithm than the overload error. In order to reduce granular noise, all channels can be used in estimation excluding the clipped data. For granular error, the sensor’s own quantized value can be also utilized, because its error variance is known. To reduce overload error and reconstruct the clipped data, the remaining unclipped channels should be only used for estimation. The data from the clipped sensor cannot be used, because its noise variance is unknown. Another option is to assign an infinite error variance to all clipped sensors. This would allow the development of a unified algorithm.

Notice that no mathematical model (e.g. a finite element model) is needed. The virtual sensors are estimated based on quantized measurement only. Also, the excitation is unknown.

Empirical virtual sensing is applied to the current measurement. Consider a sensor network measuring p simultaneously sampled responses \( y = y(t_i) \) at time instant \( t_i \). An additive noise model of quantization is assumed [7]. Each measurement \( y \) includes measurement error \( w = w(t_i) \) (3):

\[
y = x + w
\]

where \( x = x(t_i) \) are the exact values of the measured degrees of freedom (DOF). All vectors are divided into predicted DOFs \( u \) and remaining DOFs \( v \):

\[
y = \begin{bmatrix} y_u \\ y_v \end{bmatrix}, \quad x = \begin{bmatrix} x_u \\ x_v \end{bmatrix}, \quad w = \begin{bmatrix} w_u \\ w_v \end{bmatrix}
\]

For simplicity but without loss of generality, assume zero-mean variables \( y \). The partitioned data covariance matrix \( \Sigma_y \) is
\[
\Sigma_y = E[yy^T] = \begin{bmatrix} \Sigma_{y,uu} & \Sigma_{y,uv} \\ \Sigma_{y,vu} & \Sigma_{y,uv} \end{bmatrix} = \begin{bmatrix} \Gamma_{y,uu} & \Gamma_{y,uv} \\ \Gamma_{y,vu} & \Gamma_{y,uv} \end{bmatrix}^{-1} = \Gamma_y^{-1}
\]

where the precision matrix \( \Gamma_y \) is defined as the inverse of the data covariance matrix \( \Sigma_y \) and is also written in partitioned form. \( E(\cdot) \) denotes the expectation operator.

The objective is to find a linear estimator for the virtual sensors. It is well known that linear estimator is derived if the variables are normally distributed. Therefore, even if the granular error is uniformly distributed, a normal distribution is assumed in this paper with the same mean and variance as the true distribution.

A linear minimum mean square error (MMSE) estimate for \( y_u \mid y_v \) (\( y_u \) given \( y_v \)) is obtained by minimizing the mean-square error (MSE) and can be computed either using the covariance or precision matrix [9, 10]. The expected value, or the conditional mean, of the predicted variable is:

\[
\hat{y}_u = E(y_u \mid y_v) = -\Gamma_{y,uu}^{-1} \Gamma_{y,uv} y_v = K y_v
\]

where \( K = -\Gamma_{y,uu}^{-1} \Gamma_{y,uv} \). The error covariance MSE is

\[
cov(y_u \mid y_v) = \Gamma_{y,uu}^{-1}
\]

Measurement error \( w \) is assumed to be granular noise only and independent of \( x \), with a covariance matrix (see Equation 5)

\[
\Sigma_w = E[ww^T] = \begin{bmatrix} \Sigma_{w,uu} & \Sigma_{w,uv} \\ \Sigma_{w,vu} & \Sigma_{w,uv} \end{bmatrix} = \frac{\Delta x^2}{12} \begin{bmatrix} I_u & 0 \\ 0 & I_v \end{bmatrix}
\]

where \( I_u \) and \( I_v \) are unity matrices with proper dimensions.

Using Equation 7 and the assumed noise model, the conditional means of \( y \) and \( x \) are equal:

\[
E(y_u \mid y_v) = E(x_u \mid y_v) + E(w_u) = E(x_u \mid y_v)
\]

Using Equations 7 and 12, the MMSE error covariance contains both the estimation error and noise:

\[
cov(y_u \mid y_v) = cov(x_u \mid y_v) + \Sigma_{w,uu}
\]

The objective is to find a better estimate for \( x_u \) than the actual measurement \( y_u \) utilizing the noisy measurements \( y \) from the sensor network. From Bayes’ rule,

\[
p(x_u \mid y) = p(x_u \mid y_u, y_v) = \frac{p(y_u \mid x_u, y_v) p(x_u \mid y_v)}{p(y_u \mid y_v)}
\]

where the likelihood is

\[
p(y_u \mid x_u, y_v) = p(y_u \mid x_u) = N(y_u \mid x_u, \Sigma_{w,uu})
\]

and the prior is

\[
p(x_u \mid y_v) = N(x_u \mid Ky_v, \Sigma_{prior})
\]

and the prior covariance is obtained from (11) and (14):
\[
\Sigma_{\text{prior}} = \text{cov}(\mathbf{x}_u \mid y_v) = \Gamma^{-1}_{y,uu} - \Sigma_{w,uu}
\] (18)

The denominator \( p(y_u \mid y_v) \) in (15) is a Gaussian with mean (10) and covariance (11), and can be easily evaluated. However, it is merely a normalizing factor, which does not depend on \( \mathbf{x}_u \), and its computation is not necessary.

The posterior distribution (15) is obtained by some manipulation, resulting in

\[
p(\mathbf{x}_u \mid y) \propto p(y_u \mid \mathbf{x}_u) p(\mathbf{x}_u \mid y_v) \\
\propto \exp\left[ -\frac{1}{2} (y_u - \mathbf{x}_u)^T \Sigma_{w,uu}^{-1} (y_u - \mathbf{x}_u) - \frac{1}{2} (\mathbf{x}_u - \mathbf{K} y_v)^T \Sigma_{\text{prior}}^{-1} (\mathbf{x}_u - \mathbf{K} y_v) \right] \\
= \exp\left\{ -\frac{1}{2} \left[ \mathbf{x}_u - \Sigma_{\text{post}}^{-1} \mathbf{y}_u + \Sigma_{\text{prior}}^{-1} \mathbf{K} y_v \right] \right\} ^T \Sigma_{\text{post}}^{-1} \left[ \mathbf{x}_u - \Sigma_{\text{post}}^{-1} \mathbf{y}_u + \Sigma_{\text{prior}}^{-1} \mathbf{K} y_v \right] \right\}
\] (19)

where the posterior covariance \( \Sigma_{\text{post}} \) is

\[
\Sigma_{\text{post}} = \text{cov}(\mathbf{x}_u \mid y) = (\Sigma_{w,uu}^{-1} + \Sigma_{\text{prior}}^{-1})^{-1}
\] (20)

and the posterior mean is

\[
\hat{\mathbf{x}}_u = E(\mathbf{x}_u \mid y) = \Sigma_{\text{post}}^{-1} \mathbf{y}_u + \Sigma_{\text{prior}}^{-1} \mathbf{K} y_v
\] (21)

Notice that the posterior mean (21) is a weighted sum of all sensor readings in the network. Equation (21) can also be written in the following matrix form.

\[
\hat{\mathbf{x}}_u = \begin{bmatrix} \Sigma_{\text{post}}^{-1} & \Sigma_{\text{post}}^{-1} \Sigma_{\text{prior}}^{-1} \mathbf{K} \end{bmatrix} \begin{bmatrix} \mathbf{y}_u \\ \mathbf{y}_v \end{bmatrix} = \mathbf{a}_u^T \mathbf{y}
\] (22)

where the coefficient row vector \( \mathbf{a}_u^T \) is

\[
\mathbf{a}_u^T = \begin{bmatrix} \Sigma_{\text{post}}^{-1} & \Sigma_{\text{post}}^{-1} \Sigma_{\text{prior}}^{-1} \mathbf{K} \end{bmatrix}
\] (23)

For each single sensor \( u \), a corresponding vector \( \mathbf{a}_u^T \) is computed. All these vectors can be assembled in a coefficient matrix \( \mathbf{A} \) to compute all estimates simultaneously:

\[
\hat{\mathbf{x}} = \begin{bmatrix} \mathbf{a}_1^T \\ \mathbf{a}_2^T \\ \vdots \\ \mathbf{a}_p^T \end{bmatrix} \mathbf{y} = \mathbf{A} \mathbf{y}
\] (24)

where each row \( u \) of matrix \( \mathbf{A} \) represents the corresponding sensor. Notice that both \( \mathbf{u} \) and \( \mathbf{v} \) represent the unclipped sensors only. Reconstruction of clipped sensors is discussed in the next section.

### 3.1 Reduction of overload error

A different algorithm is proposed to reduce overload error. The reconstruction of the clipped sensors in a single data point can be done simultaneously using the prior mean (17) and prior covariance matrix (18). The posterior mean is not used, because the noise variances of the clipped sensors are not known. Sensors \( \mathbf{u} \) include all clipped sensors at the data point,
while sensors \( v \) include the remaining unclipped sensors. Clipped sensors are easy to detect; their values are equal to the overload amplitude.

It is important to have training data with granular error only. The data covariance matrix is estimated from the training data. Also the covariance matrix of the quantization error (12) is formed using the known ADC settings.

4 NUMERICAL EXPERIMENT

A numerical simulation was performed using a finite element model of a stiffened bridge deck (Figure 3). The structure was 30 m long and 11 m wide. It had four longitudinal and three lateral stiffeners. The slab was made of concrete with a Young’s modulus of \( E = 40 \) GPa, Poisson ratio of \( \nu = 0.15 \), density of \( \rho = 2500 \) kg/m\(^3\), and thickness of 250 mm. The stiffeners were made of steel \( (E = 207 \) GPa, \( \nu = 0.30 \), \( \rho = 7850 \) kg/m\(^3\)\). The longitudinal stiffeners had a web with a thickness of \( t = 16 \) mm and a height of \( h = 1.4 \) m. The bottom flange had a thickness of \( t = 50 \) mm and a width of \( b = 700 \) mm. The lateral stiffeners were 1.4 m high and 30 mm thick plates.

The modelling was done using four-node discrete Kirchhoff quadrilateral shell elements with a diagonal mass matrix. The nodes of the bottom flanges were simply supported at both ends of the bridge. Longitudinal displacements were fixed only at one end of the bridge. The corners of the concrete deck were supported in the lateral and vertical directions.

Seven lowest modes were included in the analysis with natural frequencies of 3.95 Hz, 5.35 Hz, 13.7 Hz, 15.4 Hz, 18.0 Hz, 24.1 Hz, and 24.8 Hz. Modal damping was assumed with damping ratios of \( \zeta_1 = \zeta_2 = 0.01 \), \( \zeta_3 = \zeta_4 = 0.02 \), and \( \zeta_5 = \zeta_6 = \zeta_7 = 0.03 \).

Two independent unknown random loads were applied at nodes 774 and 872 in the vertical direction (the green squares in Figure 3). Three load cases were simulated with different standard deviations of the random excitations: (1) medium excitation with \( \sigma_{F1} = 100 \) N and \( \sigma_{F2} = 150 \) N, (2) small excitation with \( \sigma_{F1} = 10 \) N and \( \sigma_{F2} = 15 \) N, and (3) large excitation with \( \sigma_{F1} = 1000 \) N and \( \sigma_{F2} = 1500 \) N. Because ambient excitation was assumed, the steady state response was computed. For the steady state analysis, periodic pseudorandom excitations in the frequency range between 0 and 8.25 Hz with random amplitudes and phases were generated [11], and the analysis was performed in the frequency domain [12]. The excitation was not measured.

The response was computed with a modal superposition algorithm using the first seven modes. The analysis period was 20.48 s with a sampling frequency of 50 Hz. One measurement period then included 1024 samples from each sensor.

Vertical accelerations were measured at 28 points shown in Figure 3. Each channel was quantized with a 12-bit ADC, \( L = 4096 \). The dynamic range was the same in all channels. It was set so that a prescribed maximum number of channels overloaded simultaneously. The quantization interval \( \Delta x \) was thus known and the variance of the quantization error \( \sigma_w^2 \) was computed and used in estimating the empirical Bayesian virtual sensors from the physically measured and digitized 28 accelerations. The training data were all data points with no clipping.
4.1 Reduction of granular noise

First, quantization error due to granular noise was only studied. Overload was not allowed, so that the only measurement error was due to granular noise. The dynamic range was set to $\pm 0.132 \text{ m/s}^2$, $\Delta x = 1.29 \cdot 10^{-4} \text{ m/s}^2$, and the standard deviation of the quantization error was $\sigma_w = 3.72 \cdot 10^{-5} \text{ m/s}^2$, which was known. Figure 4 shows that the actual quantization error was equal to the theoretical value (5), or $\sigma_w = \Delta x / \sqrt{12} \approx 0.289 \Delta x$. The theoretical value was used in Bayesian virtual sensing, which resulted in virtual sensors having less noise than the actual measurement as shown in Figure 4. It can be seen that all virtual sensors were more accurate than the actual hardware. However, the errors in the virtual sensors were no longer equal but varied between sensors.

The signal of sensor 8 is shown in Figure 5a. The three measurements with different magnitudes can be clearly distinguished. The number of quantization levels in measurement 2 with very small acceleration amplitudes was between 6 (sensor 8) and 29 (sensor 4). A detail of the signal of sensor 8 is shown in Figure 5b. It can be seen that the quantization error was significant resulting in a low SNR. Also in the same plot is the virtual sensor data, which is very close to the exact data.
Figure 4: Standard deviation (STD) of the quantization error (actual ‘O’ and theoretical ‘x’) and STD of the error in the virtual sensors (squares).

Figure 5: (a) Acceleration of sensor 8 in all three measurements with no clipping. A comparison of the quantized signal, virtual sensor, and exact values. (b) A detail of measurement 2 with only four quantization levels. The virtual sensor and the exact values are also shown.

4.2 Overload error in maximum of 60% sensors

The dynamic range of the ADC was adjusted so that the maximum number of channels in the overload region was 17 (60% of the total number of sensors). The dynamic range was set to $\pm0.059 \text{ m/s}^2$, $\Delta x = 5.75 \cdot 10^{-5} \text{ m/s}^2$, and the standard deviation of the quantization error was $\sigma_w = 1.66 \cdot 10^{-5} \text{ m/s}^2$. The signal of sensor 4 is shown in Figure 6. It can be seen that clipping occurred several times during measurement 3. However, the clipped sensors could be reconstructed using the data of the unclipped sensors.

The estimation error of the virtual sensors 4 and 8 are plotted in Figure 7 together with the estimated $3\sigma$ limits. Notice that the estimation error is larger for the data points having clipped sensors. This is because a smaller number of sensors could be used in the estimation.
Figure 6: (a) Signal of sensor 4 and (b) a detail. Overload error (clipping) is clearly seen. The difference between the exact and virtual sensor signals cannot be visually distinguished.

Figure 7: Estimation errors of (a) virtual sensor 4 and (b) virtual sensor 8. The estimated $3\sigma$ limits are also shown.

4.3 The effect of the dynamic range of the ADC

The objective is to maximize the SNR. This can be done by fully utilizing the dynamic range of the ADC. However, the excitation levels can vary considerably and the maximum is unknown. This can result in overload error due to clipping.

The SNRs of the three measurements were studied by varying the dynamic range of the ADC. In the first case, all measurements were within the granular regions and no clipping occurred (Section 4.1). In the next three cases, the maximum number of clipped signals in a single data point was 9, 17 (Section 4.2), and 26 corresponding to respectively 30%, 60%, and 90% of the total number of sensors in the network. The histograms showing the number of data points versus the number of overloaded channels are plotted in Figure 8.

The SNR was computed for each case and separately for each measurement. Because the noiseless signal was known, the SNR values are accurate. The SNRs of each physical and virtual sensor in all three measurements are plotted in Figure 9. First, it can be seen that the virtual sensors provided higher SNRs than the physical sensors in all cases.
Figure 8: Histograms showing the number of data points with different number of clipped sensors. The maximum number of clipped sensors in a single data point was (a) 9 (30%), (b) 17 (60%), and (c) 26 (90%).
Second, the SNRs of measurements 1 and 2 increased when the dynamic range of the ADC was decreased. This is because the two measurements occupied a larger dynamic range of the ADC and no clipping occurred in any channels. All data points of measurements 1 and 2 could therefore been used as training data.

The most interesting is the measurement 3, in which different number of overload errors occurred. With physical sensors, the SNR decreased considerably due to overloading. However, the virtual sensors exhibited an increasing SNR up to the case with a maximum of 17 channels (60%) clipping simultaneously. Beyond that, reconstruction of the clipped signals became inaccurate.

The maximum and minimum SNR of the physical sensors in each case and separately for each measurement are listed in Table 1. Table 2 shows the corresponding data for the virtual sensors. The SNR of the physical sensors decreased considerably in measurement 3 due to clipping. On the other hand, the SNR of the virtual sensors increased with a decreasing dynamic range of the ADC up to the point in which a maximum of 17 sensors (60%) clipped simultaneously. This could be considered optimal from these four possible settings.
<table>
<thead>
<tr>
<th>Meas No</th>
<th>Max number (%) of clipped sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0%</td>
</tr>
<tr>
<td>1</td>
<td>Max</td>
</tr>
<tr>
<td></td>
<td>Min</td>
</tr>
<tr>
<td>2</td>
<td>Max</td>
</tr>
<tr>
<td></td>
<td>Min</td>
</tr>
<tr>
<td>3</td>
<td>Max</td>
</tr>
<tr>
<td></td>
<td>Min</td>
</tr>
</tbody>
</table>

Table 1: Maximum and minimum SNRs of the physical sensors. The highest values are shown bolded.

<table>
<thead>
<tr>
<th>Meas No</th>
<th>Max number (%) of clipped sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0%</td>
</tr>
<tr>
<td>1</td>
<td>Max</td>
</tr>
<tr>
<td></td>
<td>Min</td>
</tr>
<tr>
<td>2</td>
<td>Max</td>
</tr>
<tr>
<td></td>
<td>Min</td>
</tr>
<tr>
<td>3</td>
<td>Max</td>
</tr>
<tr>
<td></td>
<td>Min</td>
</tr>
</tbody>
</table>

Table 2: Maximum and minimum SNRs of the virtual sensors. The highest values are shown bolded.

5 CONCLUSION

Quantization of measured vibration signals results in granular or overload noise. Bayesian virtual sensing can be used to reduce those errors. If quantization is the only source of error, the variance of the granular noise is known and can be used in estimation.

For a large SNR, it is recommended to adjust the dynamic range of the ADC so that the measured signal occupies the most of it. Quantization error can be an issue in monitoring applications, in which a large range of amplitudes can occur. For very small amplitudes, the SNR may be small, because the signal level is low compared to the granular error. With very large amplitudes, overload error may be large resulting in a low SNR. Both effects are issues in damage detection, because detection performance depends on the SNR.

In order to maximize the SNR of very variable vibration amplitudes, it was shown that it is possible to allow overloading in a subset of channels. It is then possible to reconstruct the clipped channels using the remaining unclipped channels. Also, the granular error can be reduced using virtual sensing.

The very same approach can be used also for a more practical case, in which there exist also other sources of error than quantization. Overload noise is nevertheless always relevant in practice, because the amplitudes are typically unbounded.
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Abstract. A machine learning technique, the Density Ratio Estimation method is applied for the first time to detect structural damage, using test data from a scale model of a three-storey building structure under random excitation as a case study. The method detects damage by comparing the Probability Density Functions (PDFs) of measured vibration signals from an undamaged state and a potentially damaged state. Since the vibration signals from one sensor are not independent over time, instead of applying the vibration signals directly, the sequences of signals are used to train the model in order to account for the signal dependence, leading to multi-dimensional PDFs. To enhance model robustness, non-parametric models are applied for structural health monitoring problems. One limited way to detect damage is to estimate the non-parametric PDFs under the undamaged state and potentially damaged state separately, and then compare them. However, this method is very difficult to apply when the dataset has many dimensions, and can often be intractable. The method applied in the current study estimates the PDF change directly, without estimating individual PDFs. Moreover, the damage indices in conventional methods are generally heuristic. In contrast, the damage index in the current study is Kullback–Leibler divergence, which has a clear statistical meaning; a measure of difference between two PDFs. To demonstrate the capability of the method, it is applied to data from a laboratory test which was previously conducted by Los Alamos National Lab. It is shown that the method can detect damage locations successfully.
1 INTRODUCTION

Structural Health Monitoring (SHM) is used to automate the assessment of damage in civil infrastructure, allowing the cost-effective management of maintenance activities. As part of the SHM problem, vibration-based damage detection has gained widespread interest as the vibration signal measurement and acquisition technology is mature and reasonably low-cost [1]. The underlying idea of vibration-based damage detection is that damage will significantly change the physical properties of a structure, which consequently change the measured vibration response of the structure [2].

Following the framework of Farrar et al. [3], the SHM process can be summarized as (a) operational evaluation, (b) data acquisition and cleansing, (c) feature extraction, and (d) statistical model development. Features are extracted from the measured data and used to develop a statistical model. Commonly used features include the first four statistical moments (mean, standard deviation, skewness, and kurtosis) [4, 5, 6], autoregressive model coefficients [7, 8, 9, 10], and modal parameters (natural frequencies [11, 12, 13], mode shapes [14, 15], and modal damping [16, 17]). Other examples of extracted features can be found in Astroza [18].

A statistical model can be developed by comparing the Probability Density Functions (PDFs) of the extracted features from the undamaged and damaged structures [3, 4]. In this paper, we apply a method which excludes any feature extraction and uses raw data directly to train the statistical model. The main idea is to detect damage by comparing PDFs of measured data from an undamaged state and potentially damaged state. To the authors’ knowledge, only Figueiredo et al. [19] have used a similar method to detect damage by comparing PDFs of accelerations. In their work, the measured data from the undamaged state was assumed to be normally distributed, while the PDFs of measured data under nonlinear damaged states deviated from a normal distribution. However, because samples in vibration signals are not independent over time, they need not have specific PDFs. Instead of applying the vibration signals directly, the sequences of signal samples can be used to train the model in order to account for the time dependence of the signal samples relative to each other. This leads the PDFs to be multi-dimensional.

As the PDF type is not known beforehand, the PDF is estimated with non-parametric methods for the sake of algorithm robustness. Two most widely used non-parametric techniques are histogram analysis and kernel methods [20]. Then the damage can be detected by comparing the two PDFs, from the undamaged state and potentially damaged state respectively. However, this approach is very difficult to apply for multi-dimensional PDFs, and can often be intractable, since high dimensional non-parametric density estimation is known to be a hard problem [21]. Therefore, estimating two PDFs separately may be ineffective. Essentially, for the aim of detecting damage, what matters is only the change in the PDFs between the undamaged and damaged states, rather than the PDFs themselves; therefore it is potentially more computationally efficient to directly estimate this PDF change.

On this basis, this paper applies the method presented by Kawahara and Sugiyama [22] to detect damage in structures. Instead of separately estimating the two PDFs, of measured data from the undamaged and potentially damaged structure, this method estimates the change between the two PDFs directly, in the form of a density ratio. The method uses a sequence of signals to train the model in order to account for the time dependence of signal samples relative to each other. The density ratio is then estimated in a non-parametric form to enhance the robustness of the model.

In the remainder of the paper, the theoretical principles behind the damage detection al-
algorithm are presented (Section 2) before an explanation of its application to the case study structure and the key results (Section 3). Finally, the main conclusions and areas of future work are highlighted (Section 4).

2 DAMAGE DETECTION USING DENSITY RATIO ESTIMATION

In this section, the key theoretical principles behind the applied method [22] are briefly summarised.

2.1 Problem formulation

Let \( y_i \) be a signal at time step \( i \), for example the acceleration signal from a sensor. Since signals of dynamic response are not independent over time, we consider sequences of them. This is a common practice in subspace identification since it allows us to implicitly take time correlation into consideration to some degree [23]. Let \( \{y(i)\} \) be the sequence of length \( k \) starting at time \( i \):

\[
y(i) = [y_i, y_{i+1}, \cdots, y_{i+k-1}].
\]

(1)

\( y(i) \) is also referred to as ‘sequence’ in the rest of this paper. Similarly, the

\[
y(i+1) = [y_{i+1}, y_{i+2}, \cdots, y_{i+k}].
\]

(2)

In this way, a set of sequences \( \{y(i+1), y(i+2), \cdots, y(i+n)\} \) can be generated from the original signal. To estimate the density ratio, we need two sets of sequence samples from the undamaged state and a potentially damaged state, respectively,

\[
\{y_{\text{und}}(i+1), y_{\text{und}}(i+2), \cdots, y_{\text{und}}(i+n_{\text{und}})\} \sim p_{\text{und}}(y)
\]

(3)

\[
\{y_{\text{dam}}(i+1), y_{\text{dam}}(i+2), \cdots, y_{\text{dam}}(i+n_{\text{dam}})\} \sim p_{\text{dam}}(y)
\]

(4)

where \( y_{\text{und}}(i+1), y_{\text{und}}(i+2), \cdots, y_{\text{und}}(i+n_{\text{und}}) \) are the sequence samples for the undamaged structure, which follow (represented by \( \sim \)) the PDF \( p_{\text{und}}(y) \). \( n_{\text{und}} \) is the number of sequence samples. The Eq.(4) is defined likewise for the damaged structure.

The damage is detected by comparing the difference between \( p_{\text{und}}(y) \) and \( p_{\text{dam}}(y) \), which is quantified by the Kullback–Leibler (KL) divergence [24]:

\[
\text{DI} = \text{KL}(p_{\text{und}}(y) \parallel p_{\text{dam}}(y))
\]

(5)

\[
= \int p_{\text{und}}(y) \log \left( \frac{p_{\text{dam}}(y)}{p_{\text{und}}(y)} \right) dy
\]

\approx \frac{1}{n} \sum_{i=1}^{n_{\text{und}}} \log \left( \frac{p_{\text{dam}}(y_{\text{und}}(i))}{p_{\text{und}}(y_{\text{und}}(i))} \right)
\]

where DI is the Damage Index, and \( dy \) is used as a shorthand for \( dy_1 dy_2 \cdots dy_k \) in Eq.(5). If the DI for a sensor location is larger than a predetermined threshold, the corresponding component will be believed to be damaged. Otherwise, the component is believed to be undamaged. The threshold is defined in Section 2.3.

The remaining question is how to estimate the density ratio,

\[
r(y) := \frac{p_{\text{dam}}(y)}{p_{\text{und}}(y)}
\]

(6)
Of course, \( r(y) \) can be estimated by estimating the two PDFs \( p_{\text{und}}(y) \) and \( p_{\text{dam}}(y) \) with non-parametric models, separately. However, non-parametric PDF estimation is known to be a hard problem, and estimating two PDFs separately may be ineffective. It is suggested that it is more efficient to directly estimate \( r(y) \).

2.2 Density ratio modelling and estimation

The density ratio is assumed to be a non-parametric form:

\[
\hat{r}(y) = \sum_{l=1}^{n_{\text{dam}}} \alpha_l K_\sigma(y; y_{\text{dam}}(l))
\]  

\( \{\alpha_l\}_{l=1}^{n_{\text{dam}}} \) are parameters to be learned from the data samples and \( K_\sigma(y; y_{\text{dam}}(l)) \) is a kernel function. \( \hat{r}(y) \) is an estimate of the true \( r(y) \). In this paper, the widely used Gaussian kernel function is applied,

\[
K_\sigma(y; y_{\text{dam}}(l)) = \exp\left(-\frac{\|y - y_{\text{dam}}(l)\|^2}{2\sigma^2}\right)
\]

where the kernel width \( \sigma \) is an open tuning parameter and needs to be chosen appropriately for better estimation.

Once the density ratio is modelled, our next aim is to estimate it. Using the definition of \( \hat{r}(y) \), we can approximate \( p_{\text{dam}}(y) \) by

\[
\hat{p}_{\text{dam}}(y) = \hat{r}(y) p_{\text{und}}(y)
\]

To estimate the ratio \( \hat{r}(y) \), the method fits the approximated \( \hat{p}_{\text{dam}}(y) \) to the true \( p_{\text{dam}}(y) \) using the parameters \( \{\alpha_l\}_{l=1}^{n_{\text{dam}}} \). We use the Kullback-Leibler divergence as a goodness of fit measure and the objective is to minimize

\[
\text{KL}(p_{\text{dam}}(y) \| \hat{p}_{\text{dam}}(y)) = \text{KL}(p_{\text{dam}}(y) \| \hat{r}(y) p_{\text{und}}(y))
\]

\[
= \int p_{\text{dam}}(y) \log \left( \frac{p_{\text{dam}}(y)}{\hat{r}(y) p_{\text{und}}(y)} \right) dy
\]

\[
= \text{KL}(p_{\text{dam}}(y) \| p_{\text{und}}(y)) - \int p_{\text{dam}}(y) \log \hat{r}(y) dy
\]

\[
= \text{constant} - \sum_{i=1}^{n_{\text{dam}}} \log \left( \sum_{l=1}^{n_{\text{dam}}} \alpha_l K_\sigma(y_{\text{dam}}(i); y_{\text{dam}}(l)) \right)
\]

Meanwhile, an additional constraint is introduced, since \( \hat{p}_{\text{dam}}(y) = \hat{r}(y) p_{\text{und}}(y) \) must be a valid PDF and as such should satisfy,

\[
1 = \int \hat{p}_{\text{dam}}(y) dy = \int \hat{r}(y) p_{\text{und}}(y) dy \approx \frac{1}{n_{\text{und}}} \sum_{j=1}^{n_{\text{und}}} \hat{r}(y(j))
\]

\[
= \frac{1}{n_{\text{und}}} \sum_{j=1}^{n_{\text{und}}} \sum_{l=1}^{n_{\text{dam}}} \alpha_l K_\sigma(y_{\text{und}}(j); y_{\text{dam}}(l))
\]
Now the optimization problem is summarised as

\[
\begin{align*}
\max \{ \alpha_i \}_{i=1}^{n_{\text{dam}}} & \sum_{i=1}^{n_{\text{dam}}} \log \left( \sum_{l=1}^{n_{\text{dam}}} \alpha_l K_\sigma (y_{\text{dam}}(i), y_{\text{dam}}(l)) \right), \\
\text{s.t.} & \frac{1}{n_{\text{und}}} \sum_{j=1}^{n_{\text{und}}} \sum_{l=1}^{n_{\text{dam}}} \alpha_l K_\sigma (y_{\text{und}}(j), y_{\text{dam}}(l)) = 1, \\
\text{and} & \alpha_1, \ldots, \alpha_{n_{\text{dam}}} \geq 1.
\end{align*}
\]  

(12)

This is a convex optimization problem and the global solution can be obtained, e.g. by simply performing gradient ascent and feasibility satisfaction iteratively. The pseudo code can be found in Kawahara and Sugiyama [22].

2.3 Damage index threshold

For different sensors, distinct DI values can be obtained. The DI is essentially a measure of the change between the undamaged and damaged structure. Therefore, the DI values from the sensors around the damage should be larger compared with those from the other sensors. To distinguish these outliers caused by local damage, a threshold needs to be set up. In previous studies, the measured data of undamaged structures are commonly assumed to be normally distributed [7, 25, 26]. Similarly, the DI of the undamaged structure is assumed to be normally distributed in this paper. The threshold is defined as the upper bound of the 95% confidence, which is calculated by

\[
\xi = \bar{x} + \frac{\sigma \sqrt{t_{95\%}(s-1)}}{s}
\]

(13)

where \(\bar{x}\) and \(\sigma\) are the mean and standard deviation of the DI values from all sensors, \(s\) is the number of sensors. For the case of this paper, \(s = 4\). Therefore, \(t_{95\%}(4-1) = 2.353\) is obtained from a statistical table. If a DI value is larger than the threshold \(\xi\), it means the DI value is larger than 95% of the DI values from a certain state, which indicates it is an outlier. Hence it is likely to indicate damage.

3 EXPERIMENTAL DATA AND DAMAGE DETECTION

In order to assess the efficacy of the proposed method for damage detection, a detailed study was carried out on an already published dataset from laboratory tests [19].

3.1 Test structure description

The tests were conducted at Los Alamos National Lab [19], on a three-storey aluminium structure (Figure 1), consisting of plates connected by columns. Different ‘damage’ states were induced by adding mass to plates or reducing the stiffnesses of columns. The different states are listed in Table 1. State 1 is the baseline condition, where no damage was present. The PDF for State 1 corresponds to the \(p_{\text{und}}(y)\) in the algorithm. In States 2 and 3, ‘damage’ was simulated by adding mass on certain floors. For the States 4 - 9, damage was induced by stiffness reduction of different columns. The PDFs for States 2 - 9 correspond to the \(p_{\text{dam}}(y)\) in the algorithm. The column locations are represented by storey numbers (1, 2, 3) and plates side labels (A, B, C, D), which are shown in Figure 1. For example, 1BD means the column located between the base and first floor at the intersection of plane B and D.

The structure was excited by an electro-dynamic shaker through its base. For each test, a band-limited random excitation in the range of 20 - 150 Hz was used to excite the structure,
with the excitation level approximately 20N RMS measured at Sensor 1. With accelerometers mounted on each plate, acceleration-time series under different structural states were collected. For each state, ten time-series were measured in order to consider the variability in the data. Each time-series includes 8,192 data points and was sampled with a sampling frequency of 320 Hz (the natural frequencies of the structure are approximately 30 Hz, 55 Hz and 70 Hz). The acceleration-time series of States 1, 3, 5, 7, and 9 from Sensors 2 to 5 are plotted in Figure 2. The test data and more information on the structure are accessible from Los Alamos National Lab [27].

![Diagram of laboratory structure](redrawn from [19])

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>State 1</td>
<td>Baseline condition</td>
</tr>
<tr>
<td>State 2</td>
<td>Mass = 1.2 kg at the base</td>
</tr>
<tr>
<td>State 3</td>
<td>Mass = 1.2 kg on the 1st floor</td>
</tr>
<tr>
<td>State 4</td>
<td>87.5% stiffness reduction in column 1BD</td>
</tr>
<tr>
<td>State 5</td>
<td>87.5% stiffness reduction in column 1AD and 1BD</td>
</tr>
<tr>
<td>State 6</td>
<td>87.5% stiffness reduction in column 2BD</td>
</tr>
<tr>
<td>State 7</td>
<td>87.5% stiffness reduction in column 2AD and 2BD</td>
</tr>
<tr>
<td>State 8</td>
<td>87.5% stiffness reduction in column 3BD</td>
</tr>
<tr>
<td>State 9</td>
<td>87.5% stiffness reduction in column 3AD and 3BD</td>
</tr>
</tbody>
</table>

Table 1: Structural states tested (after [19])
3.2 Damage detection and localization

For the proposed algorithm, the sequence length is set as $k = 5$. The DI values of States 2 - 9 are obtained by feeding the data from one of the States 2 - 9 and the data from State 1 to the algorithm, respectively. However, because of the variability of the signals, the DI from any two records in State 1 are not zeros, but some small values. To account for this variability, the DI values of State 1 were deducted from the DI values of States 2 - 9. The final results are shown in Figure 3, where blue columns represent DI values for different sensors and red dot lines represent thresholds.

For damage detection, it can be seen that each state except State 4 has one DI above the corresponding threshold, which indicates the state has been identified as damaged. The reason why State 4 has not been detected may be because it contains only a relatively small amount of damage.

For damage localization, it is shown that in State 2, where a mass is added to the base floor, only Sensor 2 has a DI value larger than the threshold, indicating damage is in the base floor. Similarly, for State 3, only Sensor 3 has a larger value than the threshold. From State 4 to State 9, the damage is induced by stiffness reduction of columns at different locations. For States 4 and 5, the DI for Sensor 3 is close to or exceeds the thresholds, indicating the 1st floor is damaged. For the States 6 and 7, the detected location is the 2nd floor. The results for States
8 and 9 indicate that the 3rd floor is detected as damaged. Overall, the model has detected the damage location successfully for all 7 damage states other than State 4.

![Damage Index for different locations for different states](image)

**Figure 3:** Damage Index for different locations for different states

## 4 CONCLUSIONS

In this paper, a vibration-based damage localization algorithm is presented. Sequences of acceleration signals are applied as input for model training, to account for the time dependence of samples relative to each other. The KL divergence, between the PDFs of measured vibration signals from an undamaged state and a potentially damaged state, is used as a Damage Index to indicate damage. The difficulty of estimating multi-dimensional PDFs with a non-parametric method is overcome by applying the Density Ratio Estimation method. The method has been demonstrated on experimental data from a scale model of a three-storey building structure under random excitation from Los Alamos National Lab. The results show that the algorithm is able to detect and localize damage in the model. These initial results are very encouraging, but further studies are needed to test the validity of the algorithm, such as on other structures or for less severe damage.
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Abstract. The problems of effective parametric spectral estimation for random vibration signals and dynamics identification for traveling surface vehicles are addressed. Wheelbase Filtering effects, including the induced periodic modulation, on measured random vibration signals are explored, leading to special–structure AutoRegressive Moving Average (ARMA) models which are referred to as Wheelbase Filtering ARMA (WF–ARMA) models. Compared to their conventional counterparts, the postulated models avoid potential model structure mismatch and lack of statistical parsimony, potentially leading to excellent parametric spectral estimation accuracy. Furthermore, exploring their fundamental structural relationships with the stationary (non–moving) vehicle dynamics allows for the postulation of a method for the identification of the latter through the former, thus permitting effective output–only stationary dynamics identification from in–motion random vibration signals. The high achievable accuracy of the postulated estimators is assessed via Monte Carlo numerical experiments with a basic half–vehicle vertical model. The superiority of the postulated WF–ARMA approach is also demonstrated via comparisons with classical Welch based, AR based, and conventional ARMA based spectral estimators.
1 INTRODUCTION

Random vibration response based, also referred to as output–only, modeling and analysis for traveling surface vehicles is of high interest as: (a) It is practical, not requiring unavailable road or rail excitation signals, and (b) may offer valuable insights into the vehicular dynamics under actual operating and boundary conditions, precise dynamical models, and also lead to effective Health Monitoring and Condition Based Maintenance (CBM) for automobiles and rail vehicles [1–4]. Yet, the problem is challenging due to various factors affecting the response of a traveling surface vehicle, including the so–called Wheelbase Filtering (WF) effect [5, p. 168].

Wheelbase Filtering (WF) arises in all wheeled surface vehicles, as the same road surface or rail excitation is applied to all wheels on one side of the vehicle with time delays that depend upon the vehicular geometry (distances among axles) and the traveling speed. These delays induce a modulation on the vibration response characteristics, specifically sharp periodic troughs in its Power Spectral Density (PSD), which not only render spectral estimation challenging, but also ‘mask’ the fundamental (stationary) vehicular dynamics (such as resonances and anti-resonances). Therefore, the identification of the stationary vehicular dynamics under actual traveling conditions constitutes a challenging problem [6].

Although Wheelbase Filtering is well known in the field of vehicle suspension design [7,8], its effects on spectral estimation and vehicular dynamics identification have yet to be studied. A recent exception is reference [6], focusing on vehicular dynamics identification via subspace identification techniques under specific conditions, including measurement of the leading wheel excitation.

The present study aims at addressing random vibration response modeling and analysis for traveling surface vehicles in two steps: First Wheelbase Filtering is studied and, based upon it, a proper representation and corresponding parametric spectral estimation for in–operation random vibration response signals are postulated. Second, based upon the former, stationary vehicular dynamics identification is explored.

The main idea is based upon considering the effects of Wheelbase Filtering on a random vibration signal and the subsequent introduction of special–structure AutoRegressive Moving Average (ARMA) models fully capturing the induced modulation, and thus allowing for proper signal representation. These models, currently referred to as Wheelbase Filtering ARMA (WF–ARMA) models, are characterized by two important structural characteristics when compared to their conventional counterparts as employed for modeling the random vibration response on a stationary (non–traveling) vehicle or structural system [9–11]. These constraints pertain to the model’s MA polynomial structure, which is shown to be characterized by: (i) Order higher than its AutoRegressive (AR) counterpart, and, (ii) a certain sparsity, due to a number of potentially missing terms. These characteristics offer further insights into the effects of Wheelbase Filtering, as they are demonstrated to lead to zeros close to the unit circle (discrete–time case) which are, in turn, responsible for the periodic troughs appearing in the modulated Power Spectral Density.

The special structure of WF–ARMA models reveals, in particular structural characteristic (i) above, the model structure misspecification (mismatch) problem introduced through the use of conventional ARMA models in the context of parametric spectral estimation. In addition, characteristic (ii) above is instrumental in ensuring statistical parsimony (model economy) which is, in turn, essential for achieving the highest possible estimation accuracy [12, pp. 491–492].

Furthermore, exploring the relationships between a WF–ARMA model with the stationary vehicular dynamics, allows for the identification of the latter through the former. While this may
be achieved in a simple manner under proper constraints on the time delay between the axles, it is shown that it may be also achieved unconditionally at the expense of employing vibration signals measured under more than one traveling speeds.

In order to effectively demonstrate the concepts, the study makes use of a basic 2 DOF (Degree Of Freedom) vehicle model, that is a two–wheeled (bi–axial) half–vehicle vertical model with front and rear suspension elements, which is capable of describing the bounce and pitch motions. Spectral estimation and vehicular dynamics identification effectiveness is then examined via Monte Carlo numerical experiments with white noise road/rail displacement profiles. Interesting comparisons with non–parametric, Welch–based [12, pp. 186–187], and parametric, conventional AR and ARMA based [13, pp. 172–188], spectral estimators are also presented.

The rest of the article is organized as follows: The Wheelbase Filtering effects on the random vibration response Power Spectral Density are briefly discussed in section 2. The special structure and estimation of Wheelbase Filtering ARMA models are discussed in section 3, and the identification of the stationary vehicular dynamics in section 4. Performance assessment for the postulated methods, along with interesting comparisons, are presented in section 5, and concluding remarks are summarized in section 6.

2 WHEELBASE FILTERING EFFECTS ON THE VIBRATION RESPONSE POWER SPECTRAL DENSITY

Consider the simple, linear (small displacement), 2 DOF, two–wheeled (bi–axial) half–vehicle vertical model of Figure 1, which includes front and rear suspension elements with massless wheels. The vehicle is assumed to travel on a straight track/road under constant speed, with the excitation being provided by the vertical rail/road stochastic displacement profile, which is, for simplicity, currently assumed to be uncorrelated (white).

Let the bounce and pitch chassis (center of mass) displacements be designated as $z(t)$ and $\phi(t)$, respectively, and the vertical acceleration at a certain point, say A, on the vehicle by $y(t)$. Also let $u_1(t)$ and $u_2(t)$ represent the excitation (track displacement profile) acting on the front and rear wheel, respectively. The geometrical characteristics of the model are presented in

![Figure 1: The 2 DOF two–wheeled half–vehicle vertical model.](image-url)
It should be noted that response at Point A, and as such represent the frequency domain by examining the Power Spectral Density $S_y(t)$ of mass \( \text{c.m.} \).

The geometrical parameters stand for the front and rear, respectively, suspension stiffness and viscous damping coefficients. Note that the 3rd equation above describes the vertical acceleration at Point A, while $M$, $J$ stand for the car body mass and pitch moment of inertia, respectively, and $k_f$, $c_f$ and $k_r$, $c_r$ stand for the front and rear, respectively, suspension stiffness and viscous damping coefficients. The geometrical parameters $L_f$, $L_r$, $L_y$ are defined in Figure 1 with respect to the body center of mass (c.m.).

Based on these equations the relationship between the excitations $u_1(t)$ and $u_2(t)$ and the response $\ddot{y}(t)$ may, in the Laplace \( s \) domain, be expressed as:

$$ \ddot{Y}(s) = H_1(s)U_1(s) + H_2(s)U_2(s) $$

Equation 2 then yields:

$$ \ddot{Y}(s) = \left[ H_1(s) + e^{-\tau s}H_2(s) \right]U(s) $$

with $u(t) := u_1(t)$. Equation 4 clearly suggests that the MISO representation of Equation 2 may be expressed as a Single–Input Single–Output (SISO) system with equivalent (‘phenomenal’) transfer function $H_{eq}(s)$.

The modulation induced by Wheelbase Filtering [5, p. 169] may be observed in the frequency domain by examining the Power Spectral Density $S_{yy}(\omega)$ \( \omega \) designating frequency in \( \text{rad/s} \) of the random vibration acceleration $\ddot{y}(t)$ signal at Point A as follows:

$$ S_{yy}(\omega) = |H_{eq}(j\omega)|^2S_{uu}(\omega) = |H_1(j\omega) + e^{-j\omega\tau}H_2(j\omega)|^2 \cdot S_{uu}(\omega) \implies S_{yy}(\omega) = \left[ |H_1(j\omega)|^2 + |H_2(j\omega)|^2 + 2\cos(\omega\tau)\text{Re}\{H_1(j\omega)H_2^*(j\omega)\} + \sin(\omega\tau)\text{Im}\{H_1(j\omega)H_2^*(j\omega)\} \right] \cdot S_{uu}(\omega) $$

with $S_{uu}(\omega)$ designating the track excitation displacement Power Spectral Density, $j$ the imaginary unit, $| \cdot |$ complex magnitude, and $^*$ complex conjugation. $\text{Re}\{\cdot\}$ and $\text{Im}\{\cdot\}$ designate real and imaginary part, respectively. The trigonometrical terms in the above expression indicate periodic modulation with period:

$$ \Omega_{mod} = 2\pi/\tau \quad \text{(rad/s)} $$
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chassis mass (kg)</td>
<td>$M$</td>
<td>2880</td>
</tr>
<tr>
<td>Pitch moment of inertia (kg·m²)</td>
<td>$J$</td>
<td>1440</td>
</tr>
<tr>
<td>Front suspension stiffness (N/m)</td>
<td>$k_f$</td>
<td>$1.7 \times 10^6$</td>
</tr>
<tr>
<td>Rear suspension stiffness (N/m)</td>
<td>$k_r$</td>
<td>$1.7 \times 10^6$</td>
</tr>
<tr>
<td>Front suspension damping coefficient (Ns/m)</td>
<td>$c_f$</td>
<td>$2.4 \times 10^4$</td>
</tr>
<tr>
<td>Rear suspension damping coefficient (Ns/m)</td>
<td>$c_r$</td>
<td>$2.4 \times 10^4$</td>
</tr>
<tr>
<td>Distance between c.m. and the front suspension (m)</td>
<td>$L_f$</td>
<td>1.25</td>
</tr>
<tr>
<td>Distance between c.m. and the rear suspension (m)</td>
<td>$L_r$</td>
<td>1.25</td>
</tr>
<tr>
<td>Distance between c.m. and point A (m)</td>
<td>$L_y$</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 1: The 2 DOF vehicle model parameters.

introduced by Wheelbase Filtering. It is obvious that for $L_y \neq 0$ (for $L_y = 0$ only bounce motion occurs) the extrema of $S_{yy}(\omega)$ do not generally coincide with those of the individual Frequency Response Function (FRF) magnitudes $|H_1(j\omega)|$ and $|H_2(j\omega)|$ which entail the resonances associated with the bounce and pitch motions.

The effects of Wheelbase Filtering on the vibration response Power Spectral Density are demonstrated in the following illustrative case study.

Illustrative Case Study: Consider the basic vehicle model of Figure 1, with parameter values as in Table 1, traveling at $V = 80$ km/h with resulting time delay $\tau = 0.1125$ s. The road/rail vibration displacement excitation is independently identically distributed as normal with zero mean and unit variance. The model is discretized with sampling frequency $f_s = 80$ Hz via the impulse invariance method [14, pp. 206–209], with the time delay translated into $d = 9$ sampling periods (samples).

The vehicle’s Frequency Response Function (FRF) $H_1$ and $H_2$ magnitudes are, along with the vibration acceleration response Power Spectral Density at Point A, $S_{yy}$, depicted in Figure 2. Two resonant frequencies are evident in the two FRF magnitudes, while the Wheelbase Filtering effect, with the introduced periodic modulation with period $F_{\text{mod}} = 1/\tau \approx 8.888$ Hz, heavily distorting the response PSD and ‘masking’ the original model characteristics, including the resonant frequencies. Further insight may be gained by examining the vehicle model stationary poles and zeros (of the discretized transfer functions $H_1$ and $H_2$), along with those of the equivalent (phenomenal) transfer function, $H_{eq}$, as indicated in Figure 3. Evidently, Wheelbase Filtering introduces (additional) zeros into $H_{eq}$ (hence into the PSD $S_{yy}$), yet none of the equivalent transfer function zeros coincides with those of $H_1$ or $H_2$. Furthermore, one complex zero pair (designated as $r_1$) introduces the first (barely observable) trough in the response PSD (Figure 2), while four additional pairs (designated as $r_i$ for $i = 2, \ldots, 5$) are distributed closely to the unit circle and introduce four subsequent sharp troughs in the response PSD.

Based on the above, it is evident that vibration response spectra are heavily influenced by Wheelbase Filtering effects, which are ‘masking’ the vehicle’s stationary dynamical characteristics, including resonant frequencies. This may have detrimental consequences on signal based modeling, analysis, and condition monitoring.
Figure 2: Stationary Frequency Response Function (FRF) magnitude curves for $H_1$ (a), $H_2$ (b), and the vertical vibration acceleration response (Point A) Power Spectral Density (c). [Illustrative case study.]

Figure 3: The poles and zeros of the discretized $H_1$, $H_2$, and $H_{eq}$ transfer functions. [Illustrative case study.]
3 PARAMETRIC REPRESENTATION AND POWER SPECTRAL DENSITY ESTIMATION FOR THE RANDOM VIBRATION RESPONSE

3.1 The special-structure ARMA model for random vibration response signal representation

The discrete-time $H_1$ and $H_2$ stationary transfer functions (Equation 2) may be parameterized as:

$$H_1(B) := \frac{C_1(B)}{A(B)} \quad H_2(B) := \frac{C_2(B)}{A(B)}$$  \hspace{1cm} (6)

through the polynomials:

$$A(B) := 1 + a_1B + a_2B^2 + \ldots + a_{na}B^{na} \quad \text{(monic)}$$

$$C_1(B) := c_{1,0} + c_{1,1}B + c_{1,2}B^2 + \ldots + c_{1,nc}B^{nc}$$

$$C_2(B) := c_{2,0} + c_{2,1}B + c_{2,2}B^2 + \ldots + c_{2,nc}B^{nc}$$

with $B$ (also known as $q^{-1}$) designating the backshift operator defined such that $B^t u[t] := u[t - i]$ ($t$ within brackets designating discrete time normalized by the sampling period $T$, that is $t = 0, 1, 2, \ldots$). $na, nc$ designate the corresponding polynomial degrees – obviously $na$ is also the system order. Substituting Equation 6 into the discretized version of Equation 2 leads to the following representation of the equivalent SISO model:

$$A(B)y[t] = \left[ C_1(B) + C_2(B) \cdot B^d \right] u[t], \quad u[t] \sim \text{i.i.d. } \mathcal{N}(0, \sigma^2)$$  \hspace{1cm} (7)

with $d := \tau/T$ designating the time delay in terms of number of samples (presently assumed to be an integer) and $u[t], y[t]$ standing for the discretized versions of the road/track profile displacement excitation and random vibration response, respectively. As previously stated, $u[t]$ is assumed identically independently distributed (i.i.d.) Gaussian with zero mean and variance $\sigma^2$.

Upon re-arrangement and absorption of $c_{1,0}$ into $u[t]$, the equivalent model of Equation 7 may be written as:

$$A(B)y[t] = \bar{C}(B) \bar{u}[t] \quad \bar{u}[t] = c_{1,0} \cdot u[t] \sim \text{i.i.d. } \mathcal{N}(0, c_{1,0}^2 \sigma^2)$$  \hspace{1cm} (8)

with the normalized MA polynomial being (the normalization is to warrant monic polynomial):

$$\bar{C}(B) := \frac{1}{c_{1,0}} \left[ C_1(B) + C_2(B) \cdot B^d \right] = \bar{C}_1(B) + \bar{C}_2(B) \cdot B^d := 1 + \bar{c}_1B + \ldots + \bar{c}_{nc+d}B^{nc+d}$$

$$\bar{C}_1(B) : \text{monic} \quad \bar{C}_1(B) : \text{monic} \quad \bar{C}_2(B) : \text{non-monic}$$  \hspace{1cm} (9)

and the corresponding normalized versions of $H_1(B), H_2(B)$:

$$\bar{H}_1(B) := \frac{\bar{C}_1(B)}{A(B)} \quad \bar{H}_2(B) := \frac{\bar{C}_2(B)}{A(B)}$$  \hspace{1cm} (10)

Notice that in all of the above expressions the overbar designates that the indicated polynomial (or the numerator polynomial in a transfer function) is normalized via division by $c_{1,0}$ (Equation 9).

The representation of Equation 8 is an AutoRegressive Moving Average (ARMA) model of orders $(na, nc + d)$, that is an ARMA$(na, nc + d)$ model, with two structural conditions distinguishing it from conventional ARMA models typically employed for representing the random vibration response on a stationary (non-traveling) vehicle or other structural systems [11].
(i) The MA order \( nc + d \) is, in general, higher than its AR counterpart \( na \).

(ii) For \( d > nc \) (typical under low traveling speed), the MA polynomial is characterized by a certain sparsity (missed intermediate terms).

Because of these, and for easy distinction, this model is subsequently referred to as a Wheelbase Filtering ARMA model of orders \( (na, nc + d) \), with \( d \) designating the delay, or in short as a WF–ARMA \((na, nc + d)\) model. The following comments regarding the importance of structural conditions (i) and (ii) are now in order.

Comments:
(a) Structural condition (i) is instrumental for proper modeling, as potential violation (for instance by following the usual AR and MA order equality or MA order being equal to its AR counterpart minus one [11]) would imply model structure misspecification (mismatch), causing serious representation deficiency and model accuracy degradation.

(b) Structural condition (ii) is also instrumental because it warrants statistical parsimony (model economy), which is essential for achieving the highest possible estimation accuracy [12, pp. 491–492].

(c) As already indicated (illustrative case study in section 2), these structural conditions lead to the introduction of pairs of zeros close to the unit circle, which are responsible for the troughs in the vibration response Power Spectral Density.

(d) The zeros proximity to the unit circle also implies that pure AutoRegressive (AR) models, which are commonly employed in applications due to their estimation simplicity, are inappropriate (especially in the presence of very sharp troughs), as their use is expected to lead to poor approximations and/or very high model orders (see section 5).

(e) Evidently, in the ‘very high’ traveling speed case, \( d \approx 0 \) and the WF–ARMA \((na, nc + d)\) model degenerates to a conventional ARMA \((na, nc)\) counterpart.

3.2 Remarks on WF–ARMA model estimation

Estimation of the WF–ARMA \((na, nc + d)\) model of Equation 8, that is determination of the AR/MA parameter vector \( \theta := [a \cdot \bar{c}]^T \) (\( T \) designating transposition) and the white noise variance \( (e_{1,0}^2 \sigma^2) \) from a measured vibration response signal \( y[t] \) \( (t = 1, 2, \ldots, N) \), may be based on the Prediction Error (PE) principle [12, pp. 199–201] subject to the provision that, in accordance to structural feature (ii), for \( d > nc \) the pseudo–regression vector should have the form (notice the missing terms between the second and third groups):

\[
\psi[t, \theta] := [y[t-1] \ldots y[t-na] : e[t-1, \theta] \ldots e[t-nc, \theta] : e[t-d, \theta] \ldots e[t-(nc+d), \theta]]^T
\]

with \( e[t, \theta] \) designating the model–based one–step–ahead prediction error [12, pp. 68–70]. Of course, this is a function of the parameter vector \( \theta \), thus leading to a Nonlinear Least Squares optimization problem which may be tackled via Gauss–Newton and Levenberg–Marquardt procedures [12, pp. 326–329].

Model order estimation may be based on direct computation of \( d \) (for given traveling speed) and \( na, nc \) selection via the Bayesian Information Criterion (BIC) [12, pp. 505–507].

Once the WF–ARMA \((na, nc + d)\) model has been estimated, the random vibration response model based Power Spectral Density may be obtained as \( (T \) designates the sampling period):

\[
S_{yy}(\omega) = \left| \frac{\bar{C}(e^{-j\omega T})}{A(e^{-j\omega T})} \right|^2 \cdot \left( e_{1,0}^2 \sigma^2 \right)
\]
4 VEHICULAR DYNAMICS IDENTIFICATION

Vehicular dynamics identification depends upon the delay \( d \) (in samples) compared to the stationary MA order \( nc \). As, in turn, \( d \) depends on the traveling speed, the cases of ‘low’ and ‘high’ traveling speeds are separately considered.

4.1 ‘Low’ traveling speed (\( d > nc \)) case

In this case the terms of the \( \bar{C}_1(B) \) and \( \bar{C}_2(B) \) polynomials are, in the \( \bar{C}(B) \) expression of Equation 9, non–interlaced and thus clearly separated (by the missing terms) among themselves, so that they may be accurately recovered from the obtained estimate of \( \bar{C}(B) \). Using the estimate of \( A(B) \), estimates of \( \bar{H}_1(B) \) and \( \bar{H}_2(B) \) may be then obtained through Equation 10.

Observe that the normalized versions, \( \bar{H}_1(B) \) and \( \bar{H}_2(B) \), are obtained instead of their original counterparts, or, in other words, the \( H_1 \) and \( H_2 \) transfer functions are recovered to a constant multiplier (constant multiplier uncertainty). Likewise the excitation variance is obtained as \((\epsilon_{1,0}^2 \cdot \sigma^2)\), instead of the actual \( \sigma^2 \) of Equation 7. Frequency Response Function (FRF) estimates may be also readily obtained from the transfer functions via the substitution \( B = e^{-j\omega T} \).

4.2 ‘High’ traveling speed (\( d \leq nc \)) case

Unlike in the previous case, this is slightly more complex, as the terms of the polynomials \( \bar{C}_1(B) \) and \( \bar{C}_2(B) \) are interlaced in producing \( \bar{C}(B) \) (Equation 9). The precise relationships between the coefficients of the three polynomials may be readily obtained as:

\[
\bar{c}_i = \begin{cases} 
\bar{c}_{1,i} & i = 1, \cdots, d - 1 \\
\bar{c}_{1,i} + \bar{c}_{2,i-d} & i = d, \cdots, nc \\
\bar{c}_{2,i-d} & i = nc + 1, \cdots, nc + d 
\end{cases} \tag{12}
\]

Evidently, the coefficients of the \( \bar{C}_1(B) \) and \( \bar{C}_2(B) \) polynomials cannot be uniquely recovered, implying that vehicular dynamics identification is not possible.

Yet, this may be overcome by employing two measured random vibration response signals, say \( y^p[t] \), \( y^q[t] \) \((t = 1, 2, \ldots, N)\) corresponding to two distinct traveling speeds \( V^p \) and \( V^q \) (and thus delays \( d^p \) and \( d^q \)), respectively. Assume, without loss of generality, that \( d^q < d^p < nc \). Based on the available vibration response signals two models, a WF–ARMA \((na, nc + d^p)\) and a WF–ARMA \((na, nc + d^q)\), are estimated:

\[
\begin{align*}
A^p(B)y^p[t] & = \bar{C}^p(B)\bar{u}^p[t] & \bar{u}^p[t] = \epsilon_{1,0}^p \cdot u^p[t] & \sim N(0, (\epsilon_{1,0}^p \sigma^p)^2) \tag{13a} \\
A^q(B)y^q[t] & = \bar{C}^q(B)\bar{u}^q[t] & \bar{u}^q[t] = \epsilon_{1,0}^q \cdot u^q[t] & \sim N(0, (\epsilon_{1,0}^q \sigma^q)^2) \tag{13b}
\end{align*}
\]

Evidently, the AR polynomials should be identical, that is \( A^p(B) \equiv A^q(B) \) (apart from estimation errors), so the AR parameters may be obtained as simple averages of the individual estimates.

On the other hand, the MA polynomials \( \bar{C}^p(B) \), \( \bar{C}^q(B) \) should be distinct, due to \( d^p \neq d^q \), but interrelated due to their internal structure, that is common \( \bar{C}_1(B) \) and \( \bar{C}_2(B) \) stationary polynomials (Equation 9):

\[
\begin{align*}
\bar{C}^p(B) & := \bar{C}_1(B) + \bar{C}_2(B) \cdot B^{d^p} & \bar{C}^q(B) & := \bar{C}_1(B) + \bar{C}_2(B) \cdot B^{d^q} \tag{14}
\end{align*}
\]
These relationships lead to the following set of equations:

\[ \tilde{C}^p(B) : \]
\[
\begin{align*}
\tilde{c}_{1,1} &= \tilde{c}_1^p \\
& \vdots \\
\tilde{c}_{1,d^p-1} &= \tilde{c}_{dp-1}^p \\
\tilde{c}_{1,d^p} + \tilde{c}_{2,0} &= \tilde{c}_{dp}^p \\
& \vdots \\
\tilde{c}_{1,nc} + \tilde{c}_{2,nc-d^p} &= \tilde{c}_{nc}^p \\
\tilde{c}_{2,nc+1-d^p} &= \tilde{c}_{nc+1}^p \\
& \vdots \\
\tilde{c}_{2,nc} &= \tilde{c}_{nc+dp}^p
\end{align*}
\]

\[ \tilde{C}^q(B) : \]
\[
\begin{align*}
\tilde{c}_{1,1} &= \tilde{c}_1^q \\
& \vdots \\
\tilde{c}_{1,d^q-1} &= \tilde{c}_{dq-1}^q \\
\tilde{c}_{1,d^q} + \tilde{c}_{2,0} &= \tilde{c}_{dq}^q \\
& \vdots \\
\tilde{c}_{1,nc} + \tilde{c}_{2,nc-d^q} &= \tilde{c}_{nc}^q \\
\tilde{c}_{2,nc+1-d^q} &= \tilde{c}_{nc+1}^q \\
& \vdots \\
\tilde{c}_{2,nc} &= \tilde{c}_{nc+dp}^p
\end{align*}
\]

(15)

which may be then used to set up an overdetermined linear system of equations with the coefficients of \( \tilde{C}_1(B) \) and \( \tilde{C}_2(B) \) as unknowns \((2nc + d^p + d^q \) equations in \( 2nc + 1 \) unknowns). This system may be solved in a Least Squares sense in order to provide estimates of the coefficients of \( \tilde{C}_1(B) \) and \( \tilde{C}_2(B) \). The identification of the stationary vehicular dynamics, in terms of the transfer functions \( H_1(B) \), \( H_2(B) \), is then complete.

5 PERFORMANCE ASSESSMENT AND COMPARISONS VIA MONTE CARLO EXPERIMENTS

Performance assessment is based on the illustrative case study of section 2. The traveling speed is \( V = 80 \text{ km/h} \), resulting into a time delay \( \tau = 0.1125 \text{ s} \), which for sampling frequency \( f_s = 80 \text{ Hz} \) is equivalent to \( d = 9 \) samples long. The road/rail vibration displacement excitation is independently identically distributed with normal distribution having zero mean and unit variance, that is \( u[t] \sim \text{i.i.d.} \mathcal{N}(0, 1) \).

Estimation results are based on 1 000 Monte Carlo runs, with the random vibration vertical acceleration signal in each run being \( \Delta t = 250 \text{ s} (N = 20 000 \text{ samples}) \) long. Each obtained vibration signal is pre–processed by having its sample mean removed and its sample standard deviation normalized to unity (the latter for purely numerical reasons).

Parametric spectral estimation results for the observed random vibration signal are presented first, followed by vehicular dynamics identification results.

5.1 WF–ARMA model based random vibration parametric spectral estimation

For the 2 DOF model treated, a WF–ARMA(4, 3+9) model (that is \( na = 4 \), \( nc = na-1 = 3 \), \( d = 9 \)) is appropriate [11]. WF–ARMA(4, 3 + 9) based parametric spectral estimation is thus pursued, while interesting comparisons with the non–parametric Welch method [12, pp. 186–187], the pure AR based method, as well as ARMA(4, 12) based spectral estimation [13, pp. 172–188], are also made. These comparisons are of particular interest, as the non–parametric Welch and the AR based methods are quite popular due to their implementation simplicity and low computational complexity. The comparison with ARMA(4, 12) based spectral estimation – notice that this model is order–wise equivalent to its WF–ARMA(4, 3 + 9) counterpart – is performed in order to isolate and assess the benefits of imposing structural condition (ii) related
Table 2: Spectral estimation details.

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>MATLAB function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non–parametric PSD</td>
<td>Welch</td>
<td>pwelch.m</td>
</tr>
<tr>
<td>AR(57)</td>
<td>Ordinary Least Squares (OLS)</td>
<td>ar.m</td>
</tr>
<tr>
<td>ARMA(4,12)</td>
<td>Nonlinear Least squares (NLS)</td>
<td>arm.ax.m</td>
</tr>
<tr>
<td>WF–ARMA(4,3+9)</td>
<td>custom function</td>
<td></td>
</tr>
</tbody>
</table>

Welch method details:
- Random vibration signal length: $N = 20 000$ samples
- Hamming window, segment length 512 samples, overlap 90%, $\delta f \approx 0.15\,Hz$

Based on the obtained results, WF–ARMA(4, 3 + 9) spectral estimation is evidently excellent, exhibiting no bias and minimal variability. Welch based spectral estimation is adequate, but characterized by significantly increased variability. AR based spectral estimation employs AR(57) models, selected via the BIC criterion [11]. This high order is expected and due to the pure AR approximation of the ARMA based dynamics, while it is aggravated by the first, sharp, spectral trough. Yet, estimation accuracy is still not very good for the specific trough, while ripples and considerable variability are observed across the bandwidth. Finally, ARMA(4, 12)
Figure 5: Vehicular dynamics estimation assessment via the illustrative case study under a single traveling speed: Stationary Frequency Response Function (FRF) $H_1$ and $H_2$ magnitude estimates obtained by the WF–ARMA (a,b) and ARMA (c,d) based methods. [The true FRF magnitudes are shown in black; Traveling speed $V = 80 \text{ km/h}$; 1 000 Monte Carlo runs per method.]

based estimation is adequate, but exhibiting certain bias at low frequencies and somewhat increased variability compared to that attained via the WF–ARMA$(4,3+9)$ model.

Overall, the presented results illustrate the effectiveness and advantages of the postulated WF–ARMA model based spectral estimation approach.

5.2 WF–ARMA model based vehicular dynamics identification

‘Low’ traveling speed case ($V = 80 \text{ km/h}$, $d = 9 > nc = 3$) In this case the procedure of subsection 4.1 is applied based on the WF–ARMA$(4,3+9)$ model. For comparison, in particular for observing the benefits of imposing structural condition (ii) related to sparsity, the procedure is also applied based on an ordinary ARMA$(4,12)$ model. This is accomplished by a–posteriori setting to zero the parameters that ought to be omitted. Monte Carlo dynamics identification results by both methods are, in terms of stationary Frequency Response Functions (FRF) magnitudes for $H_1$ and $H_2$, presented in Figure 5, while corresponding modal parameter estimates obtained by the WF–ARMA$(4,3+9)$ method are presented in Table 3.

The stationary FRF magnitudes estimated by the WF–ARMA based method (in this case without scaling uncertainty, as $\sigma^2 = 1$ so that $c_{1,0}$ is estimated) are very good, while those obtained by the ARMA based method exhibit serious problems in terms of both high variability and (in several cases) wrongly estimated modes. The benefits of imposing structural condition (ii) are thus confirmed as significant. The modal parameter estimates obtained by the WF–ARMA based method are also very good, with small standard deviations.

‘High’ traveling speed case ($d \leq nc = 3$) In this case the procedure of subsection 4.2 is
The estimated $H_1$ and $H_2$ stationary FRF magnitudes are contrasted to their theoretical counterparts in Figure 6. The estimates are quite good, with some bias present at very low frequencies. Similarly to the ‘low’ traveling speed case, the stationary FRF magnitudes are estimated without scaling uncertainty, as $(\sigma^p)^2 = (\sigma^q)^2 = \sigma^2 = 1$ so that $c_{1,0}$ is obtained as a simple average of the individual $c_{p,0}^1$ and $c_{q,0}^1$ estimates [refer to Equation 13, Equation 8 and observe that $c_{p,0}^1$ and $c_{q,0}^1$ do not depend upon the delay $d$, thus speed, and should be both equal to $c_{1,0}$].

6 CONCLUDING REMARKS

The problems of effective parametric spectral estimation for random vibration signals and dynamics identification for traveling surface vehicles, in view of Wheelbase Filtering effects on measured random vibration signals, have been addressed. Special–structure AutoRegressive Moving Average (ARMA) models, referred to as Wheelbase Filtering ARMA (WF–ARMA) models, have been postulated for the precise representation, estimation, and spectral analysis of random vibration signals. A method for stationary vehicular dynamics identification based on in–motion random vibration signals (output–only identification) has been also developed. The main conclusions from the study may be summarized as follows:

![Figure 6](image-url)
• Wheelbase Filtering effects lead to special-structure ARMA (WF–ARMA) models for the representation and parametric spectral estimation of random vibration signals for traveling surface vehicles.

• The special structure of WF–ARMA models is instrumental for achieving high accuracy. Indeed, compared to their conventional counterparts, WF–ARMA models avoid the detrimental effects of model mismatch and lack of statistical parsimony.

• The stationary vehicular dynamics may be properly identified via in-motion random vibration signals under a single or multiple nominal speeds.

• The superiority of the postulated WF–ARMA based approach has been demonstrated via Monte Carlo comparisons with classical Welch based, AR based, and conventional ARMA based spectral estimators.
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Abstract. The present study focuses on the implementation of a methodology to bridge the gap between SHM models with numerically generated data and correspondence with measurements from the real structure to provide reliable damage predictions. In the proposed novel methodology, numerically generated data from simulation models are integrated with measurements from the corresponding real structure to achieve high accuracy in identifying and predicting potential structural damages. A truss structure consisting of composite carbon fiber tubes, aluminum elements and steel bolts for the connections is used for the application of the proposed approach. The process begins with the three-dimensional finite element (FE) models of the examined cylindrical parts, developed in robust finite element analysis software simulating each carbon fiber ply and resin matrix. The real structure and FE models are analyzed in dynamic loading to identify their response. After, the complete assembly FE models are updated based on the data from experimental tests that correspond to the conducted analysis tests on composite cylindrical parts. The potential damage of the structure, set as loose bolts defining a multiclass damage identification problem, is then simulated with the optimal models through a series of stochastic FE load cases for different excitation characteristics. The simulated acceleration time series are then be fed in for the training of a supervised Convolutional Neural Network (CNN) classifier. The trained CNN is finally validated on experimentally measured structural states of the truss. Reliable results prove that optimal FE modeling may be used with machine learning techniques to synthesize a damage identification tool despite the uncertainties, which are tackled by the inherent advantage of numerical generated results to simulate arbitrary number of load cases in small amount of type and minimal effort.
1 INTRODUCTION

Damage detection methods and Structural Health Monitoring (SHM) is increasingly attracting attention in prognosis and maintenance planning of various structural and mechanical systems. Vibration measurements for damage indexing [1] and SHM [2,3] have been the traditional way of building mathematical classification models that have as task to detect and identify potential damage in systems. More recently, the promising Machine Learning (ML) subcategory known as Artificial Neural Networks (ANN) has entered the SHM field showing great potential in damage detection tasks [4,5]. The advantages that ANNs may offer for SHM against the traditional mathematical models are highlighted as the minimal user preprocessing to input data and the automatic learning of damage features in vibration signals [6]. Usually, ANNs are applied in a multilayer form to achieve that and their architecture and training methods form the wide field of Deep Learning (DL).

Even though new models and methods have been proposed so far for SHM, such as ANNs, the problem of acquiring adequate and appropriate data still exists and is of most importance. All SHM methods go through the so called “training” or model building phase where data of different structural health states is used to “teach” the classifier how to separate a healthy from a damaged condition. The data needs to as representative as possible of the candidate structure for future damage or fault identification, therefore most training data is derived from experimentally measured sources. Experimentally measured data for damaged states could be difficult to get however in most of the cases of real structural systems, since it would require expensive or dangerous to measure damages [7]. Examples in the literature are sparse for data acquisition on damaged states of real structures [8,9].

A novel method was proposed recently with simulated experiments derived from optimal FE models for the data generation [6] in order to bypass difficulties that arise from damaged state measurements and various ambient conditions consideration. The requirement is that the candidate system for SHM to be identified properly on the healthy state and that the damaged are adequately defined to be simulated by FE. Various load cases, ambient conditions and damages may then be simulated and the extracted data can be fed directly with minimal pre-processing in a CNN classifier.

In this work, the potential of the promising system identification and damage detection framework by simulated experiments, is explored further for complex structures. A carbon fiber reinforced polymer (CFRP) truss structure is used as a benchmark. The novel damage detection framework includes a system identification and model updating for the material parameters or the structure and in turn a stochastic FE simulation for generation of labeled health statuses. A CNN is trained by the simulated data and validated afterwards by measurements on the real structure. The physical benchmark structure and the imposed damages are described in Section 2, along with the workflow of the complete framework. The system identification and FE model updating is shown in Section 3. Results on the data generation, CNN training and evaluation on the health status of the real structure are shown in Section 4. The performance of the framework is finally discussed in the Conclusions section.
2 CARBON FIBER REINFORCED POLYMER BENCHMARK TRUSS STRUCTURE

Purpose of this work is to test the proposed simulated experiments framework against large and complex structures. The benchmark truss case shown in Figure 1, comprises of CFRP tubes connected on aluminum parts which are bolted on solid aluminum edges [10].

![Figure 1](image)

**Figure 1** Experimental setup of the CFRP pin-joined benchmark structure (left). Rubber interface for stiffness reduction of the bolted connection (right)

The benchmark structure poses challenges against the effective identification of the composite material parameters and the effective FE modeling of the bolted connections. The artificial damage to be studied is considered compromised bolts between the aluminum to carbon connection and the solid aluminum edges. Four bolts in total are the candidate damage positions every time as noted in Figure 1 as D1, D2, D3 and D4. The damaged cases bolts are left untightened in order to reduce connection stiffness. Impact loading is used for all SHM tests in this work. The proposed SHM framework proceeds as shown in Figure 2, starting with the FE model building and identification.
3 SYSTEM IDENTIFICATION AND FINITE ELEMENT MODEL UPDATING OF PARAMETERS

The FE model of the truss structure is constructed using a total of 205,240 triangular shell elements for the CFRP tubes and 1,730,616 tetrahedra elements for the metallic parts and glue that connects them with the tubes. The bolts are modeled as rigid elements that connect the truss sections. In parallel, identification of the truss structure system is performed by extracting the experimental frequency response functions (FRF) with impact loading, shown in Figure 3. The CMA-ES stochastic optimization algorithm [11] is used after to update the FE model CFRP and metallic part material properties on the identified system, based on the experimental FRFs.
Figure 3 Frequency response functions for impact loading of the truss structure

Prior to update the FE model is divided in parts as shown in Figure 4, according to the material type of each. Results for the first 7 frequencies of the updated FE model are shown in Table 1 in comparison with the identified experimental ones

<table>
<thead>
<tr>
<th>Identified Frequency [Hz]</th>
<th>Frequency Updated FE [Hz]</th>
<th>Frequency Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.456</td>
<td>77.2</td>
</tr>
<tr>
<td>2</td>
<td>84.932</td>
<td>82.85</td>
</tr>
<tr>
<td>3</td>
<td>87.651</td>
<td>91.7</td>
</tr>
<tr>
<td>4</td>
<td>113.542</td>
<td>114.71</td>
</tr>
<tr>
<td>5</td>
<td>185.584</td>
<td>188.91</td>
</tr>
<tr>
<td>6</td>
<td>190.736</td>
<td>189.6</td>
</tr>
<tr>
<td>7</td>
<td>195.502</td>
<td>194.66</td>
</tr>
</tbody>
</table>

Table 1: Comparison between identified and updated FE frequencies

For damping values, CMA-ES was used again with a starting point the previously updated material values, converging after to the values of 0.0099, 0.00989 and 0.00933 for frequency ranges between 0-100, 100-120 and 120-2000 Hz respectively. The complete updated FE model is after validated on impact excitation and the time histories of
accelerations at the node locations are compared between experimental and numerical results. The results are shown in Figure 5.

Figure 4 Grouped FE model parts (according to color) with respect to their material properties

![Figure 4](image)

Figure 5 Identified numerical vs experimental acceleration time response for impact load

The acceleration comparison shows a good correspondence between the real and the numerical structure. With the updated FE model at hand now, the data generation step may proceed with the subsequent CNN training, described in Section 4.
4 DATA GENERATION, TRAINING AND EXPERIMENTAL VALIDATIONS

The SHM data generation is performed with the identified FE model of the truss structure which is used to simulate the Healthy the four damaged states D1, D2, D3 and D4. The bolted connections are modeled as rigid bodies for the Healthy status and removed according to the damage type. Random sampling in order to promote classifier generalization is used for the material and model parameters through a repetitive load case scheme [6] on the FE equations of motion:

\[ M(\rho)A + C(K, M, \alpha, \beta)V + K(E)U = F \]  (1)

Where \( A, V \) and \( U \) are global the acceleration, velocity and displacement vectors respectively. \( M, C \) and \( K \) represent the global mass, damping and stiffness matrices of the structure that depend on the model physical parameters of density \( \rho \), damping \( \alpha \) and \( \beta \) and elasticity \( E \). The data generation algorithm is shown in Algorithm 1. Uniform random distribution is used for all values with a ±10% range from the identified material values. Impact loading was used as excitation.

<table>
<thead>
<tr>
<th>Algorithm 1: Numerical model data generation algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Number of load cases ( n ) and statistical bounds for each quantity ( \rho, \alpha, \beta, E )</td>
</tr>
<tr>
<td><strong>Output:</strong> ( n ) number of labeled acceleration vectors at preselected FE nodes</td>
</tr>
<tr>
<td>1. for ( i = 1: n ) do</td>
</tr>
<tr>
<td>2. define Health status ( y ) according to FE model → ( Y )</td>
</tr>
<tr>
<td>3. ( \text{sample } E \rightarrow K = K(E) )</td>
</tr>
<tr>
<td>4. ( \text{sample } \rho \rightarrow M = M(\rho) )</td>
</tr>
<tr>
<td>5. ( \text{sample } \alpha, \beta \rightarrow C = C(K, M, \alpha, \beta) )</td>
</tr>
<tr>
<td>6. Solve ( MA + CU + KU = F )</td>
</tr>
<tr>
<td>7. return ( A ) and ( Y )</td>
</tr>
<tr>
<td>8. end</td>
</tr>
</tbody>
</table>

The extracted accelerations and health label status after 400 load cases for each 5 statuses are completed form the SHM training data set (2):

\[ \text{Train } \_ \text{ set } = \{(A_1, Y_1), (A_2, Y_2), ..., (A_n, Y_n)\} \]  (2)

The CNN is trained after on the examples of set (2) in order to learn to identify damage. A “Deep” and “multiheaded” averaging form [6] is used that comprises of different 1D signal convolutional filters. Next 10 experimental measurements of each state are input in the trained CNN to check its predictions. Results are shown for a binary damage identification case, meaning a Healthy class and a single Damaged class containing D1, D2, D3 and D4. The predictions on the experimental Health status are shown in Figure 6. The class predictions come in values between 0 and 1, with 0.5 being the class threshold. Blue is used for the Healthy class score that the network predicts and red for the Damaged. The sum of the blue and red column is always equal to 1 in the network output. The histograms are read as follows. From 1-10 the histograms show the predictions scores for inputs from
Healthy experimental states. From 11-20, 21-30, 31-40, 41-50 the histograms show the predictions scores for inputs from D1, D2, D3 and D4 experimental states respectively which all together form the Damaged class in this binary damage identification problem. The validations scores come to 100% on the real states with only D1 and D2 predicting the state with 90% and 80% accuracy respectively. The trained CNN can be therefore regarded as reliable for the given problem.

Figure 6 Predictions of the numerically trained CNN on the experimental status

5 CONCLUSIONS

In this work a system identification and damage detection framework was present for a CFRP truss structure. The damage cases for truss structure SHM benchmark test were applied as loose bolts. After the system identification of material parameters, a FE model was developed and served as the SHM training data source in order to feed in a Deep CNN classifier. The numerically trained CNN was finally validated on experimental states of the benchmark and showed close to 100% accuracy in a binary damage identification problem, meaning separating the Healthy from different Damaged conditions. The presented framework on the benchmark structure shows great potential for future SHM tools and further testing is planned such as damage cases of less magnitude and damage detection combing with damage location.

Acknowledgment: This research has been co-financed by the European Union and Greek national funds through the Operational Program Competitiveness, Entrepreneurship and Innovation, under the call "Aquaculture" - "Industrial Materials" - "Open Innovation in Culture" (project code: T6YBII-00478)
REFERENCES


AN IN-SITU EXPERIMENTAL SETUP FOR DAMAGE LOCALIZATION
AND MECHANICAL PARAMETER ESTIMATION

M. Vollmering\textsuperscript{1}, I. Dolbonosov\textsuperscript{1}, A. Lenzen\textsuperscript{1}

\textsuperscript{1}Institute for Statics, Structural Dynamics, System Identification, and Simulation (I4S)
Leipzig University of Applied Sciences, Karl-Liebknecht-Straße 132, 04277 Leipzig
e-mail: Armin.Lenzen@htwk-leipzig.de

Keywords: Output-only identification, Damage localization, H-infinity estimation, Mechanical parameter estimation, Mass perturbation methods, Projection techniques in state space

Abstract. A new in-situ experimental setup for damage localization and mechanical parameter estimation has been built at two test fields, outdoors at a rooftop and in a laboratory at Leipzig University of Applied Sciences. Excited by wind, the structure can be identified by output-only methods. In this contribution current progress on the development of damage localization and scaling output-only systems from a general operator notation is shown. At the beginning damage localization based on $\mathcal{H}_\infty$-estimation is briefly shown. Modifying this theory, system scaling and mechanical parameter estimation is discussed afterwards. Finally, experimental results are shown and analysed.
1 Introduction

In structural dynamics the parametrization of a mechanical model allows to analyse system properties and predict structural responses in certain load cases. To parametrize real life structures, a *linear-elastic* mechanical model is often a well-suited approximation at an operation point, which is modelled by mass, stiffness, and damping ($\bar{M}$, $\bar{K}$, and $\bar{D}$). To avoid a priori model errors and a possible huge numerical effort, *system identification* allows a straightforward alternative parametrization of a mechanical model, which the authors focus in this contribution. Directly based on measurements, the identified system has a considerably smaller model order. Here, the parametrization of a *linear, time-invariant state space system* is very advantageous, as this allows to subsequently apply identified parameters in other techniques.

**Stochastic system identification.** Because deterministic excitations are cost-intensive, elaborate, and sometimes impossible to apply at large-scale civil engineering structures, identification methods based on *ambient excitations* (e.g. wind, traffic, waves, microseism) should be applied instead [1]. Some stochastic system identification methods are a) stochastic realization [2], b) stochastic subspace identification (SSI) [3], c) canonical correlation analysis (CCA) [4], and so on. Because ambient excitations are in general unmeasurable, state space parameters $A$ and $C$ can be determined only based on structural response measurements. Hence, the physical interpretation of the identified system is an important issue. A widespread approach is the identification of modal data (free scaled mode shapes), named operational modal analysis (OMA) [5–7]. However, without the necessity of numerical computations based on (real or complex-conjugated) mode shapes, we focus on the development of a general, system theoretic identification approach.

**Motivation: Mechanical parameter estimation and damage localization.** A new in-situ experimental setup for damage localization and mechanical parameter estimation has been built at two test fields, outdoors at a rooftop and in a laboratory at Leipzig University of Applied Sciences (see figure 1 and section 4). Excited by wind, the structure can be identified by output-

![Wind-exposed structure at a rooftop](image1)

![Laboratory structure](image2)

Figure 1: Experimental structures
only methods. The authors aim to develop and verify a damage localization method based on the state projection estimation error (SP2E) [8–11], which is insensitive to environmental and operational conditions (EOC). While first attempts based on principal component analysis were analysed [12], a system theoretic approach may be advantageous.

In this contribution, current progress on the development of damage localization and scaling output-only systems from a general operator notation is shown. To begin with in section 2, damage localization based on SP2E is briefly shown. Modifying this theory, the novel state projections for system scaling (SP2S) method and subsequent mechanical parameter estimation is discussed afterwards, which is based on output-only measurements and the mass perturbation technique (repetition of measurement with known additional mass \( \Delta M \), section 3). Finally, experimental results are shown and analysed in section 4.

Some notes on the used nomenclature. Because structural alterations are a key element of this contribution (e.g. stiffness modifications \( \Delta K, i \) and/or mass perturbations \( \Delta M, i \)), the definition of structural state \( i \) is introduced: \( i = 0 \) defines the reference and \( i > 0 \) the altered structural state.

We focus on the application of estimation/control approaches in structural dynamics. Hence, a more general system theoretic notation is used: The map to \( y \) from \( u \) is denoted by \( T_{yu} \). By using a linear, time-invariant state space system, \( T_{yu} \) may be written in frequency domain as

\[
\begin{align*}
\sigma x(\sigma) &= Ax(\sigma) + Bu(\sigma) \\
y(\sigma) &= Cx(\sigma) + Du(\sigma)
\end{align*}
\]

Based on state space parameters \( A, B, C, \) and \( D \), the frequency response matrix function follows:

\[
T_{yu}(\sigma) = \begin{bmatrix} A & B \\ C & D \end{bmatrix} = C(\sigma I - A)^{-1} B + D.
\]

2 Damage localization based on \( \mathcal{H}_\infty \)-estimation: State projection estimation error (SP2E)

2.1 Basis: Output-only identification

As mechanical system parameters (\( \bar{M}, \bar{K}, \) and \( \bar{D} \)) and structural excitations are unknown for real large-scale structures, we use the SSI [3] to parametrize discrete-time state space parameters \( A \) and \( C \). These matrices are applied to define a discrete-time system

\[
\begin{bmatrix} x_{k+1} \\ y_k \end{bmatrix} = \begin{bmatrix} A & I \\ C & 0 \end{bmatrix} \begin{bmatrix} x_k \\ w_k \end{bmatrix}, \quad n_k = \begin{bmatrix} w_k \\ v_k \end{bmatrix}, \quad \text{with } \langle n_k, n_k \rangle := \begin{bmatrix} Q & S^* \\ S & R_v \end{bmatrix} .
\]

(1)

2.2 \( \mathcal{H}_\infty \)-estimation: Worst-case analysis

\( \mathcal{H}_\infty \)-theory leads to estimators, which are less susceptible to disturbance uncertainties. A key element for that is to consider the so-called worst-case. Hence, one uses the \( \mathcal{H}_\infty \)-norm to bound a system \( T_{\tilde{s}n} \) by \( \gamma \), which is equivalent to bound the largest singular value of matrix function \( T_{\tilde{s}n} \), namely

\[
\| T_{\tilde{s}n} \|_{\mathcal{H}_\infty} = \sup_n \| \tilde{s} \|_2 = \max_\omega \sigma \left( T_{\tilde{s}n}(e^{j\omega}) \right) < \gamma, \quad \tilde{s} = s - \hat{s} = L(x - \hat{x}) = L\hat{x} .
\]

(2)
Although $\mathcal{H}_\infty$-theory may lead to over-conservative estimators, they outperform Kalman filters ($\mathcal{H}_2$ estimators), when the disturbances are unknown [13]. An important difference to Kalman filtering is the usage of weighting parameter $L$, allowing different applications in $\mathcal{H}_\infty$-estimation [13]. For the case of filtering signals in additive noise [14] one uses $L = C$.

There are plenty $\mathcal{H}_\infty$-theory approaches [13–17]. A powerful, theoretical approach is the derivation of estimation as a special case of control by using the lower linear fractional transformation (LLFT, see figure 2) [18]:

$$
\begin{bmatrix}
    x_{k+1} \\
    \hat{s}_k \\
    y_k
\end{bmatrix}
= \begin{bmatrix}
    A & I & 0 \\
    L & 0 & 0 \\
    0 & -I \\
    C & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x_k \\
    w_k \\
    u_k
\end{bmatrix},
\begin{bmatrix}
    \hat{x}_{k+1} \\
    \hat{s}_k \\
    \hat{y}_k
\end{bmatrix}
= \begin{bmatrix}
    A-K_pC & K_p \\
    L & 0
\end{bmatrix}
\begin{bmatrix}
    \hat{x}_k \\
    \hat{y}_k
\end{bmatrix}. \quad (3)
$$

![Figure 2: Estimation as a special case of control](image)

**LMI based $\mathcal{H}_\infty$-estimation.** Linear matrix inequality (LMI) methods are widespread to determine $\mathcal{H}_\infty$-controllers [19, 20]. Based on the bounded real lemma, a $\gamma$-optimal controller $K$ exists in discrete-time (see equation (2)) in both equivalent expressions

$$
\begin{bmatrix}
    A_{cl} & B_{cl} & C_{cl} & D_{cl}
\end{bmatrix}
\begin{bmatrix}
    -X^{-1} & A_{cl} & B_{cl} & 0 \\
    A_{cl}^T & -X & 0 & C_{cl}^T \\
    B_{cl}^T & 0 & -\gamma^2I & D_{cl}^T \\
    0 & C_{cl} & D_{cl} & -I
\end{bmatrix}
< 0, \quad (4)
$$

if the above inequality is feasible for $\mathcal{X} > 0$. Hence, an optimization problem follows, namely the minimization of $\gamma$ under the above constraints, which may be solved numerically (see [21, 22]). A numerical minimum for $\gamma^2$ can be found by semidefinite programming (SDP), which may lead to the strictly proper form

$$
\begin{bmatrix}
    \hat{x}_{k+1} \\
    \hat{y}_k
\end{bmatrix}
= \begin{bmatrix}
    A_f & K_f \\
    C & 0
\end{bmatrix}
\begin{bmatrix}
    \hat{x}_k \\
    \hat{y}_k
\end{bmatrix}. \quad (5)
$$

**Riccati recursion/equation based $\mathcal{H}_\infty$-estimation.** Besides the LMI solution, the application of indefinite metric spaces for $\mathcal{H}_\infty$-estimation [14] is a remarkable theory. Based on the
minimization of an indefinite quadratic form [23], this theory leads to a Riccati recursion

\[ P_{k+1} = A P_k \left( I - \left[ \frac{L}{C} \right]^* \left[ \left[ \frac{L}{C} \right] P_k \left[ \frac{L}{C} \right]^* + \left[ -\gamma^2 I \ 0 \right] \right]^{-1} \left[ \frac{L}{C} \right] P_k \right) A^* + Q \]  

(6a)

\[ = A \left( P_k^{-1} - \gamma^{-2} L^* L + C^* C \right)^{-1} A^* + Q . \]  

(6b)

To determine an \( H_\infty \) estimator, a convergent solution \( P = P_{k+1} = P_k \) must be computed and important existence conditions are taken into account

\[ \forall k : \ P_k^{-1} = P_k^{-1} - \gamma^{-2} L^* L > 0 , \ P_k^{-1} - \gamma^{-2} L^* L + C^* C > 0 . \]  

(7)

Because a direct recursive computation is numerically imprecise [24], one can solve a discrete-time algebraic Riccati equation (DARE) instead. To get a solution, the eigenvectors of an extended symplectic pencil are used to numerically determine matrix \( P \) [25], which leads to the a priori \( H_\infty \)-estimator

\[
\begin{bmatrix}
\dot{x}_{k+1} \\
\dot{y}_k
\end{bmatrix} = \begin{bmatrix}
A_p & K_p \\
C & 0
\end{bmatrix} \begin{bmatrix}
\hat{x}_k \\
y_k
\end{bmatrix}
\]  

with \( K_p = A \hat{P} C^* \left( C \hat{P} C^* + I \right)^{-1} \), \( A_p = A - K_p C \).  

(8)

As \( \gamma \to \infty \), the estimator in equation (8) becomes the well-known Kalman filter (an \( H_2 \)-optimal estimator) [13].

### 2.3 Damage localization by state projection estimation error (SP2E) method

A difference process has been proposed for damage localization by the authors [9–11]. Process \( d \) follows the introduced system in discrete-time

\[
\begin{bmatrix}
\dot{x}_{0,k+1} \\
\dot{x}_{i,k+1} \\
\dot{x}_{i,k+1} \\
\dot{d}_k
\end{bmatrix} = \begin{bmatrix}
A_{p,0} & 0 & K_{p,0} C_i & 0 \\
0 & A_{p,i} & K_{p,i} C_i & 0 \\
0 & 0 & A_i & I \\
-C_0 & C_i & 0 & 0
\end{bmatrix} \begin{bmatrix}
\hat{x}_{0,k} \\
\hat{x}_{i,k} \\
x_{i,k} \\
w_k
\end{bmatrix}
\]  

(9)

Using state projections, a Sylvester equation must be solved, which leads to the following:

\[
\begin{bmatrix}
A_{p,0} & 0 \\
0 & A_{p,i}
\end{bmatrix} \Theta - \Theta A_i = - \begin{bmatrix}
K_{p,0} \\
K_{p,i}
\end{bmatrix} C_i , \quad \Theta = \begin{bmatrix}
Y \\
Z
\end{bmatrix}
\]  

(10a)

\[
\begin{bmatrix}
\dot{x}_{0,k+1} \\
\dot{x}_{i,k+1} \\
x_{i,k+1} \\
\dot{d}_{V,k}
\end{bmatrix} = \begin{bmatrix}
A_{p,0} & 0 & 0 & -Y \\
0 & A_{p,i} & 0 & -Z \\
0 & 0 & A_i & I \\
-C_0 & C_i & C_i Z - C_0 Y & 0
\end{bmatrix} \begin{bmatrix}
\hat{x}_{0,k} \\
\hat{x}_{i,k} \\
x_{i,k} \\
w_k
\end{bmatrix}
\]  

(10b)

The SP2E difference process approach is a form of model reduction, namely the truncation of estimator poles. This has been discussed by the authors [9–11] and allows to define

\[
\begin{bmatrix}
x_{k+1} \\
\dot{d}_{V,k}
\end{bmatrix} = \begin{bmatrix}
A_i & I & 0 \\
C_T & 0 & 0
\end{bmatrix} \begin{bmatrix}
x_k \\
w_k \\
v_k
\end{bmatrix} , \quad C_T = \begin{bmatrix}
-C_0 & C_i
\end{bmatrix} \begin{bmatrix}
Y \\
Z
\end{bmatrix} = C_i Z - C_0 Y .
\]  

(11)
As a result one determines the difference process \(d_V\) taking state projections into account. The average process power of \(d_V\) can be analysed for damage localization:

\[
\bar{P}_{dV} = \text{diag}(R_{dV}) \quad \text{with} \quad R_{dV} = \langle d_{V,k}, d_{V,k} \rangle.
\]  

(12)
The SP2E method has been verified based on experimental data and the study of damage localization results can be found in [9–11].

3 System scaling and mechanical parameter estimation based on output-only identification and mass perturbations

3.1 Relation of structural states in general operator notation

In this section some brief notes on the novel state projections for system scaling (SP2S) method and mechanical parameter estimation are given (for details see [26]). To find a relation for that, the constitutive equation of motion in structural dynamics is reordered to

\[
a_i \overset{\Delta}{=} T_{af,i}f : \quad \tilde{M}a_i(t) + \tilde{D}v_i(t) + \tilde{K}d_i(t) = f(t) - \Delta_{M,i}a_i(t).
\]  

(13)
The mechanical system in reference structural state \(T_{af,0}\) has the response of state \(i\) due to input \(f - \Delta_{M,i}a_i(t)\) after a settling time (steady state vibrations). Omitting initial values, this may be expressed in Laplace domain by

\[
a_i(s) = T_{af,0}(s)(f(s) - \Delta_{M,i}a_i(s)), \quad T_{af,i} \overset{\Delta}{=} T_{af,0}(I_p - \Delta_{M,i}T_{af,i}).
\]  

(14)
In equation (14) we presuppose the same average excitation spectrum (in a stochastic sense) for both structural states \(T_{af,0}\) and \(T_{af,i}\). Equation (14) is very important to relate reference and altered structural states in one framework and a system description for the structural states is necessary to apply the found relation, which is shown below.

3.2 State projections for system scaling method (SP2S)

A state space approach is focused below, because this allows to apply standard system analysis techniques afterwards. Hence, by applying state space parameters \(A_i, B_i, C_i, D_i\) in equation (14), one concludes the following in continuous-time:

\[
\begin{bmatrix}
A_i & B_i \\
C_i & D_i
\end{bmatrix} \overset{\Delta}{=} \begin{bmatrix}
A_0 & B_0 \\
C_0 & D_0
\end{bmatrix} \begin{bmatrix}
A_i & B_i \\
-\Delta_{M,i}C_i & I_p - \Delta_{M,i}D_i
\end{bmatrix}
\]  

(15a)

\[
\begin{bmatrix}
A_0 - B_0\Delta_{M,i}C_i & B_0(I_p - \Delta_{M,i}D_i) \\
0 & A_i
\end{bmatrix}
\begin{bmatrix}
A_0 - B_0\Delta_{M,i}C_i & B_0(I_p - \Delta_{M,i}D_i) \\
C_0 - D_0\Delta_{M,i}C_i & D_0(I_p - \Delta_{M,i}D_i)
\end{bmatrix}^{-1} \begin{bmatrix}
A_i & B_i \\
C_0 - D_0\Delta_{M,i}C_i & D_0(I_p - \Delta_{M,i}D_i)
\end{bmatrix}
\]  

(15b)

\begin{align*}
a_i & \overset{\Delta}{=} T_{af,i}f : \\
\begin{bmatrix}
\dot{x}_0 \\
\dot{x}_i \\
a_i
\end{bmatrix} & = \begin{bmatrix}
A_0 - B_0\Delta_{M,i}C_i & B_0(I_p - \Delta_{M,i}D_i) \\
0 & A_i & B_i \\
C_0 - D_0\Delta_{M,i}C_i & D_0(I_p - \Delta_{M,i}D_i)
\end{bmatrix} \begin{bmatrix}
x_0 \\
x_i \\
f
\end{bmatrix}.
\end{align*}

(15c)
In equation (15b) the state space system on the right-hand side has a considerably larger model order than the left-hand side. Applying the state projection technique of equation (10), a block diagonal form is determined:

\[
A_0\Theta_i - \Theta_iA_i = B_0\Delta_{M,i}C_i
\]  

(16a)

\[
\begin{bmatrix}
A_i & B_i \\
C_i & D_i
\end{bmatrix} \overset{\Delta}{=} \begin{bmatrix}
A_0 & 0 \\
0 & A_i
\end{bmatrix}
\begin{bmatrix}
A_0 - B_0\Delta_{M,i}C_i & B_0(I_p - \Delta_{M,i}D_i) - \Theta_iB_i \\
B_i & D_0(I_p - \Delta_{M,i}D_i)
\end{bmatrix}
\]  

(16b)
Therefore, constraints are introduced to find a solution in accordance to state projection results:

\[-B_0 \Delta_{M,i} C_i = \Theta_i A_i - A_0 \Theta_i \quad (17a)\]

\[C_i = C_0 \Theta_i - D_0 \Delta_{M,i} C_i \quad (17b)\]

\[0 = B_0 (I_p - \Delta_{M,i} D_i) - \Theta_i B_i \quad (17c)\]

\[D_i = D_0 (I_p - \Delta_{M,i} D_i) \quad (17d)\]

Using above, this leads to a solution to the model order problem of equation (15). A numerical efficient algorithm to solve the described problem is unknown to the authors so far. Hence, a rather theoretical approach based on the Kronecker product \(\otimes\) is applied instead:

\[A X B = C \quad \longrightarrow \quad (B^T \otimes A) \text{vec}(X) = \text{vec}(C). \quad (18)\]

The first two constraints of equation (17) are applied above, while the third and fourth are not used in the following. Using the Kronecker product approach, the set of constraints is reordered:

1. Constraint \(-B_0 \Delta_{M,i} C_i + A_0 \Theta_i - \Theta_i A_i = 0\):

\[ - \left(C_i^T \Delta_{M,i}^T \otimes I_{n_0}\right) \text{vec}(B_0) + \left((I_{n_i} \otimes A_0) - (A_i^T \otimes I_{n_0})\right) \text{vec}(\Theta_i) = 0 \quad (19)\]

2. Constraint \(-D_0 \Delta_{M,i} C_i + C_0 \Theta_i = C_i\):

\[ - \left(C_i^T \Delta_{M,i}^T \otimes I_p\right) \text{vec}(D_0) + \left(I_{n_i} \otimes C_0\right) \text{vec}(\Theta_i) = \text{vec}(C_i) \quad (20)\]

Because equations (19) and (20) are defined for \(i\), both constraints can be used multiple times. Using \(A_i, C_i\), and \(\Delta_{M,i} (i = 0, 1, \ldots)\), both constraints are stacked together in a system of linear equations

\[
\begin{bmatrix}
\text{vec}(B_0) \\
\text{vec}(D_0) \\
\text{vec}(\Theta_0) \\
\vdots \\
\text{vec}(\Theta_2)
\end{bmatrix} =
\begin{bmatrix}
-C_i^T \Delta_{M,1}^T \otimes I_{n_0} & 0 & (I_{n_i} \otimes A_0) - (A_i^T \otimes I_{n_0}) & 0 & \cdots \\
-C_i^T \Delta_{M,2}^T \otimes I_{n_0} & 0 & 0 & (I_{n_2} \otimes A_0) - (A_2^T \otimes I_{n_0}) & \cdots \\
0 & -C_1 \Delta_{M,1}^T \otimes I_p & I_{n_1} \otimes C_0 & 0 & \cdots \\
0 & -C_2 \Delta_{M,2}^T \otimes I_p & 0 & I_{n_2} \otimes C_0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\text{vec}(C_1) \\
\vdots \\
\text{vec}(C_2)
\end{bmatrix}.
\]

This system of linear equations can be solved to estimate \(B\) and \(D\) of the structural reference state (e.g. by Tikhonov regularization). The described method is called state projections for system scaling (SP2S) and details can be found in [26].

### 3.3 Mechanical parameter estimation based on identified state space parameters

Using a Markov parameter approach, one may estimate mechanical properties based on continuous-time state space parameters \(A, B,\) and \(C\) [27]:

\[
\hat{M} = \left(C_0 A_0^{1-m} B_0\right)^{-1}, \quad \hat{K} = -\left(C_0 A_0^{1-m} B_0\right)^{-1}, \quad \hat{D} = -\hat{M} \left(C_0 A_0^{2-m} B_0\right) \hat{M} \quad (22)
\]

Parameter \(m\) refers to the measurement type: Displacements \(m = 0\), velocities \(m = 1\), and accelerations \(m = 2\).
3.4 Comparison to the mode shape based approach

Two important eigenvalue problems arise from the equation of motion in structural dynamics [28], which are briefly discussed below. To understand the real mode shape based mechanical parameter estimation problem, the eigenvalue problem

\[
( - \ddot{M}_i \omega^2_i + \ddot{K} ) \phi_{i,l} = 0
\]  

(23)

is shown first, which leads to real mode shapes \( \Phi_i = [\phi_{i,1}, \phi_{i,2}, \ldots] \), \( \Phi_i \in \mathbb{R}^{N_{\text{dof}} \times N_{\text{dof}}} \). A scaling factor \( \alpha \) can be used to compute mass-normalized mode shapes \( \bar{\phi}_l = \phi_l \alpha_l \). Based on identified real eigenvectors (e.g. by frequency domain decomposition), one needs scaled mode shapes to estimate mechanical parameters by

\[
\hat{M}_i = \left[ \sum_{l=1}^{n} \bar{\phi}_{i,l} \bar{\phi}_{i,l}^T \right]^{-1}, \quad \hat{K} = \left[ \sum_{l=1}^{n} \bar{\phi}_{i,l} \bar{\phi}_{i,l}^T \bar{\phi}_{i,l} \right]^{-1}, \quad \hat{D} = \left[ \sum_{l=1}^{n} \frac{\bar{\phi}_{i,l} \bar{\phi}_{i,l}^T}{\omega_{i,l}^2} \right]^{-1} .
\]  

(24)

Because real structures always have damping \( \bar{D} > 0 \), the eigenvalue problem in equation (23) may be generalized to

\[
\begin{bmatrix}
\bar{D} & M_i \\
M_i & 0
\end{bmatrix}
\begin{bmatrix}
\psi_{i,l} \\
\psi_{i,l} \lambda_{i,l}
\end{bmatrix}
= \lambda_{i,l}
\begin{bmatrix}
\hat{K} & 0 \\
0 & \hat{M}_i
\end{bmatrix}
\begin{bmatrix}
\psi_{i,l} \\
\psi_{i,l} \lambda_{i,l}
\end{bmatrix} = 0 .
\]  

(25)

The theoretical necessary number of mode shapes is doubled, hence \( \Psi_i = [\psi_{i,1}, \psi_{i,2}, \ldots] \), \( \Psi_i \in \mathbb{C}^{N_{\text{dof}} \times 2N_{\text{dof}}} \). This leads to complex conjugated eigenvalues, for \( i \) denoted by \( \Lambda_i = \text{diag}(\lambda_{i,1}, \lambda_{i,1}, \ldots) \) with \( \lambda_{i,l+1} = -\zeta \omega_l + j \omega_l(1 - \zeta^2)^{0.5} \). Again a factor \( \beta \) may be used, which allows to determine scaled mode shapes \( \bar{\psi}_l = \psi_l \beta_l \). In contrary to the mass-scaling approach, complex mode shapes can be scaled to \(-45^\circ\). Then, mechanical parameters are estimated by analysing the sum of outer products (e.g. based on SSI):

\[
\hat{M}_i = \left[ \sum_{l=1}^{n} \bar{\psi}_{i,l} \lambda_{i,l} \bar{\psi}_{i,l}^T \right]^{-1}, \quad \hat{K} = \left[ -\sum_{l=1}^{n} \frac{\bar{\psi}_{i,l} \bar{\psi}_{i,l}^T}{\lambda_{i,l}} \right]^{-1}, \quad \hat{D} = -\sum_{l=1}^{n} \bar{M} \bar{\psi}_{i,l} \lambda_{i,l}^2 \bar{\psi}_{i,l} \bar{M} .
\]  

(26)

Several methods have been developed to scale mode shapes based on the mass perturbation technique [29–34]. To estimate mechanical parameters, an important rank problem must be considered: If \( \hat{F} \) is full-rank with \( n \geq p \), the inverse \( \hat{F} \hat{K} = I_p \) exists. Very importantly, the rank deficient case \( \hat{K} = \hat{F}^\dagger \) with \( n < p \) leads to \( \hat{F} \hat{F}^\dagger \neq I_p \).
4 Experimental results of a real structure

4.1 The experimental study

This section covers experimental results of mechanical parameter estimation of the laboratory structure (see figure 1b). The proof of damage localization by SP2E has been given before (see [10]). In this contribution the authors discussed several methods to estimate corresponding mechanical parameters (table 1), which will be applied below. All three methods are based on output-only measurements and mass perturbations (repetition of measurement with known additional mass $\Delta M$).

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Approach</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;Kronecker&gt;</td>
<td>Kronecker product based method applying state projections.</td>
<td>(22)</td>
</tr>
<tr>
<td>&lt;Mode I&gt;</td>
<td>Modal approach based on real eigenvectors.</td>
<td>(24)</td>
</tr>
<tr>
<td>&lt;Mode II&gt;</td>
<td>Modal approach employing complex eigenvectors.</td>
<td>(26)</td>
</tr>
</tbody>
</table>

Table 1: Discussed methods to estimate corresponding mechanical parameters

The experimental structure. To apply techniques described above, a cantilever arm (length 6.15 m) in a laboratory at Leipzig University of Applied Sciences was analysed. The modular structure consists of six beam elements with 1 m length each (cross section IPE200, DIN EN 10034) and were connected by bolted steel plates. Therefore, stiffness and mass alterations can be applied using additional steel plates. Using a wind excitation by wind machines (random, stationary ambient excitation), structural acceleration responses were measured in lateral direction by twelve uniaxial, piezoelectric accelerometers (equally spaced 100 cm, measurement position $M_1 \ldots M_6$, see figure 3).

![Figure 3: Mechanical system: Cantilever arm](image)

Data processing Measured accelerations had a duration of 30 min ($f_s = 2$ kHz) and were analysed by Welch’s method first. For a sufficient statistical population we applied approximately 215 averages by Hanning window ($L = 2^{15}$). The estimated spectrum was used to identify the output-only system: An inverse Fourier transform of spectrum $S_y$ led to covariance matrix function $R_y$, which was applied in the stochastic subspace identification method. SSI results $A$ and $C$ eventually identified noise poles, which had been suppressed by model reduction techniques afterwards. This led to the identification of six natural frequencies (bending modes in lateral direction).
4.2 Results: Corresponding mechanical parameter estimates

4.2.1 Corresponding mass estimate

In this study all discussed methods led to a mass estimate \( \hat{M} \) with a dominant main diagonal, which corresponds to the laboratory structure. Because, corresponding mass estimates are elaborate to analyze (e.g. interpretation of off-diagonal elements), the trace of \( \hat{M} \) is used below.

The results of corresponding mass estimates is given in figure 4. The Kronecker product based method leads to trace \( (\hat{M}) = 168.7 \text{kg} \). Besides that, both modal approaches lead by definition to symmetric parameter matrices with a similar trace of \( \hat{M} \), trace \( \hat{\text{trace}}(\hat{M}) = 166.8 \text{kg} \). The experiments have been repeated two times and structural mass of the laboratory set-up has been repeatedly estimated.

4.2.2 Corresponding stiffness estimate

Stiffness \( \bar{K} \) is a central parameter to describe mechanical systems (e.g. relation between external static forces and measured displacements). Corresponding stiffness estimates are given in figure 5. Although all three methods lead to a similar result in comparison to the simulated, analytical stiffness parameters, differences between simulation and real laboratory structure must be emphasized. Possible explanations may be: a) The real stiffness of laboratory clamping end is not infinite, which was presupposed in the Euler-Bernoulli beam simulation, and b) the used Euler-Bernoulli beam equation assumes a constant flexural rigidity \( EI \), which is not exact considering the bolted steel plate connections (figure 1b).

Essentially, the corresponding mass and stiffness estimates can be evaluated similarly. In the results of all methods one may recognize a band parameter matrix. However, the Kronecker
product based method leads to a non-symmetric parameter matrix. In summary, the estimation of corresponding stiffness has been estimated successfully.

5 Conclusions

In this contribution the current progress on the development of damage localization and scaling output-only systems from a general operator notation is shown. At first damage localization based on the state projection estimation error (SP2E) method is briefly presented. Modifying this theory, system scaling and mechanical parameter estimation is discussed afterwards. Based on output-only measurements and a mass perturbation technique, this allows to define a mechanical parameter estimation method, which is afterwards compared to two well-known modal approaches using real and complex eigenvectors. Finally, experimental results are shown and analysed. Identifying a real mechanical system, the applicability of the novel state projections for system scaling (SP2S) method is confirmed. More results can be found in [9–11, 26]. Some theoretical and practical issues are still open, which should be analysed in the future. These studies may focus on an application at large-scale structures taking varying environmental and operational conditions into account.
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Abstract. In this work, we develop a numerical framework for analyzing Bloch waves and their interactions with localized damages. A reduced Bloch expansion technique is first used to sub-structure the waveguide’s healthy part, while a detailed finite element description of the damaged regions can be applied. A remarkable strength of this modelling technique lies in the possibility to compute the dynamic response of the overall structure (finite or infinite) subjected to harmonic or transient loads. The damage model and its location on the waveguide can both be updated with almost negligible additional computational effort. The performances compared with standard finite element analysis of a similar problem are outstanding (i.e. faster by at least 3 orders of magnitude). Two types of indicators can therefore be computed over a large number of possible waveguide-damage configurations: (i) the local transmission, reflection and conversions of Bloch waves at the interfaces of the damaged region, and (ii) the global harmonic or transient response of a loaded waveguide. This approach is used to extend the detectability of small-scaled damages in large-scaled periodic waveguides by exploiting the frequency-conversions of the Bloch scattering coefficients. These so-called ‘diffusion features’ are eventually used to improve sub-wavelength damage quantification and localization.
1 INTRODUCTION

Guided wave testing (GWT) is a reliable, long-range and highly sensitive damage inspection technique. It is already well documented and extensively used for structural health assessment of various transportation, aerospace and offshore components. Although embedded GWT solutions are still seldom in the transportation industry, the upcoming IoT revolution will undoubtedly stimulate this field and replace many periodic maintenance inspections by embedded monitoring devices. On the other hand, many structural parts are becoming increasingly complex in this industry, to tackle combined needs for lightweight structures and enhanced vibroacoustic performances. Despite their many advantages, these lightweight structures exhibit various scattering behaviors (e.g. local resonances, Bragg effects, frequency-conversion) which considerably alter the broadband dispersion features and overall applicability of GWT strategies. The question addressed in this work states as follows: how can advanced waveguide modelling techniques be used to detect small damages in large-scaled periodic assemblies?

If the structure has a canonical form, explicit homogenized models can be used to describe the local dynamics (for stiffened plates, see Fossat et al. [1]). In more complex assemblies such as typical lightweight structures, numerical methods (or semi-analytical [2]) are needed, generally involving a refined finite element description of the structure and associated with model order reduction schemes [3–5] to reduce the computational cost involved. Since it was shown that that high-order guided resonances tend to have a superior sensitivity to small scaled damages [6], the selective generation of guided resonances (or any form of Floquet solutions [7, 8]) can be seen as a possible way to perform multi-modal pre-assessment of a damage’s scattering properties. These indicators have already been used in axisymmetric structures (see for ex. [9–11]), however such analyses require extensive computation efforts and wave-based methodologies. This paper presents a computationally efficient modeling scheme able to predict both the wave dispersion characteristics, the finite or semi-infinite dynamic response and local damage scattering properties.

2 METHOD

2.1 Wave Finite Element Method

Consider a waveguide made of identical consecutive sub-structures of length \(d\). Denoting \(M\), \(C\), \(K\) the generalized finite element mass, damping and stiffness matrices of the structure and \(u\) the displacements, the governing equation of the free waveguide writes:

\[
(K + j\omega C - \omega^2 M)u = 0. \tag{1}
\]

The Floquet theory gives the form of the solutions \(U(x)\) of a linear differential equation \(H(x)U(x) = 0\) where \(H\) is a periodic operator such as \(H(x + d) = H(x)\). The solution can therefore be written as a superposition of Floquet vectors using a \(d\)-periodic invertible matrix \(V\) and a constant matrix \(\kappa\) as:

\[
U(x) = V(x)e^{\kappa x} \tag{2}
\]

Defining the complex propagation constants \(\lambda = e^{\kappa d}\), the Floquet theory gives the relation between the displacements of two consecutive unit-cells as \(u_{i+1} = \lambda u_i\). In the direct WFEM form, the generalized dynamic stiffness matrix is decomposed into its left and right-sided DOFs located at the junction between the unit-cells, while the inner DOFs can be condensed. Introducing the Floquet theory in the force equilibrium equation yields the direct form of the dispersion
relation as the following quadratic eigenvalue problem:

\[
\left( \lambda D_{LR} + (D_{LL} + D_{RR}) + \frac{1}{\lambda} D_{RL} \right) \phi = 0.
\]

Alternatively, the dispersion relation can be written without dynamic condensation with the form:

\[
D(\lambda) \begin{bmatrix} u_L \\ u_I \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix},
\]

where:

\[
D(\lambda) : D \rightarrow \begin{bmatrix} D_{RL} & D_{RI} \\ 0 & 0 \end{bmatrix} \frac{1}{\lambda} + \begin{bmatrix} D_{RR} + D_{LL} & D_{LI} \\ D_{IL} & D_{II} \end{bmatrix} + \begin{bmatrix} D_{LR} & 0 \\ D_{IR} & 0 \end{bmatrix} \lambda.
\]

The wave-mode WFEM reduction was used to reduce the computational effort (e.g. [4, 5] for details). The propagating solutions are selected among the complex solutions \( \lambda = e^{-jkd} \). Solutions are discriminated into positive \( \Psi^+ \) and negative \( \Psi^- \) wave amplitudes. A wavematching procedure is used to track frequency-dependent waves and plot the dispersion curves.

![Figure 1: Semi-infinite piece-wise periodic waveguide configuration.](image)

### 2.2 Diffusion properties

The presence of a coupling region, defined by the scattering matrix \( S \) in the waveguide results in the introduction of two coupling conditions at both sides of the coupling element. Using the above mentioned Floquet expansion gives, for any incident wave source terms \((\alpha^+, \beta^+)\) [12], the reflection and transmission coefficients as:

\[
\begin{bmatrix} R \\ T \end{bmatrix} = - \begin{bmatrix} D_{RL} \Psi^- \Lambda + (D_{RR} + S_{LL}) \Psi^- & S_{LR} \Psi^+ \\ S_{RL} \Psi^- & (S_{RR} + D_{LL}) \Psi^+ + D_{LR} \Psi^+ \Lambda \end{bmatrix}^{-1} \begin{bmatrix} \alpha^+ \\ \beta^+ \end{bmatrix}
\]

The above relation allows the computation of diffusion coefficients from a single incident wavetype for any given scattering section \( S \).

### 2.3 Forced response of the piecewise periodic structure

The following configuration is considered: the piecewise waveguide is composed of three sections as shown in Figure 1. Section 1 contains \( N_1 \) cells. It is clamped on the left side and connected to section 2 by a scattering region described by matrix \( S \). An external load is applied at a distance \( N_2 \) from the coupling region and defines the semi-infinite section 3. Using
the Floquet expansion, the generalized governing equation can be rewritten under the reduced form:

\[
\begin{bmatrix}
a^+ \\
a^- \\
b^+ \\
b^- \\
e^+
\end{bmatrix}
= \begin{bmatrix} 0 \\ 0 \\ 0 \\ F \\ 0 \end{bmatrix},
\]

where \( \mathcal{H} = \mathcal{H}(D, S, \Psi^+, \Psi^-, \{\Lambda^k\}_{k=0}^{N}) \) is a Floquet decomposition of the dynamic stiffness matrix projected on the extremities of each waveguide section (interested readers are referred to [13] for detailed methodology). Note that the maximal dimension of this sparse linear problem is equal to the number of DOFs in a single unit-cell’s edge. In general, a reduction to a few propagating and evanescent waves can provide an additional reduction of the dimension by several orders of magnitude. In the example below, the total number of DOFs in sections (1) and (2) is 100k DOFs including the scattering element. The Floquet expansion yields a reduced system of size 250.

3 APPLICATION

The methodology is then used to compute the diffusion indicators, displayed as a set of three frequency-dependent coefficients: the Transmission (T) and Reflection (R), as well as a Diffusion (D) term defined as in [12].

3.1 Description of the model

The considered waveguide is an aluminium framed structure of unit-cell’s length \( l = 5 \text{ cm} \) meshed using 3D block elements and involving three different internal damages as described in fig. 2. The loading and boundary conditions are the ones of an attempted inspection of the region between the actuated region and the clamped end, considering a semi-infinite part on the other side (no reflected waves). The configuration therefore corresponds the one shown in fig. 1. The damage model is parametrized and consists in a local reduction of the stiffness on the walls of the damaged unit-cell along three possible direction (see fig. 2).

Figure 2: (a) FEM of a finite section of the framed structure. (b) Example of damage scenario along x (blue), y (green) and z (red).

3.2 Diffusion features

The diffusion of all propagating waves produced by a x-oriented damage are computed using Eq. 2.2. The dispersion curves of the first 9 propagating waves is shown in fig. 4. One
can identify the Bragg bandgap affecting most transverse waves between 8-13 kHz. The three coefficients displayed in fig. 3 over frequency for each wave indicate the expected sensitivity of the wave to a given damage. It can be assumed that the more sensitive the wave to the damage is, the more altered the overall dynamic response will be once subjected to this wavetype’s loading. For a sake of clarity, the non-propagative regions (e.g. bandgaps) are hidden, based on the wave’s spatial attenuation criterion (i.e. above 5% amplitude decay per unit-cell).

Figure 3: Transmission, Reflection, and Diffusion coefficients of all propagating waves in the considered bandwidth, for a damage of type ‘longitudinal’.

Figure 4: Dispersion curves in the framed structure.
Note that the sensitivities tend to increase close to the non-propagating regions (cut-on, Bragg, local resonances etc.). For illustration purpose, one can compare the diffusion plots of waves 5 (middle) and 7 (bottom left). It is clearly visible that wave 5 is almost insensitive to the damage, except near the bandgap, and is mainly diffused above 14 kHz. On the other hand, wave 7 cuts-on at 12 kHz but exhibits a higher reflection (above 60%) between 12 and 13 kHz.

### 3.3 Forced response

The hypothesis that the overall dynamic response of the semi-infinite structure will be more sensitive by applying wave 7 than wave 5 is tested in the below. In the loading region, a guided mode actuation is assumed to produce a frequency-dependent edge unit-cell forced appropriation of a selected wave. The co-localized forced response is calculated in fig. 5 for both wavetype actuations, each comparing the healthy and damaged cases. It shows that the diffusion analysis gave a fair prediction, as the dynamic response is more sensitive under normalized load to wave 7 than wave 5, despite its reduced propagative bandwidth. In addition, the reduced wave model described above gives the full dynamic response solution to a given loading case in less than a second.

![Figure 5: Forced response of the semi-infinite structure under wave-mode appropriation index 5 (a) and 7. The co-localized response is computed considering an healthy (dashed) and damaged (continuous) region with a longitudinal damage type.](image)

### 4 CONCLUSIONS

The conclusions of this work can be stated as follows:

- A generalized Floquet decomposition was used to derive the dispersion characteristics, the damage scattering information and the forced response from a single unified numerical framework.

- The method was coupled with a model order reduction scheme, providing outstanding computation performances.

- These methodologies were proved of remarkable efficiency to model and predict the detectability of small-scaled damages in a framed structure using both dynamic response and diffusion analysis.
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Abstract.

On April 25, 2015, a Mw 7.8 earthquake struck the Gorkha district of Kathmandu, Nepal. Several masonry structures such as temples and monuments collapsed in Patan Durbar Square. A 300-year-old two-story masonry building in Patan that is the subject of this study is about a 5-minute walk from Patan Durbar Square. Although the building did not collapse, cracks were confirmed in several places. Since the vibrational characteristics of the building had been measured prior to the Gorkha earthquake, the vibrational characteristics of the building were measured again after the Gorkha earthquake. Since the building is two stories high, it was modelled using a two degree-of-freedom (DOF) system and structural damage was modelled as stiffness reduction of each story. Two damage identification techniques for the two DOF system were proposed which identifies stiffness reduction of each story using modal data. The first method utilises the natural frequencies of the first and second modes and mode shapes of the first mode before and after the earthquake. The second method utilises the natural frequencies and mode shapes of the first and second modes before the earthquake and the natural frequencies of the first and second mode after the earthquake. The mode shape after the earthquake is not utilised in the second technique. Using the proposed techniques, the stiffness reduction ratio for each story was identified. A comparison of the results of the first and second techniques was conducted and the results of the second technique were superior. During the microtremor observation after the earthquake, the accelerometers were unexpectedly plated at a different location from that before the earthquake. The first technique utilises the mode shapes before and after the earthquake and the mode shapes at the different locations are different. Therefore, the second technique possibly showed better results. Based on the results of the second technique, it was estimated that the stiffness of each story was reduced about 11.5\% to 15.5\% due to the earthquake.
1 INTRODUCTION

In the Kathmandu Valley, there are seven World Heritage Sites, including dozens of monuments and hundreds of historic private and public buildings that were constructed in the seventeenth and eighteenth centuries. Given that the region lies within the Himalayan orogenic belt, earthquake activity is frequent. Therefore, many historic buildings have been damaged by or collapsed because of earthquakes over the centuries. For example, in 1934, the Bihar earthquake with a magnitude of 8 or more struck Kathmandu, destroying temples, shrines and monuments of significant cultural heritage.

The Kathmandu Valley was designated a World Heritage Site by UNESCO in 1979. However, as industrialisation and commercialisation proceeded in this region, numerous historic masonry structures with tiled roofs and composite buildings of masonry and timber were demolished, and low-quality concrete buildings were constructed. Therefore, the Kathmandu Valley was registered in a list of endangered Cultural Heritage sites in 2003. Due to the subsequent efforts of the World Heritage Committee and associated Nepalese ministries, it was unlisted in 2007. However, efforts to protect these sites from earthquake disasters have been severely lacking.

Against this background, we conducted research to understand the seismic safety of existing historic masonry buildings in Kathmandu. A 300-year-old, two-story masonry building located in Jhatapol within the Patan district was selected as a target building, and its vibrational characteristics were investigated through microtremor observations in 2009. Following these researches, the Mw 7.8 Gorkha earthquake struck the region of Kathmandu on April 25, 2015. The earthquake was the most disastrous to strike Nepal since the 1934 Bihar earthquake. The total number of completely damaged buildings was determined to be 498,852, with the number of partially damaged buildings being 256,697. Among them, low-strength masonry buildings accounted for 95% of the completely damaged building (474,025) and 67.7% of the partially damaged buildings (173,867).

After the Gorkha earthquake, we visited Kathmandu to investigate structural damage in the target building, which was categorised as a low-strength masonry building. Even though several monuments and buildings in Patan Durbar Square had been damaged and some had collapsed, the target building survived the earthquake. It was difficult to evaluate the severity of damage to this building by visual inspection alone. Therefore, microtremor observations of the building were conducted in 2016 to search for changes in vibrational characteristics. The results of this work are presented here as follows. First, the vibrational characteristics, especially the first- and second-mode natural frequencies, the shape of the first mode and the damping ratios of the first mode of the translational motion in the longitudinal and transverse directions, are evaluated for the buildings before and after the earthquake. Second, structural parameters are modelled with a two degree-of-freedom (DOF) system and an identification method for the structural parameters from these vibrational characteristics is proposed. Then, structural parameters are identified from the vibrational characteristics of the buildings before and after the earthquake. Assuming that the mass is unchanged, the structural damage due to the earthquake is estimated as the stiffness reduction of the first and second floors.

2 TARGET BUILDING

The target building is a 300-year-old, two-story brick masonry building located in Jhatapol in the Patan district. It is a public building located near Patan Durbar Square, a World Heritage Site. The distance between the epicentre and the target building is about 78 km. The distance between the target building and the United States Geological Survey (USGS) strong-motion...
station (KATNP) is about 4.3 km. The peak ground accelerations at KATNP for the NS, EW and UD components are 162 gal, 155 gal and 184 gal, respectively.

Photos of the building before and after the earthquake are shown in Fig. 1. A plan view of the building is shown in Fig. 2. The building has two stories and lateral dimensions of 16.5 × 5.6 m. The heights of the lower and upper stories are 2.4 and 2.1 m, respectively. The maximum height of the building is 6.5 m. Each wall has openings, with the western wall having the largest openings. The walls are composed of mortared bricks. The roof consists of corrugated galvanised iron sheets resting on wooden beams and battens.

(a) Before earthquake (Nov. 3, 2009)  (b) After earthquake (March 5, 2016)
Figure 1: Target building before and after the 2015 Gorkha earthquake (left: south side, right: west side)

(a) Plan view of the ground floor  (b) Plan view of the upper floor
Figure 2: Plan view of the target building with numbered measurement locations

3 NATURAL FREQUENCIES AND MODE SHAPES BEFORE AND AFTER EARTHQUAKE

3.1 Microtremor Observation

Figure 2(a) shows the orientation of the structures and measurement locations where the accelerometers were placed. The acceleration responses were measured at Point 1 before the earthquake and at Point 2 after the earthquake as shown in Fig. 2(b). The measurements at the same locations were not possible due to human error. One accelerometer was placed on the first floor and the other accelerometer was placed on the second floor (roof floor), denoted by F1 and F2, respectively. The sampling interval of measurement data was 0.01 s. From the measured data, 10 sets of 4096 data points were extracted, and the average of their Fourier amplitudes was computed. For smoothing, the Parzen window with a frequency band of 0.4 Hz was applied.

3.2 Natural frequencies and mode shape

Figure 3 compares the Fourier amplitudes of the responses on the first and second floors in the longitudinal (x, NS) and transverse (y, EW) directions before and after the earthquake. Clear peaks can be seen at 6.87 Hz and 10.2 Hz before the earthquake and 6.43 Hz and around 9.56 Hz after the earthquake in the longitudinal direction. Clear peaks can be seen at 4.33 Hz
and 7.13 Hz before and 4.02 Hz and 6.68 Hz after the earthquake in the transverse direction. Peaks at 5.78 Hz in the transverse direction before the earthquake are torsional motion, so these were disregarded.

The mode shape is defined as the ratio of the amplitude of the first floor to the amplitude of the second floor around natural frequencies considering the shapes of the Fourier amplitudes around the natural frequencies. The shape of the first mode in the longitudinal direction then is estimated as 0.368 before and 0.367 after the earthquake. The shape of the first mode in the transverse direction is estimated as 0.269 before and 0.324 after the earthquake. The shape of the second mode before the earthquake was also read.

Comparisons of the natural frequencies of the first and second translational modes, the shape of the first translational mode and the damping ratio of the first translational mode are shown in Table 1. The natural frequencies decreased because of the earthquake by about 6.27% to 7.16%. The reduction ratio in the transverse direction was larger than that in the longitudinal direction. Assuming that the mass of the structure was unchanged by the earthquake, the decrease in the natural frequencies indicates a reduction in stiffness, i.e., the occurrence of structural damage.

(a) Longitudinal (x, NS) direction

(b) Transverse (y, EW) direction

Figure 3: Fourier amplitudes of the responses on the first and second floors before and after the 2015 Gorkha earthquake (left: Before earthquake (Nov. 3, 2009), right: After earthquake (March 5, 2016))

<table>
<thead>
<tr>
<th>Table 1: Natural frequencies and mode shape before and after the 2015 Gorkha earthquake</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Longitudinal (x, NS) direction</td>
</tr>
<tr>
<td>Natural frequency of the first mode</td>
</tr>
<tr>
<td>Natural frequency of the second mode</td>
</tr>
<tr>
<td>Mode shape of the first mode (amplitude ratio of the first to second floors)</td>
</tr>
<tr>
<td>Mode shape of the second mode (amplitude ratio of the first to second floors)</td>
</tr>
<tr>
<td>(b) Transverse (y, EW) direction</td>
</tr>
<tr>
<td>Natural frequency of the first mode</td>
</tr>
<tr>
<td>Natural frequency of the second mode</td>
</tr>
<tr>
<td>Mode shape of the first mode (amplitude ratio of the first to second floors)</td>
</tr>
<tr>
<td>Mode shape of the second mode (amplitude ratio of the first to second floors)</td>
</tr>
</tbody>
</table>

*Change ratio = \[
\frac{\text{value before earthquake} - \text{value after earthquake}}{\text{value before earthquake}}
\]
4 IDENTIFICATION OF STIFFNESS REDUCTION USING FIRST AND SECOND NATURAL FREQUENCIES AND FIRST MODE SHAPE BEFORE AND AFTER EARTHQUAKE

4.1 Identification of stiffness-to-mass ratio using first and second natural frequencies and first mode shape

Since the target building has two stories, the building is modeled with a two degree-of-freedom (DOF) system as shown in Fig. 4.

In this section, an identification technique of the stiffness-to-mass ratio used natural frequencies of the first and second modes and the mode shape of the first mode. This method directly identifies the stiffness-to-mass ratio of the building before and after an earthquake. By comparing the stiffness-to-mass ratio before and after the earthquake assuming that the mass is constant before and after the earthquake, structural damage is identified as stiffness reduction.

Let us assume that $\omega_j$ is the natural circular frequency and $\phi_j = \{\phi_{j1}, \phi_{j2}\}^T$ is the shape of the $j$-th mode. The natural circular frequency can then be obtained from the frequency $f_j$ of the $j$-th mode by $\omega_j = 2\pi f_j$.

$\omega_j$ and $\phi_j$ are the solutions of the eigenvalue problem as follows,

$$
\begin{bmatrix}
-m_j \omega_j^2 + k_1 + k_2 & -k_2 \\
-k_2 & -m_2 \omega_j^2 + k_2
\end{bmatrix}
\begin{bmatrix}
\phi_{j1} \\
\phi_{j2}
\end{bmatrix} =
\begin{bmatrix}
0 \\
0
\end{bmatrix},
$$

where $m_i$ and $k_i$ are mass and stiffness of the $i$-th floor. From the second equation of Eq. (1), the ratio of structural parameters can be correlated with the natural circular frequency and mode shape,

$$
\frac{k_2}{m_2} = \frac{\omega_j^2}{1 - (\phi_{j1} / \phi_{j2})^2}.
$$

In this study, the structural parameter $k_2/m_1$ is obtained by the natural circular frequency and mode shape of the first mode since the mode shape of the second mode is not estimated in the previous section,

$$
\frac{k_2}{m_2} = \frac{\omega_j^2}{1 - (\phi_{j1} / \phi_{j2})^2}.
$$

Next, to obtain the solution $\phi_j \neq 0$, the determinant of the matrix should be 0 in Eq. (1). Therefore,

$$
m_1 m_2 \omega_j^4 - (m_1 k_2 + m_2 k_1 + m_2 k_2) \omega_j^2 + k_1k_2 = 0.
$$
Since \( \omega_1 \) and \( \omega_2 \) are the solutions of Eq. (4),
\[
\omega_1^2 + \omega_2^2 = \frac{m_2 k_2 + m_2 k_1 + m_2 k_2}{m_1 m_2} = \frac{k_2}{m_2} + \frac{k_1}{m_1} + \frac{k_2}{m_2},
\]
\[
\omega_1^2 \omega_2^2 = \frac{k k_2}{m_1 m_2}.
\]
By substituting Eq. (3) with Eq. (6), the structural parameter \( k_1/m_1 \) is obtained as
\[
\frac{k_1}{m_1} = \omega_2^2 \left(1 - \left(\phi_1/\phi_2\right)\right).
\]
By substituting Eqs. (3) and (7) with Eq. (5), the structural parameter \( k_2/m_1 \) is obtained as
\[
\frac{k_2}{m_1} = \omega_2^2 + \omega_2^2 - \frac{\omega_2^2}{1 - \left(\phi_1/\phi_2\right)} - \omega_2^2 \left(1 - \left(\phi_1/\phi_2\right)\right) = \left\{ - \frac{\omega_2^2}{1 - \left(\phi_1/\phi_2\right)} + \omega_2^2 \right\} \left(\phi_1/\phi_2\right).
\]
By taking the ratio of Eqs. (7) and (8), structural parameter \( m_2/m_1 \) is obtained as
\[
\frac{m_2}{m_1} = \left[1 + \left(\omega_2^2/\omega_2^2\right)\left(1 - \left(\phi_1/\phi_2\right)\right)\right] \left(\phi_1/\phi_2\right).
\]

Therefore, three independent parameters are obtained as shown in Eqs. (7), (8) and (9).

4.2 Results

By substituting the natural frequencies of the first and second translational modes and the mode shape of the first translational mode before and after damage, structural parameters were estimated as shown in Table 2.

The stiffness of the second floor, \( k_2 \), is much smaller than that of the first floor, \( k_1 \). The mass of the second floor, \( m_2 \), is also smaller than that of the first floor, \( m_1 \). This is because the ceiling of the upper floor consists of a small number of light timber beams, while the ceiling of the lower floor consists of dense timber beams and heavy bricks.

The mass ratio, \( m_2/m_1 \), remains unchanged at 0.146 for the longitudinal direction which supports the assumption that the mass was unchanged by the earthquake. However, the mass ratio was changed from 0.264 to 0.281 for the transverse direction. This is because the measurement location is different before and after the earthquake as shown in Fig. 2. The measurement location for the longitudinal direction is almost the middle for both the pre- and post-earthquake conditions and this is why the mass ratio is unchanged before and after the earthquake. On the contrary, the measurement location for the transverse direction is different and this is why the mass ratio changed before and after the earthquake.

Hence, it is possible to assume that the mass is unchanged by the earthquake for the longitudinal direction. Then the reduction of stiffness, \( k_1 \) and \( k_2 \), can be obtained as the reduction of \( k_1/m_1 \) and \( k_2/m_1 \), as shown in Table 2 (a). The stiffness reduction ratios of the first and second stories were 12.0% and 12.1% for the longitudinal direction.

As stated before, the mass ratio was different before and after the earthquake for the transverse direction. However, we obtained the reduction of \( k_1/m_1 \) and \( k_2/m_1 \), as shown in Table 2 (b). The stiffness reduction ratios of the first and second stories were 18.9% and 0.856% for the transverse direction which is different from those for the longitudinal direction. One of the reasons is the different measurement location before and after the earthquake and comparing the mode shapes of the first mode at the different measurement locations is inappropriate.
Table 2 Comparison of structural parameters before and after the 2015 Gorkha earthquake

<table>
<thead>
<tr>
<th></th>
<th>Before earthquake</th>
<th>After earthquake</th>
<th>Change ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_2/m_1 [-] )</td>
<td>0.146</td>
<td>0.146</td>
<td>0.237%</td>
</tr>
<tr>
<td>( k_1/m_1 [1/s^2] )</td>
<td>2595.4</td>
<td>2283.6</td>
<td>-12.0%</td>
</tr>
<tr>
<td>( k_2/m_1 [1/s^2] )</td>
<td>429.7</td>
<td>377.8</td>
<td>-12.1%</td>
</tr>
</tbody>
</table>

(b) Transverse (\( \gamma \), EW) direction

<table>
<thead>
<tr>
<th></th>
<th>Before earthquake</th>
<th>After earthquake</th>
<th>Change ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_2/m_1 [-] )</td>
<td>0.264</td>
<td>0.281</td>
<td>6.31%</td>
</tr>
<tr>
<td>( k_1/m_1 [1/s^2] )</td>
<td>1467.7</td>
<td>1190.7</td>
<td>-18.9%</td>
</tr>
<tr>
<td>( k_2/m_1 [1/s^2] )</td>
<td>267.3</td>
<td>265.0</td>
<td>-0.856%</td>
</tr>
</tbody>
</table>

5 IDENTIFICATION OF STIFFNESS REDUCTION USING FIRST AND SECOND NATURAL FREQUENCIES MODE SHAPES BEFORE EARTHQUAKE AND FIRST AND SECOND NATURAL FREQUENCIES AFTER EARTHQUAKE

5.1 Identification of stiffness-to-mass ratio reduction using first and second natural frequencies and mode shapes before earthquake and first and second natural frequencies after earthquake

Since the measurement locations before and after the earthquake are different due to human error, it is better not to compare the mode shapes before and after the earthquake observed at different locations. Therefore, in this section, we propose a different technique. We use the natural frequencies of the first and second modes for both the pre- and post-earthquake conditions, but only use the mode shapes of the first and second modes in the pre-earthquake conditions. We do not use the mode shape in the post-earthquake conditions.

The eigenvalue problem of the model before the earthquake is written as follows.

\[
(-\lambda_j[M]+[K])\{\phi_j\} = 0
\]  

where \([M]\) is the mass matrix, \([K]\) is the stiffness matrix, \(\lambda_j\) and \(\{\phi_j\}\) are the \(j\)-th eigenvalue and eigenvector, respectively, of the model before the earthquake. The \(j\)-th eigenvector \(\lambda_j\) is the square of the natural frequency \(\omega_j\).

The eigenvalue problem of the model after the earthquake is expressed as

\[
\left[\left(-\lambda_j - \delta\lambda_j\right)\begin{bmatrix} M \end{bmatrix} + \left(\begin{bmatrix} K \end{bmatrix} - \begin{bmatrix} \delta K \end{bmatrix}\right)\right] \begin{bmatrix} \{\phi_j\} + \{\delta\phi_j\} \end{bmatrix} = 0
\]

where \([K]-[\delta K]\) is the stiffness matrix before the earthquake. The \(j\)-th eigenvalue and eigenvector of the model after the earthquake are \(\lambda_j - \delta\lambda_j\) and \(\{\phi_j\} + \{\delta\phi_j\}\), respectively. \([\delta K]\) is the reduction of the stiffness matrix due to the earthquake, \(\delta\lambda_j\) is the reduction of the \(j\)-th eigenvalue and \(\{\delta\phi_j\}\) is the increment of the \(j\)-th eigenvector due to the reduction of the stiffness matrix.

Expanding Eq. (11) and disregarding higher terms yields

\[
\left(-\lambda_j\left[M\right]+[K]\right)\{\phi_j\} + \left(\delta\lambda_j\left[M\right]-[\delta K]\right)\{\phi_j\} + \left(-\lambda_j\left[M\right]+[K]\right)\{\delta\phi_j\} = 0
\]

Since the first term of Eq. (12) becomes 0 from Eq. (10), Eq. (12) becomes

\[
\left(\delta\lambda_j\left[M\right]-[\delta K]\right)\{\phi_j\} + \left(-\lambda_j\left[M\right]+[K]\right)\{\delta\phi_j\} = 0
\]

After multiplication of each term from the left by \(\{\phi_j\}^T\), Eq. (13) becomes
\[
\{\varphi_j\}^T (\delta \lambda_j[M] - [\delta K])\{\varphi_j\} + \{\varphi_j\}^T (-\lambda_j[M] + [K])\{\delta \varphi_j\} = 0
\]  

(14)

Since the mass and stiffness matrices are symmetric, the second term of Eq. (14) becomes

\[
\{\varphi_j\}^T (-\lambda_j[M] + [K])\{\delta \varphi_j\} = \{\varphi_j\}^T (-\lambda_j[M]^T + [K]^T)\{\delta \varphi_j\}
\]

(15)

\[
= \{(-\lambda_j[M] + [K])\{\varphi_j\}\}^T \{\delta \varphi_j\} = 0^T \{\delta \varphi_j\} = 0
\]

Therefore, Eq. (14) becomes

\[
\{\varphi_j\}^T (\delta \lambda_j[M] - [\delta K])\{\varphi_j\} = 0
\]

(16)

The difference of the eigenvalues can be obtained as

\[
\delta \lambda_j = \frac{\{\varphi_j\}^T [\delta K] \{\varphi_j\}}{\{\varphi_j\}^T [M] \{\varphi_j\}}
\]

(17)

The equation of motion of free vibration of the two DOF system is written as follows,

\[
\begin{bmatrix}
m_1 & 0 \\
0 & m_2
\end{bmatrix}
\begin{bmatrix}
\ddot{x}_1(t) \\
\ddot{x}_2(t)
\end{bmatrix}
+ \begin{bmatrix}
k_1 + k_2 & -k_2 \\
-k_2 & k_2
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix}
= \begin{bmatrix}
0 \\
0
\end{bmatrix}
\]

(18)

where \(x_i(t)\) is the displacement response of the \(i\)-th floor. By dividing the first and second equations by \(m_1\), Eq. (18) is rewritten as,

\[
\begin{bmatrix}
1 & 0 \\
0 & m_2/m_1
\end{bmatrix}
\begin{bmatrix}
\ddot{x}_1(t) \\
\ddot{x}_2(t)
\end{bmatrix}
+ \begin{bmatrix}
k_1/m_1 + k_2/m_1 & -k_2/m_1 \\
-k_2/m_1 & k_2/m_1
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix}
= \begin{bmatrix}
0 \\
0
\end{bmatrix}
\]

(19)

From Eq. (19), we substitute Eq. (20) with Eq. (17)

\[
[M] = \begin{bmatrix}
1 & 0 \\
0 & m_2/m_1
\end{bmatrix}
\]

\[
\{\varphi_i\} = \begin{bmatrix}
\varphi_i^1/\varphi_i^2
\end{bmatrix}
\]

\[
[\delta K] = \begin{bmatrix}
1 & 0 \\
0 & (1/1)(\delta k_1/m_1) + (1/1)(1/1)(\delta k_2/m_1)
\end{bmatrix}
\]

(20)

Then we obtain

\[
\delta \lambda_j = \frac{\{\varphi_j/\varphi_j^2\}^T \begin{bmatrix}
1 & 0 \\
0 & (1/1)(\delta k_1/m_1) + (1/1)(1/1)(\delta k_2/m_1)
\end{bmatrix} \{\varphi_j/\varphi_j^2\}}{\{\varphi_j/\varphi_j^2\}^T \begin{bmatrix}
1 & 0 \\
0 & (1/1)(\delta k_1/m_1) + (1/1)(1/1)(\delta k_2/m_1)
\end{bmatrix} \{\varphi_j/\varphi_j^2\}}
\]

(21)

where \(\delta \lambda_i\) is the reduction in the stiffness of the \(i\)-th floors.

\[
\delta \lambda_j = \frac{(\varphi_j^1/\varphi_j^2)^2 (\delta k_1/m_1) + (\varphi_j^1/\varphi_j^2)^2 - 2(\varphi_j^1/\varphi_j^2) + 1}{(\varphi_j^1/\varphi_j^2)^2 + m_2/m_1} (\delta k_1/m_1)
\]

(22)

By using the first and second eigenvalues and eigenvectors of the model before the earthquake, we obtain the correlation between the reduction of eigenvalues and the reduction of the stiffness.

\[
\begin{bmatrix}
\delta \lambda_1 \\
\delta \lambda_2
\end{bmatrix}
= \begin{bmatrix}
(\varphi_1^1/\varphi_1^2)^2 + m_2/m_1 & (\varphi_1^1/\varphi_1^2)^2 - 2(\varphi_1^1/\varphi_1^2) + 1 \\
(\varphi_2^1/\varphi_2^2)^2 + m_2/m_1 & (\varphi_2^1/\varphi_2^2)^2 - 2(\varphi_2^1/\varphi_2^2) + 1
\end{bmatrix}
\]

(23)

By solving Eq. (23), we finally get the stiffness reduction of each floor.
The necessary parameters in this technique are the mode shapes of the first and second modes before the earthquake \( (\phi_1^0, \phi_2^0) \), mass ratio before the earthquake \( (m_2/m_1) \), and reduction of eigenvalues due to the earthquake \( (\delta\lambda_1, \delta\lambda_2) \). The mass ratio is estimated using the technique in the previous section and the reduction of the eigenvalue is computed from the natural frequencies before and after the earthquake.

5.2 Results

The results are shown in Table 3. The stiffness reduction of the first and second stories for the longitudinal direction is about 12.6% and 13.0%, which is almost the same as the results in the previous section. The stiffness reduction of the first and second stories for the transverse direction is about 11.5% and 15.5%, which is different from the results in the previous section. In the previous section, the stiffness reduction ratio for the longitudinal and transverse directions differs significantly which is perplexing. Therefore, the result of this section provides a better solution.

Table 3 Comparison of structural parameters before and after the 2015 Gorkha earthquake

<table>
<thead>
<tr>
<th>(a) Longitudinal (x, NS) direction</th>
<th>Before earthquake</th>
<th>Reduction after earthquake</th>
<th>Change ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_1/m_1 ) [1/s²]</td>
<td>2595.4</td>
<td>327.8</td>
<td>-12.6%</td>
</tr>
<tr>
<td>( k_2/m_1 ) [1/s²]</td>
<td>429.7</td>
<td>55.7</td>
<td>-13.0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) Transverse (y, EW) direction</th>
<th>Before earthquake</th>
<th>Reduction after earthquake</th>
<th>Change ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_1/m_1 ) [1/s²]</td>
<td>1467.7</td>
<td>169.3</td>
<td>-11.5%</td>
</tr>
<tr>
<td>( k_2/m_1 ) [1/s²]</td>
<td>267.3</td>
<td>41.4</td>
<td>-15.5%</td>
</tr>
</tbody>
</table>

6 CONCLUSIONS

This paper presented a study of a two-story historic masonry building in the Patan district of Kathmandu that survived the 2015 Gorkha earthquake. Since the vibrational characteristics of the building had been measured before the earthquake (in 2009), microtremor observations were conducted after the earthquake (in 2016), then vibrational characteristics such as natural frequencies and mode shape could be compared before and after the earthquake.

The natural frequencies of the first and second translational modes decreased by 6.27% and 6.28% in the longitudinal direction and by 7.16% and 6.31% in the transverse direction, indicating that damage had occurred.

The translational motion of the building was modeled by a two degree-of-freedom system, and an identification method for the stiffness-to-mass ratio based on the first and second natural frequencies and first mode shape was proposed. Through the application of the proposed identification method, structural parameters were identified, and the stiffness of the first and second stories decreased by 12.0% and 12.1% in the longitudinal direction and by 18.9% and 0.856% in the transverse direction. The stiffness reduction in the transverse direction is differ-
ent from that in the longitudinal direction because of the use the mode shapes observed at the different measurement locations before and after the earthquake.

Therefore, the technique using only mode shapes before the earthquake was proposed. Through the application of the second proposed identification method, the stiffness reduction of the first and second stories for the longitudinal direction is about 12.6% and 13.0% which is almost the same as the results in the first proposed method. The stiffness reduction of the first and second stories for the transverse direction is about 11.5% and 15.5%.

Although the target building did not collapse during the $M_w$ 7.8 Gorkha earthquake, one should not assume that the building could survive another earthquake of the same magnitude. The stiffness of the building was reduced about 11.5% to 15.5% which is quite a large reduction.
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Abstract. This work has the ambition generate an algorithm able to clearly identify buried antipersonnel mines from GPR data acquisitions. The algorithm is generated as a combination of a convolutional neural network (CNN) and a symbolic data analysis (SDA) process. The CNN is a powerful tool to automatically detect buried objects with even small metal content; the SDA reduces the probability of false positives, i.e. objects identified as mines, even though they are not and has the great advantage of not requiring a predefined dataset. Experimental campaign, conducted on real terrain, has proven the validity of the presented algorithm.
1 INTRODUCTION

With more than 90 million mines spread in more than 10 countries all over the world, the demining problem is far to be solved. Despite the ban produced by the Ottawa Treaty in 1997, mines still contaminate several countries. The number of victims overcomes 6000 per year including children. More than human lives also the agricultural sector and the economic development of those countries are at stake. Public health costs, psychological effects as post-traumatic stress disorder and depression represent the major example of the produced social impact. Military forces and humanitarian volunteers devote their efforts to mine detection, and to demining. Trained animals, metal detectors and mechanical devices are the most employed strategies. However, they can be excessively time-consuming and expensive, and, as they might fail at detecting all the mines, they can be dangerous. Advanced sensors have been introduced as possible solutions to this problem, as Ground Penetrating Radar (GPR) [1], tomography [2, 3] and X-rays [4], in addition to the more conventional infrared [5], metal detector [6], acoustic waves [7, 8], ultrasounds [9, 10]. Among these technologies, the GPR has often been introduced in subsoil investigations, given its enhanced ability to discriminate even small metal fragments [11]; besides, its least invasiveness, safety and speed mark it as a rather perfect tool for mine clearance exploration and UXOs (unexploded ordnance) detection [12]. Despite the practical advantages, mine detection via GPR is often affected by clutter contamination due to antenna coupling, ground reflection, and other possibly hidden objects [13], which harm the easy implementation of an automatic detection procedure. The clutter phenomenon is here mainly related to the ground reflections: the magnitude of the ground reflections depending upon the surface roughness [14], the small metal content of antipersonnel mines and the modest depth of burial generate a signature of the target hardly discernible, unless clutter mitigation methods are introduced [15].

This work, based on GPR data acquisition, is part of a larger research project, named MINOR, MINie Overall Recognition, aimed at providing the exact real-time location of antipersonnel mines. It introduces a two-step strategy combining algorithms to accurately detect the presence of a mine and tell the difference between a mine and other hidden objects. Eventually, an experimental campaign has been carried out as first attempt to validate the strategy.

2 MINE DETECTION ALGORITHMS

An offline algorithm auto-generates data to train and tune a deep learning neural network able to select those windows identified by characteristic mine reflection signature; a second algorithm based on Symbolic Data Analysis (SDA) is employed to automatically cluster the data and classify the mines from other objects. A convolutional neural network is theoretically able by itself to appropriately cluster the signals in the radargrams; however, a high accuracy level can be achieved only through an extremely broad and various database. Such database can be considered reliable only if the elements of the dataset are produced by experimental acquisitions, implying a time consuming and costly experimental campaign. SDA, being an unsupervised process, does not require a pre-established database and represents one of the most powerful tools for the reduction of false positive detection, namely objects which are not mines but identified as if they were.

2.1 Numerical data generation

Convolutional neural networks (CNN) are regularized versions of multilayer perceptrons, namely a fully connected networks where each neuron in one layer is connected to all neurons
of the following layer. The "fully-connectedness" of these networks results in a data overfitting. A CNN takes advantage of the hierarchical patterns in data and assembles more complex patterns using smaller and simpler ones; a description of the aforementioned techniques is found in [16-19].

AlexNet is an already existing CNN trained on over a million of images, able to recognize 1000 different objects. The reason of employing an existing network stands in the large amount of time and data set needed to train from scratch a new CNN. AlexNet has an input layer and an output layer constituted of 1000 output neurons for the classification and 23 hidden layers that compute convolutional processes. The application of this CNN to this context considers a first training aimed at distinguishing possible targets from free areas, clean by any buried object; indeed, the CNN has been modified so that the last layer returns only two classification outputs. For this purpose, the network has been trained so to recognize the hyperbolic shape, typical of buried objects, inside a radargram. Hence, two kind of radargrams, shown in Figure 1, have been used: one “Target”, namely a hyperbola produced by defining a detailed model of the mine in terms of geometry, dimensions and density of the composing materials, and one “Free area”, which only contains the terrain interface signal. The aspect ratio of the images is such that the dimensions of the image are proportional to the spatial grid of the experimental radargram.

![Simulated radargram frames for the neural network training: target on the left and free area on the right.](image)

The training radargrams have been obtained using a Georadar simulation software, GprMax [20], a Finite-Difference Time-Domain software that emulates the propagation of an electromagnetic wave inside a medium. The medium is discretized in a grid of points and every point has assigned physical parameters of the medium (dielectric constant, magnetic permeability). The trend of the electromagnetic field is computed in time in correspondence of the grid points. A total of 2400 radargrams have been generated: 1200 with a target buried in various positions and depths, and 1200 without target, namely free area.

Once the convolutional neural network has been trained, it can be used on the radargrams referred to experimental data. The algorithm generates a window translating along the radargram; each selected frame is compared with the simulated radargram frames in Figure 1, and according to the level of match, the network returns the probability the selected portion of the radargram is actually a mine: low values of probability are related to “Free areas”, encircled in green, high values correspond to “Targets”, even though the possibility of false positive is not cancelled yet.
2.2 Symbolic Data Analysis (SDA)

Symbolic data analysis belongs to the larger group of data mining techniques, and in particular of data clustering methods. In data clustering, related data are divided into homogeneous groups even with no a priori information about the groups’ characteristics [21]. Clusters are generated by gathering in the same group objects with high level of similarity and separating in different groups those objects with the lowest similarity. This approach allows the identification of structures in an unlabelled dataset by organizing data into similar groups. The data can be presented as time-series or, equivalently in the space domain, as space-series. Space series, as well as time-series, are dynamic data, since each value varies with the space coordinate and time coordinate, respectively. By assuming each point of the space-series as an observation sequentially made, it is apparent how a space-series data is high dimensional.

The importance of clustering space-series datasets stands in: i) the chance to unveil the hidden information buried into space-series database; ii) space-series cluster structures are usually displayed as images; this simplifies the understanding of data clusters, the outliers and the structures.

The idea behind space-series clustering is rather straightforward [22]: in the present context of mine identification, assume \( D \) a space-series data, namely \( D = \{ h(x_1), \ldots, h(x_n) \} \) is the set of depths at which a buried object is detected, corresponding to the set of space points \( \{x_1, \ldots, x_n\} \); consider a set of \( n \) space-series data \( S = \{ D_1, \ldots, D_n \} \). Space-series clustering is an unsupervised process that redistributes the set \( S \) into a new set \( G = \{ G_1, \ldots, G_p \} \), where similar space-series are assembled together into the \( i-th \) cluster \( G_i \) in respect to a suitable similarity measure. \( G_i \) is called cluster, and the original dataset \( S \) is the union of \( p \)-non overlapping clusters \( S = \bigcup_{i=1}^{p} G_i \), being \( G_i \cap G_k = 0 \ \forall i \neq k \).

There are several clustering algorithms [16,22], such as: hierarchical, partitioning clustering and multi-step clustering algorithm. In the present context, only hierarchical and partitioning clustering are be employed. Hierarchical clustering creates a hierarchy of clusters by adopting either agglomerative or divisive algorithms. The agglomerative algorithm, here used, considers each symbolic element of the data as a cluster and progressively combines the clusters; as a result, nested hierarchy of similar groups is created. A dendrogram, a tree-like diagram that records the sequences of merges [17], exhibits the generated groups. Despite the strong advantage of hierarchical clustering, which does not require any initial information regarding the number of clusters to be generated, this approach unveils limitations because of its quadratic computational complexity, preventing its application to large datasets. Besides, the accuracy of hierarchical algorithms is limited since they cannot adapt the clusters after merging in agglomerative method.

3 EXPERIMENTAL CAMPAIGN

The experimental campaign is devoted to the identification of objects buried in a field through the mean of a GPR sensor. The aim is the validation of the proposed algorithm. For this reason, mine prototypes have been used as well as metallic objects and other objects, to test the capability of the algorithm to find an object buried underground, and to classify the objects in two classes, namely mine and non-mine objects.

3.1 General description of the phases

Prior the GPR survey, few steps are required to prepare the terrain. At first, a metal detector has been used to check the presence of unwanted buried objects. The following decontamination ensures the GPR would acquire only the on-purpose hidden objects. The hidden objects,
targets of the GPR antenna, consists of three types of mine prototype, different in shape and dimensions, and two additional disturbances: a metal container and a brick. The targets have been set on a grid, as in Figure 2, which also shows the origin of the GPR data acquisition reference system and the axes along which data are collected. The dimensions of the grid are reported in Figure 3, together with the different depths at which the objects are buried so to estimate their influence on detection by GPR: $h_1, h_2, h_3$ range from 15 cm, up to 7 cm.

![Experimental grid](image)

Figure 2: Experimental grid.

![Grid dimensions](image)

Figure 3: Grid dimensions.

The grid dimensions ensure a wide enough space for the GPR antenna to cross the area in between targets without detecting them. Accordingly, the resulting radargrams should be able to evidently display clear of targets regions and contaminated portions.

### 3.2 GPR Survey

After the terrain has been left at rest for few days to recreate a semi-undisturbed state, a GPR survey has started. A commercial 1.6-GHz GPR antenna, RIS MF Hi-Mod model, is used to acquire data over a clay mixed with topsoil terrain that simulates woods conditions.

Figure 4 and Figure 5 are examples of the obtained radargrams, related to the longitudinal acquisitions along the y-axis, displayed in Figure 2, of the objects buried at a depth $h_1$ and $h_2$, respectively. The green line represents the external boundary of the grid, where the origin of the reference system is set; each red line pinpoints the a priori known position of the targets and, for a resolute acquisition, should correspond to the position identified by the GPR. In
Figure 4, the three red lines correspond to the objects set at \( h_1 \) and, accordingly, denote the mines; it is worth to mention the simulated signature in Figure 1 well mimics the experimental ones. There is a clear difference, mainly due to the dimensions of the objects, between the first recorded signal, shown in Figure 4 corresponding to \( Y = 0.2m \) and rererring to the largest mine in Figure 2, and the other two, which refer to mines of similar dimensions.

![Figure 4: Radargram of the acquisition at \( h_1 \).](image)

The signatures in Figure 5 are related to the disturbance objects, except for the last one, which refers to the mine \( M_4 \) in Figure 3. The first signal is related to the brick and does not show an evident mark because of the type of material; the second identifies the metal can, and given the large amount of metal content, its hyperbola is the most clear one; eventually, the last hyperbola correspond to the mine \( M_4 \), and has a rather similar trend with respect to the last hyperbola in Figure 4, which indeed resembles the same type of mine.

![Figure 5: Radargram of the acquisition at \( h_2 \).](image)

Along the first direction of acquisition, the \( y \) axis mines are well detected and provide a rather clear hyperbola, probably due to the good compromise between the dimensions of the mines, the number of metallic pieces and the depth of burial; indeed, the higher the metal content, the clearer the signature, whilst the depth depends upon the frequency of the antenna. Despite the good quality of the acquisition, the signals still appear affected by clutter noise due to the ground reflections. Such a noisy acquisition, which shows a much worse scenario than the several examples present in literature [24,25], can be easily justified. A first reason is related to the terrain composition. Most of the performed experimental campaign have been conducted in different terrains, such as sandy soil; since the resolutions is highly affected by the level of moisture [25], it is apparent how a clayish terrain has less chances to complete dry out with respect to sandy soils, especially during winter days and morning day acquisitions. This
investigation is one of the rarest examples in which a 1.6 GHz antenna is employed in real terrain conditions and, even though the terrain is closer to more realistic situations, it inevitably produces a less defined radagrams with respect to sandy soil, which represents a quite considerable simplification. Eventually, this aspect compromises the neural network training, which should rely on a vast image dataset, hardly acquirable in these conditions. A second issue refers to the employed antenna. 1.6 GHz antenna does not provide an accuracy such that shallow buried objects can be distinctly identified. Indeed, it has high resolution for an, at least, 10 cm depth. This explains the reason why the radaram in Figure 4 is more readable that the one in Figure 5, related to shallow buried objects.

4 RESULTS AND DISCUSSION

The obtained experimental radagrams have been used as input for the trained CNN, which should be able to cluster contaminated areas from free areas in a realistic scenario. CNN returns, indeed, the probability the detected object is a mine: the higher the value of the probability, the more likely the target is a mine, and free area should correspond to an almost zero probability. Figure 6 shows the real time application of the proposed algorithm, which is continuously applied to the radagram $h_1$ in Figure 4 by the use of a suitable sliding window. Starting from the first subplot, the first part of the radagram is framed in a window and processed by CNN, which returns a low probability, of about 34%, of finding a mine. When the window slides rightwards and its position corresponds to the mine position, the probability increases, up to a value of 88 % as in the second subplot; then, when the window progressively overcomes the mine, the probability decreases again.
Figure 6: Target estimation of $h_1$ radargram resulting from the neural network clustering.

Figure 7 shows the probability curve generated in output by CNN corresponding to the acquisition $h_1$ and confirms the reliability of the presented identification procedure.
Figure 7: Probability trend corresponding to the $h_1$ acquisition.

Figure 8, analogously to Figure 6, presents the result of the identification algorithm, regarding the acquisition at the depth $h_2$. Two main aspects are highlighted: i) as shown by the first subplot, the signal related to the brick is not associated to a target and the region is considered as “Free area”, with a probability of mine detection of only 21%; ii) on the other hand, the can, given the large amount of metallic parts, is classified as mine, with an extremely high probability of more than 98%, as in the third subplot. This implies the identification algorithm is properly able to cluster “Free areas” and non-metallic objects; however, it is not sufficiently trained to distinguish, among metallic objects, those that are mines. For this purpose, the SDA algorithm must be introduced, even though it is still under test.
5 CONCLUSIONS AND FUTURE PERSPECTIVES

The presented work has the ambition generate an algorithm able to clearly identify buried antipersonnel mines from GPR data acquisitions. The algorithm is generated as a combination of a convolutional neural network and a symbolic data analysis process. Despite the experimental measurements are affected by a high level of clutter noise, the two-step algorithm well distinguishes “Free areas” and non-metal objects from mine-like targets. The chance to reduce the probability of false positives, i.e. objects identified as mines, even though they are not, is handled through the SDA, which has the great advantage of not requiring a predefined dataset, but that is still under test.

Part of a larger research project, named MINOR, MINe Overall Recognition, aimed at providing the exact real-time location of antipersonnel mines, the algorithm has shown to be a powerful tool to automatically detect buried objects with even small metal content.
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Abstract. This work investigates the use of Lie symmetries for assessing and improving the observability of dynamical systems under examined sensor setups. The framework of Lie symmetry is extended to account for unmeasured and hence unknown inputs. An efficient algorithm is developed to calculate the translation and scaling symmetries of nonlinear systems with unknown inputs. The use of the algorithm to assess the observability of a given nonlinear system is demonstrated, i.e. in theory whether it would be successful to identify the dynamic states, the parameters and the unknown inputs of the system from given measurements. The work further shows the potential application of the calculated symmetries for transforming the model of an unobservable system to an equivalent model with a minimum number of unobservable states and unknown inputs. The proposed method and algorithm are illustrated on the observability properties of a dynamical system with a Bouc-Wen nonlinearity.
1 Introduction

During a system identification campaign, a priori observability analysis of a dynamical system [1, 2] is used to predict whether it is feasible to infer the state variables and parameters of the system from a given set of input-output measurements [3, 4, 5]. Recent developments of novel identification methods such as [6, 7, 8, 9] allow for estimating the unmeasured and hence unknown inputs of a system reliably as well as its state variables and parameters. To meet the demand of observability analysis when invoking such identification methods, the Observability Rank Condition (ORC) [3] was extended to alleviate the constraint that all inputs need to be measured [10, 11]. Recently the authors achieved efficient automated observability testing of large linear systems with unknown parameters [12], relaxing the significant computational constraints of the default implementations of the ORC.

It has been found in [4, 5, 13, 14] that the observability properties of a system are closely associated with the existence of Lie symmetries in the system. Symmetry was first introduced by Lie [15, 16] to define a way of variable transformations that leaves differential equations invariant. Sedoglavic [4, 5] used the concept of Lie symmetry for dynamical systems with fully known inputs and output measurements, and demonstrated the connections between symmetry and observability. The computational framework of Lie symmetry was explored in [4, 17, 18, 14], resulting in methods for the efficient calculations of certain types of Lie symmetries for a given system.

In this work, the concept of Lie symmetry and the corresponding computational framework are further used and extended for nonlinear systems with partially measured inputs, i.e. where some or potentially all of the inputs are unmeasured. The occurring method, and consequently algorithm, can be used as an alternative tool to assess the observability of such systems. Furthermore, the work illustrates that, relying on the results of symmetries, an unobservable dynamical model can be transformed to an equivalent model with a minimum number of unobservable states and unknown inputs. Such a model, either through the use of a minimal set of assumptions or through re-defining a new state vector of reduced length, can lead to a fully observable model. The proposed method of model transformation will potentially find useful applications in improving the observability and identifiability of dynamical systems under examined sensor setups. In the end of the paper, the proposed algorithm and the idea of model transformation are illustrated through a carefully chosen example.

2 Lie symmetries of nonlinear systems with unknown inputs

This work focuses on nonlinear systems with unknown inputs that can be generally written in the following state space representation:

\[
\begin{align*}
\dot{x} &= f(x, u, w) \\
y &= h(x, u, w)
\end{align*}
\] (1)

where \(x = [x_1, x_2, \ldots, x_n]\) denotes the augmented state vector [1] containing both the dynamic states and the time-invariant parameters of the underlying system. \(w = [w_1, w_2, \ldots, w_m]\) denotes the unmeasured and hence unknown inputs, \(u \in \mathbb{R}^l\) the vector of measured inputs and \(y \in \mathbb{R}^p\) the vector of output measurements. Assume system (1) contains \(r\) groups of Lie symmetries. The \(i^{th}\) \((1 \leq i \leq r)\) group of Lie symmetries of system (1) is a one-parameter, \(\epsilon_i \in \mathbb{R}\), group of transformations:

\[
\begin{align*}
^i\phi_x(x, w, \epsilon_i) &= [^i\phi_{x,1}, ^i\phi_{x,2}, \ldots, ^i\phi_{x,n}] \\
^i\phi_w(x, w, \epsilon_i) &= [^i\phi_{w,1}, ^i\phi_{w,2}, \ldots, ^i\phi_{w,m}]
\end{align*}
\] (2)
where the \( j^{th}(1 \leq j \leq n) \) component of \( \phi^i_x \), i.e. \( \phi^i_{x,j} \), is a Lie symmetry of the \( j^{th} \) component of \( x \), i.e. \( x_j \), and it is an analytic function of \( x \), \( w \) and the real constant parameter \( \epsilon_i \). Similarly, \( \phi^i_{w,j}(1 \leq j \leq m) \) is a Lie symmetry of \( w_j \) and it is also an analytic function of \( x \), \( w \) and \( \epsilon_i \).

A fundamental property of Lie symmetries is that such group of transformations of \( x \) and \( w \) fulfills the equations of system (1) leaving the measured inputs and the output measurements unchanged, i.e.:

\[
\begin{align*}
\frac{d}{d\epsilon_i}(\phi^i_x(x,w,\epsilon_i)) &= f(\phi^i_x, \phi^i_w) \\
y &= h(\phi^i_x, \phi^i_w)
\end{align*}
\]

(3)

where it should be noted that the functions \( f \) and \( h \) between equations (1) and (3) remain the same. Further based on Lie’s First Fundamental Theorem \([15, 16]\), the following differential realization of \( \phi^i_w \) where it should be noted that the functions \( f \) and \( h \) between equations (1) and (3) remain the same. Further based on Lie’s First Fundamental Theorem \([15, 16]\), the following differential realization of \( \phi^i_w \):

\[
\begin{align*}
\frac{\partial \phi^i_x}{\partial \epsilon_i} &= i\xi_x(\phi^i_x, \phi^i_w), \quad \phi^i_x(x, w, 0) = x \\
\frac{\partial \phi^i_w}{\partial \epsilon_i} &= i\xi_w(\phi^i_x, \phi^i_w), \quad \phi^i_w(x, w, 0) = w
\end{align*}
\]

(4)

where \( i\xi_x \) and \( i\xi_w \) are analytic functions, \( \frac{\partial \phi^i_x}{\partial \epsilon_i} \bigg|_{\epsilon_i=0} = i\xi_x(x, w) \) and \( \frac{\partial \phi^i_w}{\partial \epsilon_i} \bigg|_{\epsilon_i=0} = i\xi_w(x, w) \) are called the infinitesimals of the Lie group of transformations.

### 3 Computations of translation and scaling Lie symmetries

In this section, the computational framework of Lie symmetries of system (1) is derived by extending the works in \([18, 13]\) to account for the existence of the unmeasured inputs. The symmetry computation relies on setting up a system of differential equations whose solution provides the information of \( i\xi_x \) and \( i\xi_w \) appearing in equations (4). The first differential equation of the system is derived starting from the equation:

\[
\frac{\partial \left( \frac{d\phi^i_x(x,w,\epsilon_i)}{dt} \right)}{\partial \epsilon_i} = \frac{d \left( \frac{\partial \phi^i_x(x,w,\epsilon_i)}{\partial \epsilon_i} \right)}{dt}
\]

(5)

Equation (5) is proved to hold for all realizations of \( x \), \( w \) and \( \epsilon_i \) in Appendix A. The second differential equation is derived based on the property that the measurements remain unchanged with respect to any realization of the value of \( \epsilon_i \), and therefore:

\[
\frac{dy}{d\epsilon_i} = 0
\]

(6)

Applying the chain rule to equations (5) and (6) yields:

\[
\begin{align*}
\frac{\partial f}{\partial \phi^i_x} i\xi_x + \frac{\partial f}{\partial \phi^i_w} i\xi_w &= \frac{\partial^2 \phi^i_x}{\partial \phi^i_w} f + \frac{\partial^2 \phi^i_x}{\partial \phi^i_w} \frac{df}{dt} \\
\frac{\partial h}{\partial \phi^i_x} i\xi_x + \frac{\partial h}{\partial \phi^i_w} i\xi_w &= 0
\end{align*}
\]

(7)

where \( f \) and \( h \) correspond to the functions in (3). It is noted that equations (7) hold for any realization of \( \epsilon_i \) including \( \epsilon_i = 0 \). Evaluating equations (7) at \( \epsilon_i = 0 \) leads to:

\[
\begin{align*}
\frac{\partial f}{\partial \phi^i_x} i\xi_x + \frac{\partial f}{\partial \phi^i_w} i\xi_w &= \frac{\partial^2 \phi^i_x}{\partial \phi^i_w} f + \frac{\partial^2 \phi^i_x}{\partial \phi^i_w} \frac{df}{dt} \\
\frac{\partial h}{\partial \phi^i_x} i\xi_x + \frac{\partial h}{\partial \phi^i_w} i\xi_w &= 0
\end{align*}
\]

(8)
where \( f \) and \( h \) correspond to the functions in (1). Analytically solving the system of equations (8) yields \( \xi_x(x, w) \) and \( \xi_w(x, w) \), and the Lie’s First Fundamental Theorem ensures \( \xi_x(x, w) \) and \( \xi_w(x, w) \) contain the essential information for characterizing \( \phi_x \) and \( \phi_w \). Subsequently solving equations (4) allow for obtaining the group of Lie symmetries \( \phi_x \) and \( \phi_w \).

In general, obtaining the analytical solution of the above system of differential equations is challenging if no assumptions are made for the symmetries [18]. However, if \( \phi_x \) and \( \phi_w \) are assumed to be certain types of symmetries, such as translations and scalings, the system of differential equations can be solved automatically and efficiently. Section 3.1 and 3.2 discuss in detail the efficient computations of one-parameter translation and scaling types of symmetries of system (1). It is further assumed in the following sections that all the symmetries occurring in the system are related to translation and scaling symmetries and their combinations. This simplifying assumption is often satisfied for a wide range of real world engineering systems. Other types of Lie transformations not studied in this work include affine, quadratic, Mobius and some more general higher-order polynomial symmetries investigated in [18, 14] for systems with fully measured inputs. Efficient computations of those types of symmetries are potentially also available for the system described in (1) and will be the focus of future extensions of this work.

### 3.1 Translation symmetries

If the \( i^{th} \) group of Lie symmetries are translation symmetries then:

\[
\begin{align*}
\phi_{x,1} & = x_1 + \alpha_{i,1}\epsilon_i \\
\vdots \\
\phi_{x,n} & = x_n + \alpha_{i,n}\epsilon_i \\
\phi_{w,1} & = w_1 + \alpha_{i,n+1}\epsilon_i \\
\vdots \\
\phi_{w,m} & = w_m + \alpha_{i,n+m}\epsilon_i 
\end{align*}
\]

where \( \alpha_{i,1}, \ldots, \alpha_{i,n+m} \) are constant coefficients to be determined. If the expressions of \( \phi_x \) and \( \phi_w \) from equations (9) are used in equations (7), consequently equations (8) are simplified to:

\[
\begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \cdots & \frac{\partial f_n}{\partial x_n} \\
\frac{\partial h_1}{\partial x_1} & \cdots & \frac{\partial h_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial h_p}{\partial x_1} & \cdots & \frac{\partial h_p}{\partial x_n}
\end{bmatrix}
\begin{bmatrix}
\alpha_{i,1} \\
\vdots \\
\alpha_{i,n} \\
\alpha_{i,1} \\
\vdots \\
\alpha_{i,n}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial f_1}{\partial w_1} & \cdots & \frac{\partial f_1}{\partial w_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial w_1} & \cdots & \frac{\partial f_n}{\partial w_m} \\
\frac{\partial h_1}{\partial w_1} & \cdots & \frac{\partial h_1}{\partial w_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial h_p}{\partial w_1} & \cdots & \frac{\partial h_p}{\partial w_m}
\end{bmatrix}
\begin{bmatrix}
\alpha_{i,n+1} \\
\vdots \\
\alpha_{i,n+m} \\
\alpha_{i,n+1} \\
\vdots \\
\alpha_{i,n+m}
\end{bmatrix}
= 0
\]

\[
\begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \cdots & \frac{\partial f_n}{\partial x_n} \\
\frac{\partial h_1}{\partial x_1} & \cdots & \frac{\partial h_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial h_p}{\partial x_1} & \cdots & \frac{\partial h_p}{\partial x_n}
\end{bmatrix}
\begin{bmatrix}
\alpha_{i,1} \\
\vdots \\
\alpha_{i,n} \\
\alpha_{i,1} \\
\vdots \\
\alpha_{i,n}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial f_1}{\partial w_1} & \cdots & \frac{\partial f_1}{\partial w_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial w_1} & \cdots & \frac{\partial f_n}{\partial w_m} \\
\frac{\partial h_1}{\partial w_1} & \cdots & \frac{\partial h_1}{\partial w_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial h_p}{\partial w_1} & \cdots & \frac{\partial h_p}{\partial w_m}
\end{bmatrix}
\begin{bmatrix}
\alpha_{i,n+1} \\
\vdots \\
\alpha_{i,n+m} \\
\alpha_{i,n+1} \\
\vdots \\
\alpha_{i,n+m}
\end{bmatrix}
= 0
\]
3.2 Scaling symmetries

If the $i^{th}$ group of Lie symmetries are scaling symmetries then:

$$i \phi_{x,1} = e^{\alpha_{i,1} \epsilon_i x_1}$$
$$\vdots$$
$$i \phi_{x,n} = e^{\alpha_{i,n} \epsilon_i x_n}$$
$$i \phi_{w,1} = e^{\alpha_{i,n+1} \epsilon_i w_1}$$
$$\vdots$$
$$i \phi_{w,m} = e^{\alpha_{i,n+m} \epsilon_i w_m}$$

where $\alpha_{i,1}, \ldots, \alpha_{i,n+m}$ are constant coefficients to be determined. If the expressions of $i \phi_x$ and $i \phi_w$ from equations (11) are used in equations (7), consequently equations (8) are simplified to:

$$\begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \cdots & \frac{\partial f_n}{\partial x_n}
\end{bmatrix}
\begin{bmatrix}
\alpha_{i,1} \epsilon_i x_1 \\
\vdots \\
\alpha_{i,n} \epsilon_i x_n
\end{bmatrix}
+ \begin{bmatrix}
\frac{\partial h_1}{\partial w_1} & \cdots & \frac{\partial h_1}{\partial w_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial h_n}{\partial w_1} & \cdots & \frac{\partial h_n}{\partial w_m}
\end{bmatrix}
\begin{bmatrix}
\alpha_{i,n+1} \epsilon_i w_1 \\
\vdots \\
\alpha_{i,n+m} \epsilon_i w_m
\end{bmatrix}
= 0$$

Both systems of equations (10) and (12) can be converted to a linear in the coefficients system:

$$M \alpha_i = 0$$

where $\alpha_i = [\alpha_{i,1}, \ldots, \alpha_{i,n+m}]$ and $M$ is a matrix of functions of $x$, $w$ and $u$. $M$ can be calculated symbolically by:

$$M = \frac{\partial P}{\partial \alpha_i}$$

where $P$ is a vector of the left hand side of equations (10) and (12) that can be commonly expressed in terms of equations (8):

$$P = \begin{bmatrix}
\frac{\partial f_1}{\partial x} \xi_x + \frac{\partial f_1}{\partial w} \xi_w - \frac{\partial f_1}{\partial \epsilon} \xi_\epsilon \\
\vdots \\
\frac{\partial h_1}{\partial x} \xi_x + \frac{\partial h_1}{\partial w} \xi_w
\end{bmatrix}$$

The vector of coefficients $\alpha_i$ can then be determined by calculating the kernel of $M$ symbolically, i.e. $\alpha_i = ker(M)$ giving rise to different bases as groups of realizations of $\alpha_i$. Each basis corresponds to a different parameter $\epsilon_i$. An algorithm was presented in [18] to calculate $\alpha_i$ efficiently for rational nonlinear systems by specializing symbolic variables in $M$ to random values and performing computations over a finite field.
4 r-parameter group of Lie symmetries, observability and model transformation

4.1 Combination of translation and scaling symmetries

It is often the case that a dynamical system contains multiple one-parameter groups of Lie symmetries. Multiple translation and scaling symmetries of system (1) can be obtained by calculating the kernel of $M$ for multiple solutions of bases with each basis corresponding to the coefficients of an independent group of translation or scaling symmetries. These obtained groups of translations and scalings can be treated separately, or alternatively they can be combined into a single multi-parameter group of Lie symmetries. The principle behind the way of combination is based on the property that Lie transformations of $i\phi_x$ and $i\phi_w$ are themselves Lie transformations of $x$ and $w$ that satisfy the equations of the original system [16]. Assume there exists $r$ one-parameter groups of symmetries including $r_t$ groups of translations and $r_s$ groups of scalings. If one successively applies the translations and scalings in spite of their sequence to transform $x$ and $w$ iteratively, the result gives an $r$-parameter group of Lie symmetries of system (1).

Without loss of generality, it is assumed that all the translation symmetries are combined first. Let $\alpha_1, \ldots, \alpha_{r_t}$ be the coefficients of the translations, and the $j^{th}$ component of the combination is given by:

$$x_j + \alpha_{1,j}\epsilon_1 + \ldots + \alpha_{r_t,j}\epsilon_{r_t} \quad (16)$$

Next all the scaling symmetries are combined. Let $\alpha_{r_t+1}, \ldots, \alpha_r$ be the coefficients of the scalings, and the $j^{th}$ component of the combination is given by:

$$e^{\alpha_{r_t+1,j}\epsilon_{r_t+1} + \ldots + \alpha_{r,j}\epsilon_r}x_j \quad (17)$$

Combining all the one-parameter groups of symmetries using equations (16) and (17) gives:

$$\phi_{x,j} = e^{\alpha_{r_t+1,j}\epsilon_{r_t+1} + \ldots + \alpha_{r,j}\epsilon_r}(x_j + \alpha_{1,j}\epsilon_1 + \ldots + \alpha_{r_t,j}\epsilon_{r_t}) \quad (18)$$

where $\phi_{x,j}$ is the $j^{th}$ component of $\phi_x$. $\phi_x(x, w, \epsilon)$ is used to denote the $r$-parameter group of Lie symmetries with $\epsilon = [\epsilon_1, \ldots, \epsilon_r]$. $\phi_w(x, w, \epsilon)$ can be obtained in a similar fashion.

4.2 From Lie symmetries to observability

Same as their one-parameter sub-groups of Lie symmetries, $\phi_x$ and $\phi_w$ as the transformations of $x$ and $w$ satisfy the equations of system (1) leaving $u$ and $y$ unchanged, i.e.:

$$\dot{\phi}_x = f(\phi_x, u, \phi_w) \quad (19)$$

$$y = h(\phi_x, u, \phi_w)$$

This fundamental property builds the relationship between the $r$-parameter group of Lie symmetries and the observability of system (1). If $\phi_{x,j} \not\equiv x_j$, then $x_j$ is unobservable given the measurements of $u$ and $y$. Similarly, if $\phi_{w,j} \not\equiv w_j$, then $w_j$ is unobservable given the measurements of $u$ and $y$. On the contrary, if $[\phi_x, \phi_w] \equiv [x, w]$, then all the states and unmeasured inputs are observable resulting in a fully observable underlying system.

4.3 Model transformation

The model of an unobservable system can be transformed to an equivalent model with a minimum number of unobservable states and unmeasured inputs utilizing the results of Lie
symmetries. If system (1) was found to contain an $r$-parameter group of Lie symmetries, then at least a total of $r$ states and unmeasured inputs are unobservable whose symmetries are functions of $\epsilon$. There exist however a set of transformations of the states and unmeasured inputs, $x_T$, with respect to which the system model can be re-written or transformed such that the transformed model contains up to $n+m-r$ observable states and unmeasured inputs and a minimum number of unobservable variables. In the case where all the unobservable variables could vanish, the model transformation would lead to a fully observable model.

To obtain $x_T$ in the case of transforming an unobservable model to be observable, if possible, a transformation $S$ is first sought by combining the components of $\phi_x$ and $\phi_w$, i.e. $S(\phi_x, \phi_w)$, where the goal is to eliminate all the parameters $\epsilon$. $x_T$ is then introduced to be identically equal to $S(\phi_x, \phi_w)$. This process will be demonstrated through the example where some added properties of this transformation allow for obtaining an observable reduced model.

5 Algorithm

An algorithm is presented as follows to summarize the procedure of computing translation and scaling symmetries of system (1). All the computations involved are symbolic, and the resulting multi-parameter group of Lie symmetries from the algorithm is a combination of all the translations and scalings computed using the methods described in Section 3.1, 3.2 and 4.1.

Algorithm I

Input: state-space and measurement equations of system (1)
Output: an $r$-parameter group of translation and scaling Lie symmetries

1. Compute $\frac{\partial f}{\partial x}$, $\frac{\partial f}{\partial w}$, $\frac{\partial h}{\partial x}$ and $\frac{\partial h}{\partial w}$
2. First compute the translation symmetries. Let $^1\alpha = [\alpha_1, \ldots, \alpha_n]$ and $^2\alpha = [\alpha_{n+1}, \ldots, \alpha_{n+m}]$.
   - Compute $P_1 = \frac{\partial f}{\partial x}(^1\alpha)^T + \frac{\partial h}{\partial x}(^2\alpha)^T$ and $P_2 = \frac{\partial h}{\partial w}(^2\alpha)^T$.
3. Let $P = [P_1^T, P_2^T]^T$, and compute $M = \frac{\partial P}{\partial \alpha}$.
4. Compute $\alpha = ker(M)$ and obtain $r_t$ bases of $\alpha$.
5. Substitute the coefficients to equations (9) to obtain the translations $[^1\phi_x, ^1\phi_w], \ldots, [^r\phi_x, ^r\phi_w]$
6. Now compute the scaling symmetries. Compute $P_1 = \frac{\partial f}{\partial x} \text{diag}(x)(^1\alpha)^T + \frac{\partial h}{\partial w} \text{diag}(w)(^2\alpha)^T - \text{diag}(^1\alpha)f$ and $P_2 = \frac{\partial h}{\partial w} \text{diag}(w)(^2\alpha)^T$.
7. Let $P = [P_1^T, P_2^T]^T$, and compute $M = \frac{\partial P}{\partial \alpha}$.
8. Compute $\alpha = ker(M)$ and obtain $r_s$ bases of $\alpha$.
9. Substitute the coefficients to equations (11) to obtain the scalings $[^{r+1}\phi_x, ^{r+1}\phi_w], \ldots, [^r\phi_x, ^r\phi_w]$.
10. Combine $[^1\phi_x, ^1\phi_w], \ldots, [^r\phi_x, ^r\phi_w]$ to obtain $\phi_x$ and $\phi_w$ following equations (16), (17) and (18).

6 Example: a 2 degrees of freedom (DOFs) mass-spring system with a Bouc-Wen element

Consider a 2 DOFs mass-spring system as shown in Figure 1. The displacements of the two masses $m$ are denoted as $x_1$ and $x_2$ respectively, and the corresponding velocities are denoted as $v_1$ and $v_2$. $k_1$ and $k_1$ are the effective stiffness of the springs. The first spring is assumed to be a Bouc-Wen element with the elastic displacement $r$. The 2 DOFs system is driven by an unmeasured force $F(t)$ applied at the second mass. The state-space equations of the underlying
Figure 1: a 2 DOFs mass-spring system with a Bouc-Wen element

The system are given by:

\[
\begin{bmatrix}
  x_1 \\
  x_2 \\
  v_1 \\
  v_2 \\
  r
\end{bmatrix}
= \begin{bmatrix}
  v_1 \\
  v_2 \\
  (-k_1 r + k_2 (x_2 - x_1))/m \\
  (k_2 (x_1 - x_2) + F)/m \\
  v_1 - \beta |v_1| |r| - \gamma v_1 |r|^2
\end{bmatrix}
\]

where \( \beta \) and \( \gamma \) are the Bouc-Wen hysteretic parameters. The parameters \( k_1, k_2, m, \beta \) and \( \gamma \) are unknown and thus are to be identified given measurements. It should be noted that the exponent of the Bouc-Wen model is assumed to be known and equal to 2. This is not due to the limitations of the method suggested in this work which would allow for studying non-rational systems, but for presenting the results within a more concise way. The displacements \( x_1 \) and \( x_2 \) are measured, and therefore the measurement equations of the system are given by:

\[
y = \begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix}
\]

The proposed method in this work cannot be applied directly to the underlying system because the system is not smooth due to the existence of the absolute value operators. However, as discussed in [1], it can be divided into several smooth branches under different conditions of the states, and these smooth branches are then allowed to be examined separately. The function of \( \dot{r} \) for each branch is formulated in the following while the equations of the other states remain the same.

\[
A: \dot{r} = v_1 - \beta v_1 r^2 - \gamma v_1 r^2, \quad \text{when} \quad v_1 > 0 \quad \text{and} \quad r > 0
\]

\[
B: \dot{r} = v_1 + \beta v_1 r^2 - \gamma v_1 r^2, \quad \text{when} \quad v_1 < 0 \quad \text{and} \quad r > 0
\]

\[
C: \dot{r} = v_1 + \beta v_1 r^2 - \gamma v_1 r^2, \quad \text{when} \quad v_1 > 0 \quad \text{and} \quad r < 0
\]

\[
D: \dot{r} = v_1 - \beta v_1 r^2 - \gamma v_1 r^2, \quad \text{when} \quad v_1 < 0 \quad \text{and} \quad r < 0
\]

For the sake of brevity, only Lie symmetries of branch \( A \) are studied, while the detailed discussions on the observability properties of the complete non-smooth system can be referred
in the works [1, 11]. For branch $A$, Algorithm I gives a 2-parameter group of Lie symmetries that is a combination of a group of translations and a group of scalings:

$$[\phi_x, \phi_w] = [x_1, x_2, v_1, v_2, r, e^{\epsilon_1}k_1, e^{\epsilon_1}k_2, e^{\epsilon_1}m, \beta + \epsilon_2, \gamma - \epsilon_2, e^{\epsilon_1}F] \quad (23)$$

As can be seen from the results of symmetries, the symmetries of $x_1, x_2, v_1, v_2$ and $r$ are identically equal to themselves, which indicates that those states are observable within branch $A$. On the contrary, the parameters $k_1, k_2, m, \beta$ and $\gamma$ are unidentifiable and the unmeasured excitation $F$ is unobservable. The observability results suggested by the symmetries are in agreement with the results output from the observability algorithm ORC-DF [11].

In the following, a transformation $S$ is determined for combining the resulting Lie symmetries so as to eliminate all $\epsilon_1$ and $\epsilon_2$:

$$S(\phi_x, \phi_w) = \begin{bmatrix} x_1 \\ x_2 \\ v_1 \\ v_2 \\ r \\ e^{\epsilon_1}k_1 \\ e^{\epsilon_1}k_2 \\ e^{\epsilon_1}m \\ \beta + \epsilon_2 + \gamma - \epsilon_2 \\ e^{\epsilon_1}F \\
\end{bmatrix} T = \begin{bmatrix} x_1 \\ x_2 \\ v_1 \\ v_2 \\ r \\ k_1 \\ k_2 \\ m \\ \beta + \gamma \\ F \\
\end{bmatrix} T \quad (24)$$

A set of new variables, $f_1, f_2, \delta$ and $F_m$, are then introduced such that:

$$x_T = \begin{bmatrix} x_1 \\ x_2 \\ v_1 \\ v_2 \\ r \\ f_1 \\ f_2 \\ \delta \\ F_m \end{bmatrix} T = \begin{bmatrix} x_1 \\ x_2 \\ v_1 \\ v_2 \\ r \\ k_1 \\ k_2 \\ m \\ \beta + \gamma \\ F_m \end{bmatrix} T \quad (25)$$

and the model of branch $A$ can be re-written with respect to $x_T$ as follows:

$$\begin{bmatrix} x_1 \\ x_2 \\ v_1 \\ v_2 \\ r \\ f_1 \\ f_2 \\ \delta \\ F_m \end{bmatrix} \frac{d}{dt} = \begin{bmatrix} v_1 \\ v_2 \\ -f_1r + f_2(x_2 - x_1) \\ f_2(x_1 - x_2) + F_m \\ v_1 - \delta v_1 r^2 \\ 0 \\ 0 \\ 0 \end{bmatrix} \quad (26)$$

Note in the transformed model (26), $f_1 = \frac{k_1}{m}$ and $f_2 = \frac{k_2}{m}$ are related to the natural frequencies of the system, $\delta$ is the new Bouc-Wen parameter and $F_m = \frac{F}{m}$ is a new unmeasured input to the system. Given the same measurements model (26) is observable with all its state variables and parameters as well as the unmeasured input observable, which can be verified by the observability algorithm ORC-DF.
7 Conclusions

This work derives the computational framework of Lie symmetries of nonlinear systems with unmeasured inputs, and proposes an efficient algorithm used to calculate the translation and scaling symmetries of such systems. The computed Lie symmetries find applications in predicting and improving the observability of dynamical systems under examined sensor setups. Future works will be devoted to extending the algorithm to compute more general forms of Lie symmetries as well as to introducing a systematic methodology of model transformation. Other applications of Lie symmetries in improving models and identification results of engineering systems will be explored.

8 Appendix A: a proof of equation (5)

Applying the chain rule to the left hand side of equation (5), one obtains:

\[
\frac{\partial}{\partial \epsilon_i} \left( \frac{d^i \phi_x(x,w,\epsilon_i)}{dt} \right) = \frac{\partial}{\partial \epsilon_i} \left( \frac{\partial^i \phi_x dx}{dt} + \frac{\partial^i \phi_x dw}{dt} \right)
\]  
(27)

Using the product rule equation (27) is equivalent to:

\[
\frac{\partial}{\partial \epsilon_i} \left( \frac{d^i \phi_x(x,w,\epsilon_i)}{dt} \right) = \frac{\partial^2}{\partial \epsilon_i \partial x} \frac{d^i \phi_x dx}{dt} + \frac{\partial^2}{\partial \epsilon_i \partial w} \frac{d^i \phi_x dw}{dt}
\]  
(28)

Since \( \dot{x} \) and \( \dot{w} \) are independent of \( \epsilon_i \), \( \frac{\partial(dx/dt)}{\partial \epsilon_i} \) and \( \frac{\partial(dw/dt)}{\partial \epsilon_i} \) vanish and equation (28) simplifies to:

\[
\frac{\partial}{\partial \epsilon_i} \left( \frac{d^i \phi_x(x,w,\epsilon_i)}{dt} \right) = \frac{\partial^2}{\partial \epsilon_i \partial x} \frac{d^i \phi_x dx}{dt} + \frac{\partial^2}{\partial \epsilon_i \partial w} \frac{d^i \phi_x dw}{dt}
\]  
(29)

Similarly applying the chain rule to the right hand side of equation (5), one obtains:

\[
\frac{d}{dt} \left( \frac{\partial^i \phi_x(x,w,\epsilon_i)}{\partial \epsilon_i} \right) = \frac{\partial}{\partial x} \frac{d^i \phi_x dx}{dt} + \frac{\partial}{\partial w} \frac{d^i \phi_x dw}{dt}
\]  
(30)

Equation (30) simplifies to:

\[
\frac{d}{dt} \left( \frac{\partial^i \phi_x(x,w,\epsilon_i)}{\partial \epsilon_i} \right) = \frac{\partial^2}{\partial \epsilon_i \partial x} \frac{d^i \phi_x dx}{dt} + \frac{\partial^2}{\partial \epsilon_i \partial w} \frac{d^i \phi_x dw}{dt}
\]  
(31)

Comparing equations (29) and (31), the left and right hand sides of equation (5) coincide and therefore equation (5) is proved to hold.

REFERENCES
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Abstract. Damage Detection and Structural Health Monitoring use different techniques to diagnose the threat of failure in structures. Vibration-based approaches have demonstrated to be a useful tools in testing and monitoring structures. They use the intrinsic correlation between structural damage and vibration response. Thus, the information provided by vibration sensors defines the health status of the structure allowing to identify the potential cause of failure. Model tuning or updating based methods use an ideal theoretical model (FEM) of the structure and try to minimize the difference with respect to the real system. This difference provides not only a measure of location of the damage but also the intensity. Model updating is performed by means of Evolutionary Algorithms (EA) and other techniques. In this work, Differential Evolution (DE) is used to solve the residual optimization. DE algorithms are the most popular technique within Evolutionary Algorithms. This technique uses an adaptive probabilistic method to mimic the Darwinian evolution in order to find the optimal numerical values of the design variables. This approach uses natural selection, random mutations and crossover to change the values of the variables defining the solution toward the optimal solution. The main goal of the paper is focused on the detection of failures in Glued Laminated Timber (Glulam). To this end, both theoretical and experimental vibrational data are measured and used to perform model updating.
1 INTRODUCTION

The origin of glued laminated timber (Glulam) as a structural element is not new, however, in recent years the use of this material in constructions has experienced a huge increase. Since the 1970s, the evolution of new manufacturing techniques for this material have allowed the construction of curved beams and improved the quality of their performances. Furthermore, due to the capacity to produce large beams Glulam can be used for modern high-volume buildings. Nowadays the manufacturing techniques allow the manufacturing of beams for large spaces, greater than 100 meters, and adopt varied shapes making this material a valuable element in structural applications but also of great aesthetic value. Indeed, Glulam is particularly suitable in situations where a pleasant aesthetic appearance is required, which gives it a very important advantage over other materials commonly used in construction. There are many applications in large spaces such as the construction of auditoriums, sport centers, religious spaces, shopping centers, airports, walkways, etc., which frequently use this material due to the aforementioned properties.

However, it is necessary to highlight an aspect of this material that makes its potential even greater in the future. It is an obvious fact that an ecological and sustainable construction is a growing trend and these facts have an important future in the industrial and economic development of the countries. The use of environmentally responsible and sustainable materials is a fundamental part of this process. The use of wooden structures in construction is one of the best ways to achieve an environmentally friendly activity, since wood is one of the most sustainable resources provided by nature.

Obviously, compared to other traditional materials used in construction the main disadvantage of Glulam is that its mechanical and resistant properties are lower. In addition, a non-homogeneous and anisotropic material, making difficult its numerical modelling and analysis. The safety of wooden structures is controlled and the quality of the wood used and its manufacturing process is certified by means of standards. Technical Building Codes [1] consider timber as a structural material and allows the determination of limit states based on mechanical properties. It is true that these procedures are focused primarily on solid timber and not on Glulam, and fundamentally with laboratory tests in the pre-execution phase [2]. This information allows to know the behavior of the material in a reliable way and to guarantee the safety of the Glulam structures in their calculation and numerical simulation [3]. However, as an organic material, it is exposed to multiple factors that can cause its deterioration and reduce its structural capacity [4].

On the other hand, the analysis of the current situation reveals that there are no general and sufficiently proven techniques for the in-situ structural evaluation of this type of structures [5]–[7]. In fact, until recently the diagnosis of the structural state of this type of construction has been carried out almost exclusively by visual inspections, measurement of humidity and surface density or hardness [8], [9]. The lack of methods for inspection and diagnosis applied over large areas of the structural elements makes necessary the research of the behavior of this material [5]. Despite the preventive treatments to which Glulam is submitted, it is exposed to numerous degradation processes that do not have other traditional materials in construction. The causes that could deteriorate the material are abiotic origin (e.g. water, solar radiation, etc.), biotic (e.g. xylophagus fungi, insects, etc.) and mechanical (e.g. wood singularities, deformations, breaks, mechanical overloads, etc.). Due to these peculiarities, the Non-Destructive Testing (NDT) techniques used in other materials cannot be used directly in Glulam, since the possible defects due to the deterioration of the material have particular and generally different characteristics and properties.
In both solid timber and Glulam, these inspection techniques remain an important field of research today[8], [10]. In the case of solid timber, there is a large literature where NDTs and semi-destructive tests (SDT) are investigated [10]–[12]. In the case of laminated wood, the problem is still greater, since there is very little work on this type of test. The problem is accentuated if it is considered that the responsibility of laminated wood structures is greater than those built with solid timber, since these structures are usually of a larger size, which also entails a greater risk and responsibility.

As it has been reflected in numerous publications, the dynamic response of the structures provides a rich source of information on the mechanical properties of the structural elements and the defects or degree of deterioration [13]–[16]. Indeed, the vibrational response of a structural component to dynamic excitation depends on its intrinsic characteristics and boundary conditions. In the literature, approaches based on modal analysis have been highlighted above other NDT due to several characteristics that make them very attractive in defining the health status and identifying possible causes of failure. The so-called adjustment by updating EF models uses an intact theoretical model of the system or structural component as a reference[14], [16]–[18]. That is, it takes as reference the theoretical model of finite elements called healthy state. Through experimental measurements on the real system, these tests are compared with the theoretical model. In this way, it is about finding out what modifications have to be made in the theoretical (healthy) model so that the experimental and theoretical response become the same. Modifications in the theoretical model provide information about the defects of the structure under test.

2 MATHEMATICAL BACKGROUND

In this work, modal properties are used for updating finite element model. To this end, modal properties and methods are described in this section. The base of the method is that modal properties are related to the mechanical properties of the structural element. Dynamic behavior of the structures can be described in terms of their distributed stiffness, damping and mass properties. Thus, the modal properties can be related with mass and stiffness matrices. FRF function may be expressed as the summation of the different contribution of each mode. That is,

\[ H_{mn}(\omega_j) = \sum_{i=1}^{N} \frac{\omega_i^2 \phi_i^2}{\omega_i^2 + 2 \xi_i \omega_i \omega_j + \omega_j^2} \]  

This equation provides the FRF due to the excitation in position \( m \) and the response at position \( n \). \( N \) is the number of the mode, \( \omega_i, \xi_i \) are the \( i \)th natural frequency and damping ratio, respectively. The variation of the frequency is considered by means of the parameter \( \omega \). The modal properties of the structure depend on the stiffness and mass matrices, therefore, the measured modal parameters can be provided by the finite element model if the correct stiffness and mass are obtained. Thus, the model updating process need to identify the correct dynamic matrices from the measured data. Therefore, it is possible to obtain the correct Young’s modulus at different sections of the structural element. The variation of the Young’s modulus is related with the presence of defect in the structures. Consequently, the determination of the variation of this modulus in different sections of the structure may help us to find out where a deterioration is produced. In this work, the determination of the correct Young’s Modulus is obtained by the following residual function.
3 DIFFERENTIAL EVOLUTION ALGORITHM

The denomination Evolutionary Algorithms refers to several algorithms that mimic the natural phenomena to optimize a goal function [19], [20]. In this work, Differential evolution is selected because it has been demonstrated in many works that is robust, effective and reliable [21], [22]. This section describes this evolutionary algorithm applied to model updating. The strategy of this algorithm involves the evolution of a population with a size $S_{\text{max}}$. This parameter represents the maximum number of individuals in one generation. It can be formulated as follows,

$$E_j^g = E^g_{i,k}, \quad k = 1, 2, \ldots, k_{\text{max}}$$

where $E$ represents the vector of the Young’s Modulus parameters at each section. Superscript $g$ stands for the generation number, and $l$ is the index for the individual. Parameter $k$ stands for the dimension of the vector. The size of the population (i.e. $k_{\text{max}}$) does not change during the optimization process. The maximum number of generations is $g_{\text{max}}$, which is established as the convergence criterion of the algorithm. The fitness function is given by Eq.(2) and the
initial vector of the population is chosen to cover a wide range of the space of the variables. A uniform probability function is used to provide the value of the variables in the initial population. However, DE algorithm does not admit the formulation of constraint as local optimization does. Thus, the fitness function should be adapted to include constraints. The method used in this work is Static Penalty. It requires the introduction of the penalty term as follows,

$$
\Phi(E^j) = \Pi(E_k^o) + \sum_{c=1}^{nc} R_c \max \left[ 0, g_c(wE^j_k) \right]
$$

(4)

Where $R_c$ is the penalty coefficient and $nc$ is the number of constraints. In this work, the constraints represent the lowest and highest value of the stiffness.

The mutation operator used in this work is given by the following equation,

$$
E_{i,k}^{t+1} = E_{i,k}^t + F(E_{i,k}^t - E_{j,k}^t); \quad i = 1,2, \ldots, l_{max}
$$

(5)

where subscripts $l_1$, $l_2$ and $l_3$ refer to three individuals of the actual generation randomly selected. Parameter $F$ is the mutation factor selected by the analyst between 0 and 2. The next operator is Crossover, which is defined as follows,

$$
E_{1,m}^{t+1} = \begin{cases} 
E_{1,m}^t & \text{if } A(k) \leq C_r \\
E_{1,m}^t & \text{if } A(k) > C_r 
\end{cases}; \quad k = 1,2, \ldots, k_{max}
$$

(6)

where $C_r$ is the crossover constant selected by the analyst between 0 and 1. $A(k)$ is a random number. Next, selection operator is applied, which is given by,

$$
E_{1,m}^{t+1} = \begin{cases} 
E_{1,m}^{t+1} & \text{if } \Phi(E_{1,m}^{t+1}) < \Phi(E_{1,m}^t) \\
E_{1,m}^t & \text{if } \Phi(E_{1,m}^{t+1}) \geq \Phi(E_{1,m}^t) 
\end{cases}
$$

(7)

This equation is repeated for each generation until the maximum number of generations is achieved. Thus, the algorithm requires five parameters defined by the analyst, i.e. population size, $l_{max}$, constant factor, $F$, crossover constant, $C_r$, constraint factor, $R_c$, and maximum number of generations, $g_{max}$.

4 EXAMPLE: APPLICATION TO GLULAM BEAMS

Two kind of experiments were carried out in this work. The first test one was done on elements without defects. The main goal of these tests was to obtain the dynamic mechanical properties, obtaining the modal parameters without damage. In order to assess the algorithm in the second kind of experiments, damages were introduced in the elements.

![Figure 2: Glulam specimens with two lamina (a and b) and five lamina (c.)](image-url)
Pinus radiata (GL-24) was the wood specie used for these experiments. The nominal mechanical properties were: MOE = 9.1GPa and Possion ratio = 0.38. The density considered was 336.0 kg/m³. The adhesive used was melamine-urea 1247 with hardener 2526. The nominal mechanical properties of the adhesive is: MOE = 3.5GPa and Possion ratio = 0.34.

Three uniform clear beams with any defects were used to determine the dynamic properties of the wood used in Glulam. The dimensions of these elements were L=1.85m (length), d=0.15m (wide) and e=0.04m (thick). These experiments were used to determine the empiric modulus of elasticity (MOE) and Possion ration of pure wood. After that, three uniform simple Glulam beams formed by two laminas were used to determine the influence of the adhesive between the elements of wood (see Fig. 2a and 2b). Each lamina has a thickness of 0.04m. Finally, Glulam beams formed by five laminas were considered as a general case (see Fig. 2c).

The measurement system consisted of four capacitive accelerometers (Measurement Specialties, model 4610), an impact hammer (Kistler, model 9724A), an acquisition system (HBM, model QuantumX MX1601B, 16 channels). Catman® Software and Matlab® were used to processing the signal and ARTeMIS® software was used to obtain the modal shapes and modal parameters. Each beam was supported at both ends and the accelerometers were located uniformly distributed along its length. The hammer impacted in one point of the beam and the signal was picked up by the four accelerometers to obtain the modal parameters after processing the signal. Commercial finite element package (ANSYS®) was used to generate a 3D-model of the beams. Figure 3 shows the FE model and modes for the model formed by two laminas in a simple beam used in this work. Each lamination was modelled as a separate entity. This modelization allows introducing the material characteristics of each element in order to be modeled individually. A perfect bonded connection was assumed between laminas. The induced damage considered in all cases was a loss of stiffness in some part of the structural element. This effect responds to most of the causes of failures in this type of structures. To modelize the imperfections, the beams were divided in five parts. The stiffness was considered constant in one of each part (see Fig. 3), but they could vary independently in the updating process.

5 RESULTS

Each individual in the DE algorithm is defined by the five variables, which are the Young’s Modulus in each section. A damage was induced in the second section of the beams (Section 2 in Fig. 4). The measurement of the FRF provided the natural frequencies and modes of the real system. This information was introduced in the algorithm for updating the finite element model. Therefore, the parameters of the algorithm are the following: size of the population, \( l_{max} = 50 \), \( F = 2 \), crossover constant, \( C_r = 1 \), constraint factor, \( R_c = 1 \), and maximum number of generations, \( g_{max} = 25 \).

Figure 3: Theoretical model of the glued laminated beam formed by two laminas.
Fig. 5 shows the evolution of the goal function, i.e. Eq.(2), during the optimization process. In this graph, the two terms of both parts of the formula have been represented (i.e. red = frequency term and green = modes term). It is clear that the trend in the evolution during the 25 generations is good enough. The differences between the two curves is mainly due to the weighting parameters considered in the example. Fig. 6 shows the evolution of the Young’s Modulus in each generation. The values of the variables in sections 1, 3, 4 and 5 are very close to the nominal value of the Young’s Modulus. However, the value of section 2 is clearly lower due to the damage induced in the beam. Fig. 7 shows the comparison of the theoretical and experimental results with the percentage of accuracy.
6 CONCLUSIONS

The use of glued laminated timber is increasing in developed countries due to the several advantages that this material provides. The structural members are used with different size and shapes, which makes this material attractive for architects and users. However, many types of defects that are exclusive to this material have influence on the mechanical properties. This fact makes the evolution of the mechanical properties of this material over time unknown. For this reason, it is necessary to develop methods for the evaluation of the health status of Glulam structural elements. In this study, FE model updating methodology is proposed for the evaluation of damage in structural elements of glued laminated timber. The proposed method was implemented using a DE algorithm for the minimization of the residual function. Experimental and theoretical simulations were compared by means of this residual function. The method demonstrate that it is capable of finding the damage when it is produced by a loss of stiffness. Thus, the algorithm is reliable for the detection of local damage in structural elements made of Glulam.
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Abstract. Vibration-based Structural Health Monitoring (VSHM) systems continuously gather data from an array of sensors mounted on a structure. Features are constructed from the data measured. The aim is to monitor the vibration responses in the search for changes that may hint to damage. The continuous data acquisition generates high-dimensional feature spaces that require Data-Driven approaches to make inferences concerning the integrity of the structure. In recent years, machine learning has played an increasingly important role in VSHM. Data-driven algorithms have been successfully used to construct models capable of detecting anomalies such as damage in the features derived from the vibration signals. Mahalanobis Distance based novelty detection is a common used method to detect damage. Yet, the resulting models have been labelled “black box models” given that they lack interpretability. This becomes a relevant challenge in the presence of high-dimensional feature spaces. Using machine learning algorithms that can be interpreted would enable a more reliable novelty detection process, building trust in these methods and easing the decision-making process. Decision Trees (DT) is a widely used interpretable machine learning algorithm. The hierarchical structure of this algorithm enables the prioritisation of features that are used as predictors in the damage detection models. Furthermore, the nature of the algorithm enables the user to track the decisions and understand the classification process in detail. In this paper, we introduce the complementary use of so-called “black box models” and DT for novelty detection. The proposed damage detection approach is tested on an experimental setup with a 14.3m wind turbine blade (WTB) equipped with 24 accelerometers. A pseudo-damage was simulated by adding masses to several locations of the WTB. The pseudo-damage was detected by means of a semi-supervised novelty-detection. The novelties were later studied in detail with decision-trees to make inferences on their potential causes.
1 Introduction

Methods to monitor the integrity of a structure have been intensely studied in the past decades [1–5]. Traditionally, researchers have had robust experimental setups and performed reliable measurements to successfully compare the modal parameters of a structure and identify damage [6–8]. However, these methods have limitations given that the confidence interval of features can be exceeded due to environmental factors as shown in [9]. Additionally, such physics-based methods are often impractical due to the high complexity of the structure and the level of expertise that is required for their development [10, 11]. This is where data-driven techniques, and especially machine learning approaches, may become a powerful alternative. In recent years, machine learning techniques have been implemented in research and applied to multiple structures, thus proving their capability to detect damage [12–14]. Semi-supervised algorithms have been of particular interest for damage detection when only the healthy condition of the structure is known. Initially proposed by [15], the use of the Mahalanobis Distance (MD) for novelty detection became a popular method to cluster extracted features from the structure or system response. In [16, 17], the authors used the MD to identify the deviations from a reference state defined from observations from a pristine structure and detect potential damage in a structure or system. Often, this one-dimensional clustering method contains false alarms, i.e., the novelty index is outside the ”healthy” reference cluster but does not correspond to damage. Studies have shown that environmental and operational conditions are one of possible reasons for these false alarms [18, 19].

Decision Trees (DT) are not new to the field of VSHM. For example, [20] localized a point mass on a CFRP plate employing k-nearest neighbors and linear discriminant algorithms such as DTs using strain response data. Similarly, in [21], a problem of localizing an added mass on a plate structure was approached using a modified DT algorithm that also output probabilities of each class. The plate was divided into grids where each zone was assigned to a number. The output of a classifier contained zone numbers as class labels with a probability of point mass being placed in that particular zone. Nevertheless, DTs have been underutilized in VSHM applications by exploding only their classification capability and not its high interpretability and transparency. Therefore, this paper proposes the use of DTs to identify the features and their values responsible for false alarms when identifying novelties while monitoring the condition of a structure. Features related to novelties identified by the semi-supervised MD method proposed by [15] are clustered by means of DTs. Once the novelties are classified, the DTs are used to understand their occurrence. The technique was tested on data gathered from a 14.3m wind turbine blade (WTB) mounted on a test rig. The WTB was equipped with 24 accelerometers and excited by an impulse force of a electromagnetic actuator to force vibration responses. Initially, the vibration response was measured from a pristine WTB. Later, mass was added in different locations to simulate novelties. This is a well-known approach to emulate the local structural changes that are caused by damage. The relevance of each individual feature and the transparent reasons for classification are related to the position and the amount of mass added. By looking into the structure of DTs, it was possible to locate the sensors positioned closer to the mass added.
2 Methodology

The methodology proposed in this study combines the use of MD-based novelty detection and DTs to better understand the occurrence of the novelties.

\begin{equation}
V^k = \begin{pmatrix}
v_{11} & v_{12} & \cdots & v_{1n} \\
v_{21} & v_{22} & \cdots & v_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
v_{m1} & v_{m2} & \cdots & v_{mn}
\end{pmatrix} = (v_{ij}) \in \mathbb{R}^{m \times n}
\end{equation}

The procedure of DT bases its classification on the best possible split. This allows to understand which features and their values are responsible for the classification of novelties. Fig. 1 summarizes the main steps followed in the methodology suggested in this paper for pseudo-damage detection and interpretation.

2.1 Vibration-based measurement campaign

Vibration responses are measured from a structure when excited by an electromechanical actuator and organised in a matrix as follows,

where \( v_{ij} \) is the \( i^{th} \) vibration measurement with the length \( m \) of the accelerometer \( j^{th} \) for the \( k^{th} \) observation, i.e., the vibration responses of all the \( n \) accelerometers due to an electromechanical actuator on the structure. The details of the measurement campaign are provided later in section 3.

2.2 Statistical feature vector

The covariance of the vibration response is used to measure the direct relationship between accelerometers positioned on the WTB. In the context of novelty detection, the covariance is used as a damage sensitive feature (DSF) where a change would enable the identification of...
novelties due to changes in vibration response resulting in changes in the covariance feature.

\[
S^k = \begin{pmatrix}
s_{11} & s_{12} & \cdots & s_{1n} \\
s_{21} & s_{22} & \cdots & s_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
s_{n1} & s_{n2} & \cdots & s_{nn}
\end{pmatrix} = (s_{jq}) \in \mathbb{R}^{n \times n}
\tag{2}
\]

In Eq. 2, \(S^k\) is the covariance matrix for the \(k^{th}\) observation and stores the covariance \(s_{jq}\) between accelerometers \(j\) and \(q\) and, for \(j = q\), \(s_{jj}\) represents the variance. Due to the symmetric properties of the covariance matrix, only the upper triangle is used as a feature vector as in Eq. 3.

\[
f^k = \begin{bmatrix}
s_{11} & s_{12} & \cdots & s_{1n} \\
s_{21} & s_{22} & \cdots & s_{22} \\
\vdots & \vdots & \ddots & \vdots \\
s_{n1} & s_{n2} & \cdots & s_{nn}
\end{bmatrix}^T
\tag{3}
\]

All feature vectors \(f^k\) are arranged in one feature matrix \(F\) shown in Eq. (4)

\[
F = [f^1 \ f^2 \ \cdots \ f^R]
\tag{4}
\]

where \(R\) is the total amount of observations.

### 2.3 Dimensionality reduction

Principal Component Analysis (PCA) is an orthogonal transformation applied to a set of potentially correlated values into linearly uncorrelated values which are known as the principal components (PC) [22]. The first PCs contain most of the variability from the original dataset leaving each succeeding component with the remaining variability. This procedure allows to reduce the dimension of a dataset while allowing to keep most of the information possible expressed in variability of the data. In this analysis, PCA is applied to reduce the dimension of the feature matrix and account for collinearity between the feature vectors.

### 2.4 Mahalanobis distance-based novelty detection

The distance between a point and a distribution in a multivariate space can be described by the Mahalanobis Distance (MD) [23]. Unlike the Euclidean distance, the MD normalizes the features by the inverse covariance matrix taking into account the features trend. A common use for the MD is to cluster multivariate data and detect outliers. In this paper, the MD is used as a novelty detection index. The novelties identified are later correlated to the introduced pseudo-damage created by adding mass in several locations of the blade. The MD is calculated using the following equation:

\[
d(f^k, Y) = \sqrt{(f^k - \mu_Y)^T \Sigma_Y^{-1}(f^k - \mu_Y)}
\tag{5}
\]

where \(d(f^k, Y)\) is the MD between the feature vector \(f^k\) and the reference state \(Y \subseteq F\), \(\mu_Y\) is the mean of the samples in \(Y\) and \(\Sigma_Y\) is the covariance between samples in feature vector \(Y\). To avoid confusion, note that the covariance \(\Sigma_Y\) is different from covariance \(S^k\). The threshold of the reference state during the training stage is represented by \(T\), consequently \(d(f^k, Y) > T\) are considered novelties. In this study, the choice of \(T\) is based on the cumulative distribution function of the MD and \(\nu^{th}\) percentile of the data in the training set is allowed to exceed the threshold. For this analysis 2% of training data was allowed to exceed \(T\).
To avoid numerical error by computing the inverse of $\Sigma_Y$ for the MD, the condition number of $\Sigma_Y$ are examined and the influence of dimensional reduction by PCA in section 4.1.

### 2.5 Decision trees

Decision Trees (DTs) belong to a class of "white box" type supervised learning algorithms [24, p. 1]. DTs make data classification an interpretable and visual process by explicitly representing each decision taken to split the data into their labeled classes. This paper uses DTs mainly to classify the novelties identified by the semi-supervised novelty detection method described in subsection 2.4.

![Decision trees principals](image)

DTs are flowchart-like structures, such as the one shown in Fig. 2, that start from a single node, known as the root node and branch into possible outcomes. The algorithm learns to partition and this occurs recursively until no more splits are possible, therefore reaching a terminal node (or leaf node). The aim of the partition is to separate the data-set into its labeled classes.

The key task performed by the DT is the partition. The most effective split of the data-set is based on the selection of appropriate features and characteristics of the feature for comparison and decision-making. There are several attribute selection measures (ASM) that can be used for partitioning such as the information gain, gain ratio, and gini index. The decision as to which ASM to implement is discretionary. As shown in [25], the results from different ASM only differ in 2% of the cases, therefore the choice of ASM does not significantly impact the results. The DTs constructed in this paper use the information gain measure which is based on Shannon’s concept of entropy [26], a measurement of the impurity of labeled input-set calculated as per Eq. 6 where $p_+$ is the proportion of positive examples and $p_-$ the proportion of negative examples. The entropy $H$ of a labeled data-set $S$ in a decision node describes how well the data is currently split. If the entropy of a node is 0, then the data from this node belongs to its labeled class, i.e., no further partitioning is possible and a terminal node has been reached.

$$H(S) = -p_+ \log_2 p_+ - p_- \log_2 p_-$$

Once the data-set is split, e.g., by feature $A$, the corresponding entropy of the resulting nodes is calculated as in Eq. 7, where $v$ is a subset corresponding to a class of feature $A$, $S_v$ is the size of the subset, and $S$ the overall number of labeled data in $v$. That is to say, the entropy of each
of the resulting nodes after the partition are added into a weighted average.

\[ H_A(S) = \sum_{v \in \text{values}(A)} \frac{|S_v|}{|S|} H(S_v) \]  \hspace{1cm} (7)

Since the objective of the information gain measure is to decrease the entropy after the partition, \( H(S) \) and \( H_A(S) \) are compared by calculating the information gain as per Eq. 8. An iterative process identifies the features that results in a maximum \( \text{Gain}(S, A) \).

\[ \text{Gain}(S, A) = H(S) - H_A(S) \]  \hspace{1cm} (8)

Ultimately, the algorithm provides a hierarchical structure, where the root node corresponds to the feature within the data-set with the highest relevance for the classification.

### 3 Experimental data collection campaign

The proposed method is tested on a 14.3m WTB manufactured by Olsen Wings [27] shown in Fig. 3. The blade is mounted on a test rig and equipped with an electromagnetic actuator such as the one in Fig. 4a and placed close to the root of the blade.

![Figure 3: Schematic representation of the experimental set up of the 14.3m wind turbine blade. The WTB is mounted to an additional shaker which is not used for this experiments.](image)

To measure the vibration response of the blade excited by the actuator hit, a total amount of 24 mono-axial accelerometers, Brüel & Kjær Type 4507, were mounted along the blade as shown in Fig. 3. The accelerometers 2 to 22 measure the vibration response in flap-wise direction, accelerometer 1 in edgewise direction.

The measured vibration response was recorded by a data acquisition system with a sampling frequency of 16,384Hz. Using the actuator as a trigger signal, the vibration responses from all accelerometers were aligned and trimmed to 200 samples around the maximum amplitude of accelerometer 23. This sample range was identified as the most sensitive to changes in dynamic response as shown in [19]. An example of the vibration response from accelerometer 8 is shown in Fig 5a and 5b.

To simulate novelties, mass in form of heavy bolts, shown in Fig 4b, were placed in different locations marked in red in Fig. 3. The blade was excited 2000 times without mass to create a baseline for novelty detection. Then, in location A, five bolts (each with an approx. weight of 1kg) were place on the blade and the blade was excited ten times. Next, the amount of bolts was increased to 10 and 20 bolts repeating the procedure for each variation of mass and for locations B and C. Masses for each location we placed and measured separately. Table 1 summarizes the damage scenarios simulated with the corresponding mass added and locations.
4 Results and discussion

4.1 Novelty detection

The control charts in Fig 6 and 7 illustrate the MD-based novelty index and the necessity to transform the features by dimensional reduction. To highlight the limitations of applying the MD-based novelty index on a large features space of a redundant experiment, the covariance was calculated from the first 22 vibration responses measured in the accelerometers 1 to 22 resulting in a total amount of 253 features per observation. When calculating the MD directly from the features without a transformation, the novelty index strongly deviate from the created reference as shown in Fig. 6.

Comparing the results to Fig. 7, it can be seen that significant deviations occur after the training limit of the first 1500 samples. As shown in Eq. 5, the MD uses the inverse covariance matrix $\Sigma_Y^{-1}$. To understand the deviations and avoid numerical errors, the condition number of the covariance matrix $\Sigma_Y$ is calculated after reducing the amount of principal components one by one.

If the condition number is not much larger than 100, the matrix can be considered as well conditioned and non-singular. Given the fact that the blade was excited by the electromechan-
Table 1: Simulated novelties according to location and mass added

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Mass</th>
<th>Location</th>
<th>Number of Excitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blade without mass</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>-</td>
<td></td>
<td>1500</td>
</tr>
<tr>
<td>Testing</td>
<td>-</td>
<td></td>
<td>500</td>
</tr>
<tr>
<td>Blade with mass</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5kg</td>
<td>A</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>10kg</td>
<td>A</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>20kg</td>
<td>A</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>5kg</td>
<td>B</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>10kg</td>
<td>B</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>20kg</td>
<td>B</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>5kg</td>
<td>C</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>10kg</td>
<td>C</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>20kg</td>
<td>C</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td><strong>2090</strong></td>
</tr>
</tbody>
</table>

Figure 6: MD-based novelty index without dimensional reduction

Figure 7: MD-based novelty index with dimensional reduction
ical actuator for 2000 times under the same conditions, small deviation in the excitation or measurement noise will amplify noise in the test data by the factor of the condition number. Therefore, it was crucial for this analysis to avoid high condition numbers. Keeping more than 90% of the explained variance allowed to lower the condition number to 44 and a total amount of 8 components were left.

![Graph](image1)

(a) Condition number

![Graph](image2)

(b) Accumulative variance by principal components

Figure 8: (a) Condition number. (b) Accumulative variance by principal components

As shown in Fig. 8a, by using a large amount of principal components, the condition number of covariance matrix $\Sigma_Y$ is over $10^5$. Collinearity in the feature matrix can be avoided by reducing the number of principal components. There is no clear answer of how many components to use; nevertheless, the principal components needed can be narrowed down by observing the condition number and variance explained.

### 4.2 Novelties explained by decision trees

To be able to interpret the DTs, the features used for classification have to be interpretable. Therefore, for analyzing the novelties, the covariance matrix is first reduced to its diagonal using only the variance associated with each accelerometer response. This will simplify the interpretation of the DTs and its complexity. The dimensional reduction by PCA reduced the false alarm rate for novelty detection. Once novelties are detected, features can be used without the dimensional reduction for supervised learning with DT, thereby maintaining the interpretability of the features. Three classification trees were constructed, one for each location of the masses. Locations only along the trailing edge of the WTB were considered. As shown in Table 1, each location has 3 cases (or classes) referring to 3 different masses added. The DT for mass location A is visualized in Fig. 9. The feature in the root of the tree is the variance of sensor 6, which is located right before the added mass. To split the case 1 from the remaining 2, 3 and 4, the variance of the feature had to be below 31.05, i.e., an increase in variance should have occurred.
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in the vibration signal after the masses were added. To separate the case with 20kg from the ones where 5 and 10kg were added, the variance of accelerometer 6 had to be above 37.02. Data from 5kg and 10kg cases were split by the variance from sensor 4, showing that adding 10kg of mass would increase the variance compared to 5kg. The features chosen by the DT algorithm to separate data recorded from a WTB with mass on it from the ones without mass were those corresponding to the accelerometers positioned next to the mass, thereby pointing the location of the mass placed.

Figure 9: DT for mass location A

Figure 10: DT for mass location B

Figure 11: DT for mass location C

For mass location B and C in Fig. 10 and 11, the root nodes of the DTs were able to separate
data from a WTB with and without mass by a single sensor which is located right next to the mass. Nevertheless, by separating the 5kg from 10kg of mass added for location B, the affected sensors were not near the the location of the mass but towards the tip of the blade. The same can be observed for mass location C, where the added mass between sensor 16 and 18 had a significant effect on sensor 10 which is located further down the trailing edge. Detailed information on hyperparameters for the decision trees can be found in Appendix A

5 Conclusions

The work presented in this paper introduces DT as a tool for interpreting and understanding the causes of novelties identified by the MD-based novelty index. The technique was implemented in a large scale WTB with added mass to simulate damage in different locations. The consequences of separating observations from non-added mass and added mass has been studied. Particularly the impact of a collinearity in the feature matrix and its influence on the MD-based novelty index. This was investigated by reducing the dimension of the feature matrix while monitoring the condition number. By avoiding high condition numbers, strong deviations after the training in the control chart were reduced. Once the novelties are identified, DT have been used to understand which features were responsible to cause the novelties in the control chart. The relation of features and accelerometers locations was evaluated. It was found that the accelerometers closer to the location of added mass were at the root of the DT and therefore identifying the importance of a particular feature. Limitations were identified by exploring the separation of different amount of masses. It was observed that the accelerometers further away from the locations were responsible to classify between different amounts of added mass.

This study demonstrated that the occurrence of novelties can be interpreted with the use of DTs. Additional the DTs and their hierarchical structure correlated the location of the mass to the sensor which features were at the root of the tree. Therefore, this could narrow down the location of where the added mass was added and open a further directions to pseudo-locate added masses or in other words damage.
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A  Decision Trees and Hyperparameters

This appendix is meant to give some insight on the hyperparameter which were used to train the DTs. The selected values for hyperparameters are shown in 2. The DTs were developed and trained by using the scikit-learn library in Python. Hyperparameters for the DT are selected in a way which does not limit the DTs. The aim is to over-fit the classification in order to understand the novelties. Detailed information about the Hyperparameters can be found in [28].

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Selected value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split criterion</td>
<td>Entropy</td>
</tr>
<tr>
<td>Max depth</td>
<td>None</td>
</tr>
<tr>
<td>Max features</td>
<td>None</td>
</tr>
<tr>
<td>Max leaf nodes</td>
<td>None</td>
</tr>
<tr>
<td>Min impurity decrease</td>
<td>0</td>
</tr>
<tr>
<td>Min impurity split</td>
<td>None</td>
</tr>
<tr>
<td>Min. samples leaf</td>
<td>1</td>
</tr>
<tr>
<td>Min samples split</td>
<td>2</td>
</tr>
<tr>
<td>Min weight fraction leaf</td>
<td>0</td>
</tr>
<tr>
<td>Presort</td>
<td>False</td>
</tr>
<tr>
<td>Splitter</td>
<td>best</td>
</tr>
</tbody>
</table>

For training the DTs the complete labeled dataset was used with the aim to over-fit the data from where interpretation of each class can take place.
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Abstract. Structural health monitoring (SHM) includes a wide range of methods focusing on the improvement of structural reliability and life cycle management of engineered systems. In the past decades, smart maintenance procedures have been proposed and implemented for a large number of civil structures with strategic and monumental relevance. Nowadays, rapid advances in signal processing and sensor technology allow for the implementation of smart maintenance schemes for conventional buildings and infrastructure. Vibration-based SHM techniques are among the most applied in the structural engineering field and become increasingly popular due to their interdisciplinary nature. In this framework, the establishment of reliable damage-sensitive features (DSF) is crucial for the efficient evaluation of structural health. This work comprises an investigation on the effectiveness of data-driven DSFs for the case of a large scale reinforced concrete benchmark under shaking table excitation. Different damage identification techniques are applied to expose the propagation of structural damage during strong ground motions. A discussion on the hardware and algorithmic requirements for reliable wireless smart sensor networks (WSSNs), capable of capturing the desired DSFs, is also included.
1 INTRODUCTION

Despite the unavoidable costs for installation and supervision, the information obtained through monitoring proves to be invaluable in the aftermath of catastrophic events. The recent disaster of the Morandi bridge exposed the unexploited potential of measurements for the maintenance of aging structures. Considerations regarding the life cycle management consist today a prime part of the design of major infrastructure facilities. Structural health monitoring (SHM) provides the tools and the methodologies that allow for the optimization of the maintenance activities along the operational life of structures with substantial impact on the life cycle costs and the safety of the public.

Rapid advances in hardware and software capabilities allow for the widespread diffusion of SHM techniques in the conventional building stock [1, 2]. In particular, Wireless Smart Sensor Network (WSSNs) are the most promising systems for SHM applications because they don’t require long cables leading a significant cost reduction and an easier installation procedure. Moreover, WSSNs are characterized by low cost and feature edge-computing capabilities enabling the decentralization of the monitoring process, by reducing the amount of data transferred and improving the energy efficiency of the monitoring configuration [3]. The energy consumption of a wireless network dictates the maintenance intervals and thus consists the bottleneck for the optimal design of WSSNs. Given that energy consumption is highly related to the network architecture, the choice of a suitable network topology for the studied application is of major importance. Shrestha and Xing [4] discussed the performance of various WSSNs topologies by comparing the reliability, energy–efficiency, network life, scalability, self-organizing capability and data latency. Other parameters that constrain further the design of optimal WSSNs stem from cost and size restrictions.

The recent paradigm of Internet of Things (IoT) [5] allows researchers to vision the Internet of STructures (IoST), where proper indexes could provide information regarding structural health at an urban scale, almost in real time. This information could support substantially both the vulnerability assessment as well as the post earthquake damage estimation, which is currently based on time consuming and inevitably subjective inspections. Despite extensive research in this field, the extraction of robust damage sensitive features (DSFs) from vibrational response still poses challenges, particularly related to damage characterization (location, severity) [6, 7]. A large category of DSFs focuses on changes of the modal properties due to structural damage. Noh and coworkers [8] proposed a DSF criterion, which relies on the ratio of the energy allocated on the first mode over the total energy of the response signal. Other candidate methodologies rely on changes in coherence between different nodes, the wavelet decomposition, Hilbert-Huang transform [9], higher order moments or entropy. Recently, Hwang and Lignos [10] described a framework for estimating story-based engineering demand parameters in instrumented steel frame buildings with steel moment-resisting frames. The proposed framework utilizes wavelet-based damage sensitive features and basic building geometric information to infer the building damage state at a given seismic intensity.

This work comprises the implementation of a wide palette of DSFs for the damage detection of full scale recordings. In section 2, the selected features are presented and the key parameters are described. In section 3, the selected features are applied for the evaluation of the recordings of a 7-storey shear wall benchmark experiment. In section 4 are summarized the results and the comparison of the performance of the studied DSFs. Finally, section 5 includes a discussion on the key issues for the design of a decentralised wireless sensor network in a SHM framework.
2 VIBRATION-BASED DAMAGE IDENTIFICATION

In this section, a brief description and some implementation examples of the selected DSFs are reported. Both modal– and non–modal–based features have been selected. In particular, autoregressive (AR) parameters and principal component analysis (PCA) of the covariance of raw acceleration data are usually referred as non–modal–based methods, as the identified parameters cannot be directly interpreted into a modal or physical domain. On the other hand, the curvature of uniform load lines (ULLs) obtained through the flexibility matrix and the transmissibility function belong to the family of modal–based DSFs. Relevant notions for novelty detection as well as damage indices (DIs) implemented in this study are also reported.

2.1 Autoregressive parameters

Autoregressive (AR) models are among the most popular non–modal–based structural identification tools. It has been shown that, despite the non–intuitive physical interpretation of AR parameters, the features captured by AR models, directly fitted to raw acceleration data, are representative of the structural behavior and can be analyzed to detect changes due to damage or changing environmental conditions [11]. AR parameters are computed following the assumption that each sample of a time series depends linearly on the previous samples and can be reconstructed by adding a residual term, which is usually assumed as Gaussian white noise. After selecting a model order (i.e., how many samples are considered in the description of each element of the time series), the identification of AR parameters can be achieved through solving an ordinary least square problem. The simplicity of this method allowed for various implementation in SHM algorithms, involving different usage of AR parameters for the estimation of structural damage [12, 13].

2.2 Covariance–based DSF

Covariance is a common statistical feature that describes the relationship between two signals in time domain. Assessing the covariance of the vibrational responses of sensors placed in different position along a structure has been established as a valid statistical metric for capturing novelties in the dynamic response [14]. These changes, however, can be attributed not only to structural degradation, but also to changing environmental conditions [15]. Principal component analysis (PCA) [16] has been widely applied to enhance the novelty detection by a consequent algorithm. PCA is a linear transformation which is applied to a potentially correlated feature-set. The principal components (PCs) are sorted by their eigenvalues in a decreasing order, where the first PC has the highest explained variance after the transformation. This procedure can reduce the dimension of the feature-set while maintaining a high remaining variance explained.

2.3 Curvature of the uniform load line

Changes in modal curvature is the basis of various modal-based DSFs in the field of damage identification, as it is proven to be particularly effective to localize structural degradation related to stiffness reduction [17]. Major drawbacks of this feature include its rather approximate computational scheme (i.e., the central difference method), starting from displacement lines, and the fact that at least three data points are required to evaluate each curvature value. As a result, modal curvature based DSFs tend to be too sensitive to inaccuracies in the identification of modal shapes and require a considerable amount of sensors, placed at equidistant locations.

In this paper, the curvature of the uniform load line (ULL) has been applied. This approach describes the structural behavior in the physical space and is less sensitive to identification errors
for higher modal shapes [18]. In particular, the ULL of a structure represents the deflection shape under the application of a uniform load vector, the entries of which are unitary forces applied at each sensor location. The ULL is generally evaluated through the flexibility matrix of the structure $F$, which can be estimated by the first $r$ vibration modes, as following:

$$F \approx \sum_{j=1}^{r} \frac{1}{\omega_j^2} \Phi_j \Phi_j^T$$

where $\omega_j$ and $\Phi_j$ indicate the $j$–th natural circular frequency and modal shape, respectively.

The ULL can thus be computed as:

$$u = Fp$$

where $p = [1, 1, \ldots, 1]^T$ has the same size as $\Phi_j$.

It should be noted that, in order to compute the real flexibility matrix, modal shapes must be mass-normalized. In this case, a variation of $u$ registered during a monitoring process could also be related to a physical quantification of damage in terms of flexibility increment (i.e., stiffness decrement). In real case studies, however, there is often no precise information regarding the mass distribution, especially for complex structures. As a result, the evaluation of $F$ becomes particularly challenging. For the purposes of the present work, a uniform distribution of masses along the height of the building is considered. This assumption coincides with the regular geometry of the studied benchmark experiment. Therefore, modal shapes are normalized with respect to an identity matrix, and $F$ is considered as proportional to the real flexibility matrix. In this case, a quantification of damage in absolute terms is not possible, but the method still allows for the localization of damage [19].

### 2.4 Transmissibility based criteria

Transmissibility based criteria have been recently proposed in an attempt to detect and localize damage based on output-only data [20]. The transmissibility function between points $a$ and $b$ of an elastic system can be defined as the ratio of the complex amplitude of the system responses in frequency domain, which can be expressed as a fraction of power spectral densities:

$$T_{a,b}(\omega) = \frac{X_a(\omega) \times X_b(\omega)}{X_b(\omega) \times X_b(\omega)} = \frac{G_{a,b}(\omega)}{G_{b,b}(\omega)}$$

By implementing Pearson’s correlation coefficient for the transmissibility vectors in different damage states, researchers defined a correlation-based damage indicator (CDI):

$$CDI_{a,b} = \left| \frac{COV(T^d, T^u)}{\sigma_{T^d}\sigma_{T^u}} \right|$$

An additional feature based on the modal assurance criterion was also defined as transmissibility assurance criterion (TAC):

$$TAC_{a,b} = \frac{[(T^d)^T(T^d)][(T^u)^T(T^u)]}{[(T^d)^T(T^d)][(T^u)^T(T^u)]}$$

where $T^d$ and $T^u$ represent the transmissibility vectors under damaged and healthy conditions. Considering the points $a$ and $b$ as the recording points along subsequent storeys of a building,
transmissibility based criteria provide information for structural changes between the measuring points. For shear wall concrete buildings with rigid slabs, the earthquake induced damage is expected to concentrate in the lower floor levels. For such cases, transmissibility based criteria for damage detection and localisation are well defined. However, such criteria cannot provide robust estimation for the level of damage since they rely exclusively on low amplitude measurements, where the system is expected to respond in the equivalent elastic regime.

2.5 Mahalanobis Distance

The Mahalanobis distance (MD) is a widely applied multivariate distance metric to highlight novelties or outliers in a feature-set [21]. The MD measures the distance between a point and a distribution. The distribution is commonly calculated for a reference feature-set which is also called the training-set. The MD is described as follows:

\[ d(x^k, Y) = \sqrt{(x^k - \mu_Y)^T \Sigma^{-1} (x^k - \mu_Y)} \]  

where \( d(x^k, Y) \) is the distance between a feature vector \( x^k \) and a reference \( Y \), with \( k \) being the \( k^{th} \) feature vector in a feature-set. \( \mu \) is the mean of features in \( Y \) and \( \Sigma \) the covariance of the reference feature-set. This metric is used as DI for the modal-based DSFs investigated in this work.

2.6 Damage indices and novelty detection

For most of the damage identification algorithms the identified parameters are compared to baseline information obtained right after the installation of the monitoring system. This baseline information is considered to represent the undamaged condition. To quantify this comparison, a proper DI has to be selected and a threshold between “damaged” and “healthy” state has to be defined. For the AR and covariance based DSFs the MD has been used as a DI since a statistically significant set of results were evaluated. For the former case, a different set of AR parameters can be identified for each data array (i.e., considering data intervals of user-defined length at each sensor location). In general, damage localization cannot be directly achieved by analyzing local modifications in AR parameters [13]. For this reason, the mean of MDs computed over the set of all recording nodes has been selected as the final DI for the purposes of damage detection. Similarly, the MD-based damage index is evaluated for the covariance and PCA based DSF. A threshold is selected for the reference state and is represented by \( T_{th} \). The choice of \( T_{th} \) is based on a cumulative distribution of the damage index where the \( k^{th} \) percentile of the data is allowed to exceed the threshold. Consequently, \( d(x^k, Y) > T_{th} \) are considered as novelties and are potentially correlated to damage.

For the modal-based DSFs longer datasets are required and thus only deterministic DIs can be defined through the analyzed data. For the curvature of the ULL, the percentage variation between local estimates of the DSF in different damage scenarios is considered. For the transmissibility based DSF the identified CDI and TAC metrics are evaluated.

3 DAMAGE DETECTION ON REAL-SCALE RECORDINGS

The DSFs described in Section 2 are evaluated using the data collected during a benchmark experiment on a full-scale RC structure tested on a shaking table at the University of California, San Diego [22, 23]. After a brief description of the case study, the results are reported and discussed.
3.1 Description of the case study

The specimen, shown in Figure 1a, consists of two perpendicular walls (web and flange wall) and a concrete slab at each storey–level, supported by four gravity columns and an auxiliary post–tensioned column that provides torsional stability to the system (Figure 1b). Shaking table tests were designed to progressively damage the building through the simulation of four historic earthquakes recorded in California, with increasing intensity. Before and after each shaking test, the response of the building was recorded under white noise (WN) excitation, with a root mean square (RMS) amplitude equal to 0.03g, and low amplitude ambient vibration (AV), as described in detail in [22, 23] and in Table 1. In particular, between tests S3.1 and S3.2, the bracing system between the slabs and the post–tensioned column was stiffened. The present work focuses exclusively on the acceleration response during the white noise excitation before and after the strong shaking events.

The instrumentation of the tested structure includes 45 uniaxial accelerometers: 29 measuring the longitudinal direction (three on each floor slab, one on the web wall at mid-height of each story, and one on the pedestal base), 14 measuring the transversal direction (2 on each floor slab), and 2 nodes measuring the vertical direction (at the base, on the pedestal). In this paper seven different sensor configurations are considered, as described in Table 2, with reference to Figure 1b. The original data are sampled at 240 Hz and are here downsampled at 100 Hz. More details about the geometry and the instrumentation can be found in [22, 23].
### Table 1: Testing setup

<table>
<thead>
<tr>
<th>Test</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0</td>
<td>8min WN (0.03%g RMS) + 3min AV</td>
</tr>
<tr>
<td>EQ1</td>
<td>San Fernando earthquake, 1971, longitudinal component, Van Nuys station</td>
</tr>
<tr>
<td>S1</td>
<td>8min WN (0.03%g RMS) + 3min AV</td>
</tr>
<tr>
<td>EQ2</td>
<td>San Fernando earthquake, 1971, transversal component, Van Nuys station</td>
</tr>
<tr>
<td>S2</td>
<td>8min WN (0.03%g RMS) + 3min AV</td>
</tr>
<tr>
<td>EQ3</td>
<td>Northridge earthquake, 1994, longitudinal component, Woodland Hills Oxnard Boulevard station</td>
</tr>
<tr>
<td>S3.1</td>
<td>8min WN (0.03%g RMS) + 3min AV</td>
</tr>
<tr>
<td>S3.2</td>
<td>8min WN (0.03%g RMS) + 3min AV</td>
</tr>
<tr>
<td>EQ4</td>
<td>Northridge earthquake, 1994, 360°, Sylmar Olive View Med</td>
</tr>
<tr>
<td>S4</td>
<td>8min WN (0.03%g RMS) + 3min AV</td>
</tr>
</tbody>
</table>

### Table 2: Sensor deployment layouts

<table>
<thead>
<tr>
<th>Deployment layout</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-0</td>
<td>SD on the web wall in the horizontal direction, at floor levels and mid-height of storeys</td>
</tr>
<tr>
<td>H-1</td>
<td>SD on the web wall in the horizontal direction, at floor levels</td>
</tr>
<tr>
<td>H-2</td>
<td>SD on the southern part of the slab in the horizontal direction</td>
</tr>
<tr>
<td>H-3</td>
<td>SD on the northern part of the slab in the horizontal direction</td>
</tr>
<tr>
<td>T-1</td>
<td>SD on the eastern part of the web wall in the transversal direction, at the floor levels</td>
</tr>
<tr>
<td>T-2</td>
<td>SD on the western part of the web wall in the transversal direction, at the floor levels</td>
</tr>
<tr>
<td>HT</td>
<td>All sensors described above</td>
</tr>
</tbody>
</table>

Table 1: Testing setup

Table 2: Sensor deployment layouts
3.2 Discussion of the results

For non-modal-based DSFs, a control chart approach demonstrates clearly the online novelty detection procedure for damage identification. Response windows of seven minutes, divided into sets of 1000-samples, are considered as separate inspection intervals. The DSF is computed for each inspection interval and compared to the baseline estimation, which is evaluated based on the first 55 intervals for condition S0. In Figure 2, the MD between the feature evaluation on each interval and the baseline is presented. For brevity, only the results for the sensor deployment layout T-1 are reported. The threshold for novelty detection is set in the training set and allows 1% of outliers. A comparison between the control charts of the AR based DSF (Figure 2a) and the covariance based DSF (Figure 2b) demonstrates that, the AR model captures adequately the transition from the healthy state to the first damaged state, while it fails to provide clear boundaries between the subsequent damage states. On the other hand, the covariance based DSF differentiates better significant damage (S4 and S5) from the initial damage states, while indicates minor variations from conditions S1 to S3.1.

Summary results obtained from the evaluation of these DSFs using all the deployment layouts of Table 2 are reported in Figure 3. It can be noticed that, although the false alarm rate of the covariance-based method is generally higher, the area under the ROC curve (indicated
here as aROC) is greater in most cases, denoting a better discrimination between healthy and damaged conditions. Moreover, it is worthy to note that the AR-based method works better in the transversal direction, showing higher aROC values, while the covariance-based approach performs well in all the deployment layouts.

Figures 4a, 4b and 4c illustrate the damage indices calculated by the curvature-based and the transmissibility based approaches, by considering the sensor deployments H-1. In this work, a deterministic comparison between healthy and damaged conditions is considered. In order to compute curvature, the central difference method is employed, assuming that the base displacement is 0, obtaining 6 curvature values.

While the curvature-based approach is less sensitive to small damages, the transmissibility function appears to detect also small variations in the dynamic behavior, showing an accurate estimation of the damage position and consistent representation of the identified damage degradation due to increasing the excitation amplitude. Moreover, the TAC criterion proves to be more sensitive to damage in comparison to the CDI criterion.

4 CONSIDERATIONS ON WIRELESS SENSOR NETWORK IMPLEMENTATIONS

The considerations reported in this section refer to a star-topology network. This is one of the most commonly used topology due to its simplicity, although Cluster Head and mesh topologies provide a better flexibility, i.e., network scalability, communication reliability or energy management [4]. In particular, the network was designed to collect \( n \) samples of acceleration data at each node location at user-defined inspection intervals. Depending on the feature, DSFs are then partially or fully computed in the central monitoring station (i.e., the sink node), where damage identification takes place. Table 3 summarizes the main characteristics of interest for the implementation of DSFs on a WSSN. While univariate AR parameters and covariance can only identify structural changes due to modifications of the dynamic response in time domain, modal-based parameters can provide information about the position and, under certain assumptions, the extent of damage. The number of channels needed to calculate each DSF reflects the possibility to compute it in a decentralized manner, by performing part of the processing on the nodes. The minimum number of samples to be transferred to the central monitoring station for the evaluation of the DSFs is also considered as a performance index.

AR parameters are identified on single data series, such as the raw acceleration signals recorded by each node. In this case, AR parameters could be identified onboard and the transmission could be reduced to the selected order of the AR model (\( p \)). Covariance and trans-
missibility functions require couples of acceleration channels for their evaluation in time and frequency domain respectively. Truncated spectra can thus be employed to estimate the transmissibility in the band of interest. The number of samples required at the level of central node is therefore equal to the number of points of the truncated frequency spectrum ($s$), which can be computed on each node before transmission. The curvature based DSF requires recordings of at least three subsequent nodes to be computed. Hence, the identification of this feature has to be performed in a centralized fashion with complete data series, in order to preserve phase information.

Computational complexity is an aspect of utmost importance when decentralized processes are implemented on low-cost smart nodes, since they are generally characterized by small computational capabilities and limited battery life. The identification of AR parameters can be obtained through several algorithms with varying complexity. The ordinary least squares problem yields an asymptotical complexity of $O(p^2 n)$, with $p$ denoting the order of AR model and $n$ the number of training samples. Alternatively, through the Yule-Walker method, the complexity becomes $O(p^2 + np)$, still being strongly dependent on the selected order, which increases with the structural complexity. Among the different Yule-Walker solvers, Dushin and Frolov [24] exploited the Levinson–Dusrbin recursion for extrapolating AR coefficients and monitoring environmental phenomena such as humidity and light. Lynch [25] exploited the Burg’s method to solve the Yule-Walker equations which avoids complex matrix inversion operations. In such a case, considering 4000–time samples and the identification of 30 AR coefficients, the WSSN needed $8 s$ of computational time with $3 J$ of energy consumption.

Covariance and curvature based DSFs are not suitable for decentralization in a simple star topology network. Hence, the computational complexity at the central node is high, involving the evaluation of all couples of covariance functions for the former feature, and a complete automated modal identification for the latter. The computation of the frequency spectrum for the identification of transmissibility functions can be conducted on the nodes with a complexity of $O(s \log(s))$, by implementing fast Fourier transform (FFT) with $s$ frequency points. It is worth mentioning that Goertzel’s algorithm [26] can also be utilized for frequency analysis with a computational complexity of $O(s)$ for a single bin of the spectrum and exploiting recursion [27].

5 CONCLUSIONS

Despite recent advances in algorithms and hardware related to damage identification, SHM remains an unexploited potential in civil engineering practice. The substantial costs related to the instrumentation and the management of the recorded data undermine the widespread implementation of sensors networks that could provide valuable insights into the structural behaviour of infrastructure and buildings during and after catastrophic events. This work explores the efficiency of various modal-based and data-driven DSFs, implemented on real scale recordings. The applicability of the studied DSFs in low cost WSSNs, in terms of computational complex-

<table>
<thead>
<tr>
<th>DSF</th>
<th>Id level</th>
<th>Num. of channels</th>
<th>Num. of samples</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR parameters</td>
<td>Detection</td>
<td>$\geq 1$</td>
<td>$p$</td>
<td>$O(p^2 n)$</td>
</tr>
<tr>
<td>Covariance</td>
<td>Detection</td>
<td>$\geq 2$</td>
<td>$n$</td>
<td>-</td>
</tr>
<tr>
<td>Curvature</td>
<td>Loc./Quant.</td>
<td>$\geq 3$</td>
<td>$n$</td>
<td>-</td>
</tr>
<tr>
<td>Transmissibility</td>
<td>Localization</td>
<td>$\geq 2$</td>
<td>$s$</td>
<td>$O(s \log(s))$</td>
</tr>
</tbody>
</table>

Table 3: Characteristics of the considered DSFs
ity, energy efficiency and data transmission, is also discussed.

In the present case, data-driven DSFs estimated by short data series detect accurately damage and could be computed almost in real time in permanent SHM applications. While the AR-based approach proves to be more robust in sensing the transition from healthy to damaged state, the covariance–based approach is more suitable to identify severe structural degradation. The possibility to compute the AR parameters on smart nodes allows for the decentralization of the processing, reducing substantially the volume of the data to be transmitted. For distributed sensor networks, modal–based DSFs can provide information related to both the location and the severity of damage. In the present study, transmissibility–based approaches perform very well in both tasks. Although these indexes can only be assessed in the central node, the required information reduces to truncated spectral coordinates. Finally, the curvature-based approach proves to be sensitive only to severe damage and is not suitable for decentralized configurations.
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Abstract. This paper reports results relevant to the experimental comparison of a number of vibration-based methods for damage localization applied using responses recorded during forced vibration tests on a composite beam. Damage is intended herein as a stiffness change. Four methods from the literature were compared: two model-based methods, namely the direct stiffness determination method and the model updating method and two response-driven methods, namely the modal interpolation error method and the modal strain energy method. The tested specimen is a composite beam made of timber and plaster boards, with a total span of 4.0 m and simply supported at the ends. During the forced vibration tests responses in terms of acceleration were measured at 24 points along the beam axis. Responses were recorded in both the reference states and in several modified states in which local variations of bending and shear stiffness were simulated adding a stiffener or unscrewing a number of bolts. Using the accelerometric responses the comparison of the four considered methods was performed in terms of the accuracy of damage localization.
1 INTRODUCTION

Vibration-based non-destructive testing as part of Structural Health Monitoring (SHM) has become a growing interest of the civil engineering research community due to the increased need of an informed support to decision related to the request for higher safety standards [1], to the large number of structures approaching the end of design life and to the changing of loading conditions due to the increase of traffic [2]. The goal of SHM is to optimize structural management through the identification of structural damage at the earliest stage or the acquisition of data enabling a prognosis of the remaining service life. This can reduce both long-term and emergency management costs [3]–[6]. According to [7], it is expected that in the future SHM will take an important part in the administration of transport infrastructure due to the lack of effectiveness and scarce reliability of visual inspections which are highly dependent on the subjectivity of the operator and do not provide real-time information about the structural state.

Several SHM methods exist in the literature, allowing different levels of damage identification, i.e. damage detection, damage localization, damage quantification and damage prognosis [8]. In this paper the focus is on vibration-based damage localization methods, which uses vibration data, e.g. velocities and accelerations, recorded on instrumented locations of the structure to identify changes in stiffness. In general, they can be classified in model-based methods and response-based methods. Model-based methods need a numerical model of the structure, e.g. Finite Element (FE) model, whereas response-based methods use only data recorded on the structure. Model-based methods are more time consuming and require higher computational effort with respect to response-based methods. However, they usually allow also to quantify the severity of damage beside its existence and location. A comparison of several response-based methods for damage localization applied on a real bridge is provided in the reference [9].

In this paper, four well-known vibration-based methods for damage localization are compared: two model-based methods, namely the direct stiffness determination method and the model updating method and two response-based methods, namely the modal interpolation method and the modal strain energy method. Damage is intended in general as a change in stiffness. The methods are applied to a bridge-like lab specimen using modal parameters provided by experimental modal analysis. The comparison is performed in terms of accuracy of the damage localization. Different scenarios are considered, namely an increase of bending stiffness and two shear damages.

The paper consists of several sections. Section 2 introduces the considered methods; Section 3 describes the experimental specimen and the damage scenarios; Section 4 reports the results of the damage assessment and the comparison of results; conclusions are given in Section 5.

2 THEORETICAL BACKGROUND OF USED METHODS

2.1 Model-based methods

2.1.1. Finite Element Model Updating

The Finite Element Model Updating (FEMU) method uses a numerical model of the investigated structure whose parameters are updated minimizing the residual between the model and the structure experimental characteristics. Herein the values of the modal parameters, estimated by means of operational or experimental modal analysis, are used to update the stiffness matrix of the FE model. The stiffness matrix is modelled as a function of the model parameters according to the equation:
\[ \mathbf{K}(\theta_M) = \mathbf{K}_0 + \sum_{j=1}^{N_M} \theta_{M,j} \mathbf{K}_j \]  

(1)

where \( \mathbf{K}_0 \) represents an initial stiffness matrix, \( \mathbf{K}(\theta_M) \) is the updated stiffness matrix which depends on the parameter vector \( \theta_M \), \( \mathbf{K}_j \) is the contribution of the substructure \( j = 1, \ldots, N_M \) to the global stiffness matrix and \( \theta_{M,j} \) is a scaling parameter representative of its effective stiffness.

The optimal parameters are found by minimizing a cost function \([10]\). As mentioned in \([11]\), in most practical applications, the cost function is formulated as a sum of squared residuals, as follows:

\[ F(\theta_M) = \frac{1}{2} \sum_{k=1}^{m} a_k \left( \frac{\tilde{d}_k - y_k(\theta_M)}{d_k^2} \right)^2 \]  

(2)

where \( \tilde{d}_k \) is the \( k = 1, \ldots, m \) experimental data, \( y_k(\theta_M) \) is the output response of the model and the factor \( a_k \) reflects the weight appointed to the normalized residuals. In this paper the components of the modal shapes are used as output model \( y_k \).

By minimizing the cost function \( F(\theta_M) \), it is possible to find values of the optimal parameter \( \theta^*_M \) that the best match between the model and the experimental data is achieved.

2.1.2. Direct stiffness calculation

The direct stiffness calculation (DSC) method uses the experimental natural frequencies and their corresponding mode-shapes to derive the dynamic stiffness. The method is based on the relation, valid at each section \( x \) of the beam, between the dynamic bending stiffness \( EI \), the bending moment \( M_b \) and the corresponding curvature (second derivative of modal shape \( \phi_b \)) \([12], [13]\):

\[ EI(x) = \frac{M_b(x)}{\phi''_b(x)} \]  

(3)

The bending moments \( M_b \) are caused by the inertial forces \( F_I \) corresponding to the considered modal shape and can be computed at each section as:

\[ F_I(x) = \omega^2 m(x) \phi_b(x) \]  

(4)

where \( m(x) \) represents a mass at each section, \( \omega \) is the natural frequency and \( \phi_b(x) \) is the value at each section of the modal shape connected to the natural frequency \( \omega \). In the case of undamped system, the relation between internal forces and inertial forces is:

\[ \mathbf{K} \phi_b = \omega^2 \mathbf{M}_a \phi_b \]  

(5)

where \( \mathbf{K} \) is stiffness matrix, \( \mathbf{M}_a \) represents a mass matrix (analytically determined) and \( \phi_b \) is the vector of the bending modal shape. It represents a pseudo static system. Therefore, the accelerations recorded during the forced vibration tests can be directly multiplied by mass matrix in order to calculate the inertial forces. These pseudo static forces are used in static analysis.
(e.g. with a finite element package) in order to calculate modal bending moments $M_p$. The next step represents calculation of curvature, e.g. using the Finite Difference Method. Because of the occurred inaccuracies, it is recommended to use smoothing function. Therefore, residual penalty-based method is applied and is very similar to FE approach mentioned before. The references [12, 13] describe the method in more detail.

2.2 Response-based methods

2.2.1. Modal strain energy method

The damage index proposed in reference [14] is based on the assumption that damage does not change the fraction of modal strain energy, defined as the ratio between the modal strain energy stored in the $i$-th element and the modal strain energy stored in the structure. In this way, the ratio between the bending stiffness of the $i$-th element in the Undamaged (U) and in the Damaged (D) states can be computed as a function of the modal curvatures retrieved by the SHM system in the two states. Summing up the contributions of all the identified modes, the following expression is obtained for the damage index at the $i$-th location, i.e. one of the $i = 1, \ldots, N$ locations where the components of the modal shapes are known that is where sensors are located:

$$
\beta_i = \frac{1}{N} \sum_{i=1}^{n_{\text{modes}}} \frac{\phi_{k,i,U}''^2}{\phi_{k,i,U}''^2} / \frac{1}{N} \sum_{i=1}^{n_{\text{modes}}} \frac{\phi_{k,i,D}''^2}{\phi_{k,i,U}''^2}
$$

(6)

The damage index $\beta_i$ assumes values higher than one at locations where a reduction of the bending stiffness occurs in the state D.

2.2.2. Modal interpolation error method

The interpolation error method proposed in reference [15] takes advantage of the properties of the cubic spline interpolation of mode-shapes to localize damage on structures. In particular, due to the so-called “Gibbs phenomenon for splines”, a sudden increase of the interpolation error is observed at the locations with a curvature discontinuity. Therefore, this property can be used to identify the locations where a change of stiffness occurs. At the $i$-th ($i = 1, \ldots, N$) instrumented location, the performance of the interpolation is computed for the $k$-th mode through the interpolation error $E_{k,i}$, defined as the absolute difference between the measured component of the $k$-th mode-shape at that location $\phi_{k,i}$ and the interpolated value $\tilde{\phi}_{k,i}$, i.e. $E_{k,i} = |\phi_{k,i} - \tilde{\phi}_{k,i}|$. The interpolation error at the $i$-th location is obtained by combining the contributions of all the identified modes as follows:

$$
E_i = \sqrt{\sum_{k=1}^{n_{\text{modes}}} E_{k,i}^2} = \sqrt{\sum_{k=1}^{n_{\text{modes}}} |\phi_{k,i} - \tilde{\phi}_{k,i}|^2}
$$

(7)

The interpolation error can be computed in the reference state, $E_i^U$, and in a possibly damaged state, $E_i^D$. The increase of the interpolation error at the $i$-th location with respect to the reference state, $\Delta E_i = E_i^D - E_i^U$, indicates a loss of stiffness at that location and it is assumed as damage indicator. The main advantage of this method is that it does not require the direct computation of modal shapes’ curvature. Additional information on the interpolation error method can be found in the references [16, 17].
3 EXPERIMENTAL MODEL

3.1 Description of the lab specimen

The tested lab specimen consisted in a simple bridge-like structure made by a main timber beam coupled with plaster boards, see Figure 1. Three timber boards (each with dimensions of 4000 x 100 x 20 mm) were used to build the main beam. The upper part of the specimen, the “deck”, was made of three overlapped plasterboard layers with thickness 12.5mm each. The deck was 300 mm wide and 37.5 mm high. The plasterboard layers were connected by pairs of screws tightened every 170 mm into the main timber beam. The supports are located 50 mm from both ends.

![Figure 1: The lab specimen.](image)

Three scenarios have been considered, namely the simulation of a repair and two shear damages. They are displayed in Figure 2. The repair, referred in the following as Scenario 1, was simulated by fixing a timber board (dimensions of 200 x 100 x 20 mm) to the main beam at 1.4 m from the left end of the beam, see Figure 2 (a). The two shear damage scenarios, named Scenarios 2 and 3, were modelled by unscrewing a number of bolts connecting the plaster boards and the main beam: the screws were removed in two stages, four screws for each stage. In Scenario 2, four bolts were removed in the area 0-200 mm from the left support. In Scenario 3, the remain four bolts were removed in the area 200-400 mm from the left support, see Figure 2 (b).

![Figure 2: (a) Scenario 1 – the addition of a stiffener; (b) Scenarios 2 and 3 – the shear damage (quotes in mm).](image)

Dynamic tests (forced vibrations test) were carried out using 24 high-sensitivity accelerometers (PCB Piezotronics 393B31) shown in Figure 3 (a). Two electromagnetic exciters were placed 500 mm from both ends of the beam see Figure 3 (b) and synchronized [18] to apply the excitation force as a sine wave. Responses were recorded with a sampling rate of 2048 samples.
per second and later down sampled to 100 samples per second. The peak-picking method [19] was applied to perform dynamic identification. Tests were carried out in all scenarios under similar environmental conditions (20°C temperature - 60% humidity). Therefore, the effect of environmental conditions was not taken into account.

![Diagram](image)

Figure 3: (a) Lateral view of the lab specimen and location of sensors; (b) Location of the exciters (quotes in mm).

4 APPLICATION OF DAMAGE LOCALIZATION MEHTODS

For each scenario, accelerations were measured at 24 locations along the test specimen. The components of the modal shapes were calculated at the same locations and later interpolated using a smooth function according to the method described in [20]. Only the first identified modal shape, reported in Figure 4 for the different scenarios, is used to apply the damage localization methods. It can be observed that in Scenario 1 and Scenario 3 the reference modal shape differs from the modified configuration. Regarding Scenario 2, the modal shapes in the reference and damaged configurations look very similar.

![Diagrams](image)

Figure 4: Identified first modal shapes for the considered scenarios

4.1 Results of the model-based methods

The results obtained using the FEMU and the DSC method for Scenario 1, the simulated repair, are displayed in Figure 5. The black line shows the identified values of $EI$. The reference values of this parameter computed from the geometry of the section, are reported with the grey line: $EI=274$ kNm² at the section with the stiffener and $EI=145$ kNm² at all the other sections.
Only the first bending modal shape (shown in Figure 4) was used as input for the two methods. The reason is that the performance of the DSC method decreases when it is applied using higher modal shapes which present multiple nodes, leading to zero by zero division in Equation 3. The bending moments (caused by inertial forces from the first modal shape) at each section were also determined numerically using the FE model. In the application of the DSC method, the curvature was calculated numerically using the Finite Difference Method. According to that, it was possible to calculate the bending stiffness of each section using Equation 3.

![Figure 5: Model based methods: Scenario 1 – repair simulation.](image)

The results of the DSC method are presented only for Scenario 1, since for Scenarios 2 and 3 the method was not able to identify the damage possibly due to its location very close to the boundary where the computation of curvatures is always tricky.

Figure 6 reports the results obtained applying the FEMU method to Scenarios 2 and 3. The reference value computed for the intact beam from its geometry is $EI_0=145$ kNm$^2$ marked with a dotted line in Figure 6. The solid line with squares shows the $EI$ values identified for the intact structure: the higher values identified in the region close to the left end side of the beam are due to the presence of a higher number of screws with respect to the rest of the beam. The first stage of damage (Scenario 2) was simulated by unscrewing four bolts; additional four bolts were loosened in the second damaged stage (Scenario 3). The values identified for $EI$ in the two damage scenarios are reported in Figure 6 and show a decrease around the damaged region with respect to the reference value.

A variation of $EI$ (an increase in scenario 2 and a decrease in scenario 3) is mistakenly estimated in the region close to the right end side of the beam, around the section at 3.4 m, from the left end side. This variation is likely to depend on the presence of the shaker at this location that was not modelled as a concentrated mass in the FE model.
4.2 Response-based methods

The damage indices related to the two response-based damage localization indices are computed according to the formulation described Section 2.2. The curvature, needed to apply the modal strain energy method, is estimated by the Central Difference method. The modal interpolation error method does not require the computation of the curvature. The results are displayed in Figure 7, Figure 8 and Figure 9. The damage indicators in the different positions have been normalized to have the maximum value equal to one. It is observed that both the modal strain energy method and the modal interpolation error method are able to correctly localize changes of stiffness in Scenario 1 and the shear damage simulated in Scenario 2. Note that in the case of the modal strain energy method, the damage indicator reaches the minimum values in correspondence of the added timber board (grey region). In fact, the damage indicator represents the ratio between the bending stiffness between the reference and the “damaged” scenarios. In cases of loss of stiffness, the damage location is associated with a positive peak of the damage indicator.

Figure 6: FEMU method: Scenario 2 and 3 – shear damage.

Figure 7 Data-driven methods: Scenario 1 – repair simulation.
4.3 Comparison of methods

The comparison of the results obtained using the considered methods is performed in terms of the relative error $e_L$, expressed in percentage, defined in reference [21] as follows:

$$e_L = \frac{x_R - x_I}{L} \times 100$$  \hspace{1cm} (8)

where $x_R$ and $x_I$ are the real and the identified locations, respectively, in which the change of stiffness has occurred and $L = 4$ m is the length of the specimen. The relative error can be positive or negative according to the relative locations of $x_R$ and $x_I$, and it is equal to zero if $x_R = x_I$. The values assigned to $x_R$ are 1.5 m in Scenario 1, 0.10 m in Scenario 2 and 0.2 m in Scenario 3. The values of the relative errors are displayed in Table 1.

Since a quantification of damage can be achieved by the two model-based methods, a comparison of the two model-based methods is performed in Table 2 in terms of difference of identified and real stiffness achieved in Scenario 1.
<table>
<thead>
<tr>
<th>Method</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSC</td>
<td>2.78</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FEMU</td>
<td>2.78</td>
<td>-7.23</td>
<td>-4.73</td>
</tr>
<tr>
<td>Modal interpolation error</td>
<td>-2.75</td>
<td>-3.05</td>
<td>-0.56</td>
</tr>
<tr>
<td>Modal strain energy</td>
<td>0.00</td>
<td>-3.05</td>
<td>-7.50</td>
</tr>
</tbody>
</table>

Table 1: Values of the relative error $e_t$, in %.

<table>
<thead>
<tr>
<th>Method</th>
<th>Identified EI [kNm²]</th>
<th>Reference EI [kNm²]</th>
<th>Difference [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSC</td>
<td>258</td>
<td>274</td>
<td>-6</td>
</tr>
<tr>
<td>FEMU</td>
<td>229</td>
<td>274</td>
<td>-16</td>
</tr>
</tbody>
</table>

Table 2: Comparison of results for Scenario 1.

5 CONCLUSIONS

Four methods for damage localization, two model-based and two response-based are compared in this paper using an experimental case study. Two different damage scenarios were simulated by a) locally changing the bending stiffness of the specimen and b) reducing the shear stiffness gradually in two steps.

The comparison shows that:

- The response-based methods provide the correct identification of damage for the variation of both the bending and the shear stiffness. They are particularly straightforward to apply and do not require a numerical model of the structure. However, these methods do not provide information about damage severity.

- The FEMU - model-based - method provides accurate location and severity of damage for both bending and shear damage scenarios. The DSC while successfully identifies, with higher accuracy with respect to the FEMU, the variation of the bending stiffness, fails to identify a shear damage close to the support of the beam.
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Abstract. The feasibility of on–board random vibration–based fault detection in railway suspension systems based on a single, car body mounted, vibration sensor and variable nominal traveling speeds (Operating Conditions, OCs) is explored via robust Statistical Time Series (STS) type detection methods. The study is based on field tests performed on an Athens Metro vehicle traveling at 60, 70, or 80 km/h, while two fault scenarios are considered: Air Spring (AS) pressure reduction by 25% and Lateral Damper (LD) subject to lubricant loss. The problem is shown to be challenging due to the use of a single sensor, the considerable influence of the OCs (varying nominal speed) on the dynamics, and the minor nature of the LD fault. The study focuses on two Multiple Model type methods: A non–parametric Power Spectral Density based method and a parametric AutoRegressive model based method. The results of the study, based on thousands of test cases, demonstrate perfect detection performance of both methods for the AS fault, but, expectedly, degraded performance (especially by the non–parametric method) for the LD fault. Preliminary comparisons with an alternative method, employing the Multiscale Permutation Entropy (MPE) and Linear Local Tangent Space Alignment (LLTSA), have indicated significant degradation in performance for both fault scenarios.
1 INTRODUCTION

Health Monitoring for railway vehicle components is important for purposes related to ride comfort and safety, as potential deterioration and faults may have severe implications, including increased derailment risk. Health Monitoring also plays a central role in Condition Based Maintenance (CBM), leading to reduced cost while increasing availability and reliability for railway vehicles [1].

As a result, considerable attention has been devoted to the first important aspect of a Health Monitoring system, which is detection of faults, including early-stage faults in railway suspensions which constitute an important part of the vehicles [2].

In this context on-board vibration-based methods are particularly important because of a number of advantages, which include the capability of continuous operation without interrupting service, the potential for reliable operation, high detection performance, full automation, operation with a minimal number of sensors (due to the methods’ “global” nature), and also the abundant availability of low cost sensors and related equipment [2].

The available methods for this purpose may be divided into two broad categories: Physics-model-based and data-model-based [1] (broadly referred to as model-based and data-based, respectively). As the name implies, methods in the first category rely on physics-based models of the vehicular suspension dynamics [3]. Fault detection is based on a “consistency” (defined in various ways) check of the measured vibration signals and the model, with the suspension system declared as healthy as long as “consistency” is confirmed [4, 5, 6]. Such methods require the detailed and accurate physics-based modeling of the suspension dynamics, including accurate determination of model parameters, which may be cumbersome or difficult in practice. Moreover, the measurement of a considerable number of signals is also required for parameter determination (estimation) in the “baseline” or “learning phase”; this may be also needed in the method’s normal operation in the “inspection phase”.

On the other hand, methods within the data-model-based category rely on dynamical models obtained from measured signals via system identification and related techniques [1]. Such approaches are more common and offer various advantages including more realistic and accurate modeling, the use of partial models of the dynamics based on only few measured signals (even a single signal may sometimes suffice), and modeling simplicity. The methods typically operate on a proper feature vector (or characteristic quantity) [7], which conveys information on the dynamics; such feature vectors may consist of time-domain [8, 9], correlation-domain [10, 11], or frequency-domain quantities [12].

For all categories of methods, careful and exhaustive assessment of the achievable detection performance, in particular through field tests, are still limited. Performance assessment with early-stage and incipient faults is also scarce, while the detrimental effects on performance of varying Operating Conditions (OCs), such as traveling speed, payload, track irregularities and so on, have been barely addressed — the reader is referred to [4] for track irregularity effects on performance and to [13] for a method designed to account for varying payload. The issue with varying OCs is particularly serious, as the OCs may have significant effects on the feature vector (representing the suspension dynamics), which may even completely “mask” the effects due to a fault and which need to be captured for effective fault detection [13, 14]. Robust methods, aiming at effectively overcoming such issues are thus necessary.

The present study aims at examining the feasibility of robust data-model-based vibration methods for overcoming some of the aforementioned critical problems. The following questions are specifically addressed:
Is it feasible to achieve fault detection for minor, early-stage, faults in suspension elements? In particular a Lateral Damper (LD) fault consisting of minor oil leakage is considered, along with a more significant Air Spring (AS) fault consisting of pressure reduction by 25%.

Is it feasible to achieve effective detection with a single vibration sensor mounted on the car body (implying a very partial model of the dynamics) and under unsupervised operation? (Implying use of only healthy system signals in the “baseline phase”.)

Is it feasible to maintain high detection performance (that is high correct detection rate combined with a minimal false alarm rate) under varying nominal speeds (Operating Conditions)?

In this study these questions are addressed via field measurements on an instrumented Athens Metro rail vehicle under three distinct nominal speeds (60, 70, 80 km/h). Two robust Statistical Time Series (STS) type methods of the Multiple Model (MM) type are employed: A non-parametric Unsupervised Multiple Model Power Spectral Density (U-MM-PSD) based method, and a parametric Unsupervised Multiple Model AutoRegressive (U-MM-AR) based method. Comprehensive and statistically reliable detection performance assessment results are presented via Receiver Operating Characteristics (ROC) curves using thousands of inspection test cases. Interesting comparisons with an alternative method are also provided.

The rest of this article is organized as follows: The vehicle, the fault scenarios and the field measurements are presented in section 2. Preliminary analysis on the effects of the nominal traveling speed and the faults on the random vibration signals are presented in section 3. The robust Multiple Model (MM) based fault detection methods are outlined in section 4, and fault detection performance assessment is presented in section 5. Concluding remarks are finally summarized in section 6.

2 THE VEHICLE, THE FAULT SCENARIOS, AND THE FIELD MEASUREMENTS

2.1 The railway vehicle, the operating conditions, and the measurement set-up

A typical (locally referred to as “third generation”) Athens Metro passenger vehicle, manufactured by Hyundai—Rotem—Hanwha and consisting of two motorcars with driver cab (32.609 tn each), two motorcars (31.379 tn each) without driver cab, and two trailing cars (26.788 tn each), is employed (total length 106 m, mass 181.551 tn). Each car body is supported by two bogies, at its front and rear ends, through secondary suspensions. On the other hand, each bogie is connected to two wheelsets through primary suspensions (Figure 1).

In-operation random vibration acceleration signals are measured during field tests (no passengers on board) on a regular straight track, at one of three nominal traveling speeds (60, 70, 80 km/h; permissible deviations of ±3 km/h) which constitute the problem’s Operating Conditions (OCs). Signal acquisition is based on a single lightweight accelerometer (PCB 356B21) mounted on one of the trailing cars, at the car body close to the air spring (Figure 1) and measuring in the lateral (y) direction, and a portable data acquisition unit (NI PXIe-1082 chassis and NI PXIe-4492 module). The total numbers of measured signals and related details are presented in Table 1.
Figure 1: Measurement set–up: (a) Half vehicle schematic, (b) accelerometer position, (c) fault scenarios [(c1) Air Spring, (c2) Lateral Damper].

Table 1: Numbers of employed signals and their characteristics.

<table>
<thead>
<tr>
<th>Vehicular health state</th>
<th># of signals (per speed)</th>
<th># of signals (all speeds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>37</td>
<td>111</td>
</tr>
<tr>
<td>Lateral Damper (LD) fault</td>
<td>15</td>
<td>45</td>
</tr>
<tr>
<td>Air Spring (AS) fault</td>
<td>12</td>
<td>36</td>
</tr>
</tbody>
</table>

Signal bandwidth $2 - 490$ Hz; sampling frequency $f_s = 980$ Hz; signal length $N = 8,000$ samples (8.16 s).

Nominal vehicular speeds 60, 70, 80 km/h (Operating Conditions).

2.2 The fault scenarios and the vibration signals

Two fault scenarios are considered: The 1st corresponds to Air Spring (AS) pressure reduction by 25%, and the 2nd to Lateral Damper (LD) deterioration due to lubricant loss (Figure 1). The measured random vibration signals are pre—processed via Chebyshev Type II high pass filtering (filter order 18, cutoff frequency $f_c = 2$ Hz) and subsequent normalization by each signal’s standard deviation.

3 PRELIMINARY ANALYSIS: EFFECTS OF THE NOMINAL TRAVELING SPEED AND THE FAULTS ON THE RANDOM VIBRATION SIGNALS

The changes in the dynamics induced by a fault are reflected in the measured random vibration signal characteristics, through which fault detection is to be accomplished. Yet, the vibration characteristics (and the corresponding partial dynamics) are also influenced by the traveling speed [14]; this is due to the “wheelbase filtering” phenomenon [15] associated with
time delays between any two pairs of wheelsets. The dependence of the random vibration Power Spectral Density (PSD) on the nominal traveling speed (60, 70, 80 km/h) of the healthy vehicle is examined in Figure 2 (Welch PSD estimates [16, pp. 186-187] with Hamming window, segment length of 2048 samples, 85% overlap, frequency resolution $\delta f = 0.47$ Hz, MATLAB function *pwelch.m*). Based on this, it is evident that the nominal speed has significant effects on the vibration PSD; a fact inevitably challenging fault detection performance.

The effects of faults on the corresponding (“observable”) dynamics are, for all three nominal speeds, examined via random vibration PSD comparisons between the healthy and each fault (LD or AS) scenario in Figure 3. Evidently, the Air Spring (AS) fault induces considerable changes in the partial dynamics, which are subsequently reflected on the random vibration PSD, with the healthy and faulty envelopes exhibiting considerable discrepancies at certain frequency ranges. Yet, this is not the case for the Lateral Damper (LD) fault, for which the healthy and faulty envelopes seem to almost coincide. As vibration–based fault detection methods rely on fault–induced changes on the measured signal characteristics (reflecting changes in the corresponding dynamics), the detection of the LD fault is expected to be challenging.

4 THE ROBUST MULTIPLE MODEL BASED FAULT DETECTION METHODS

Fault detection is explored via two robust and unsupervised Multiple Model (MM) type Statistical Time Series (STS) methods: The first is a non–parametric Unsupervised Multiple Model Power Spectral Density (U–MM–PSD) based method and the second a parametric Unsupervised Multiple Model AutoRegressive model (U–MM–AR) based method.

At the heart of each method lies a partial (based on a single vibration response signal) repre-
Figure 3: Effects of faults on the vibration PSD under all three nominal speeds: (a) Healthy versus Lateral Damper (LD) fault; (b) Healthy versus Air Spring (AS) fault. [Healthy state 111 signals; LD faulty state 45 signals; AS faulty state 36 signals.]

sentation (elementary model) of the vehicular dynamics via the Power Spectral Density (PSD) in the first (U–MM–PSD) method and AutoRegressive (AR) modeling in the second (U–MM–AR). The non–parametric PSD, estimated via the Welch method, and the AR parameter vector thus constitute the feature (characteristic quantity) of each method, respectively. AR modeling is based on Linear Least Squares [16, pp. 81-83] (MATLAB function arx.m), while model order selection is based on the Bayesian Information Criterion (BIC) and the Residual Sum of Squares normalized by the Signal Sum of Squares (RSS/SSS) [16, pp. 505-507].

Both robust fault detection methods operate within a Multiple Model framework [17], which implies that a multitude of elementary (nominal) models, say \( M_{o,i}, i = 1, 2, \ldots, n \) (\( n \) designating the MM dimensionality) are used; these collectively constitute the Multiple Model (MM) representation, say \( M_{o} \), of the healthy vehicular dynamics under varying Operating Conditions and uncertainty (note that the subscript “o” is used for representing the healthy vehicular state). Such a MM representation may be also viewed as a non–parametric description of the “Healthy Subspace” within the Feature Space (which is the space spanned by the scalar feature components) of a specific method (Figure 4). The Multiple Model representation is built in an initial baseline (learning) phase using signals obtained from the healthy vehicular state. In the normal operation of the method (inspection phase), a fresh signal is obtained with the vehicle in unknown health state. Based on it, a corresponding elementary (current nominal) model, say \( M_{u} \) (the subscript “u” designates unknown health state), is built, and detection is based on determining whether or not the current nominal model \( M_{u} \) belongs to the healthy subspace \( M_{o} \). In the positive case the vehicle is declared as “healthy”, else as “faulty”.

The decision–making mechanism employs a distance metric \( D \) between the current nominal model \( M_{u} \) and the healthy subspace \( M_{o} \). This is currently defined as the minimum of individual
within the Feature Space, the Healthy Subspace is non–parametrically modeled via elementary nominal models $M_{o,i}$ ($i = 1, 2, ..., n$). A model $M_u$ represents the current, unknown, vehicular health state. The current state is then declared as healthy if and only if $M_u$ belongs to the Healthy Subspace. Distances between $M_u$ and all elements of $M_o$, that is:

$$D := \min_i (d(M_{o,i}, M_u)) \quad (i = 1, 2, ..., n)$$

with $d(M_{o,i}, M_u)$ designating either the Euclidean distance (U–MM–PSD method) or the Kullback–Leibler (KL) divergence (pseudo–distance) [18, pp. 756-758] (U-MM-AR method). Fault detection is then declared if and only if $D$ is greater than a user specified threshold $l_{lim}$, that is:

$$D \leq l_{lim} \rightarrow \text{Healthy Vehicle}$$

$$D > l_{lim} \rightarrow \text{Faulty Vehicle}$$

5 DETECTION PERFORMANCE ASSESSMENT

5.1 Preliminaries and the performance assessment procedure

Based on preliminary analysis, the selections of Table 2 have been made for each method. The methods’ detection performance assessment is then based on a systematic procedure which uses “rotations” in order to warrant consistency and validity of the results by eliminating the dependence of performance on the sample vibration signals selected for use within the baseline phase.

The healthy vehicular state is represented in three “healthy” signal pools, each one corresponding to a different nominal speed ($60, 70, 80 \ km/h$). The vehicle’s faulty states are represented in an “AS” and an “LD” signal pool, each one including vibration signals under the Air Spring fault or the Lateral Damper fault and all three nominal speeds. The assessment then consists of the following steps:

Step 1: In the baseline phase, equal numbers of vibration signals are randomly selected from the three “healthy” signal pools. The selected signals form the baseline signal set. The remaining healthy sample signals (from all “healthy” pools) along with the total number of signals
Table 2: Detection method details.

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature Dimensionality</th>
<th>Distance Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-MM-PSD</td>
<td>(non-parametric) PSD 1025</td>
<td>Euclidean</td>
</tr>
<tr>
<td>U-MM-AR</td>
<td>AR parameter vector 101</td>
<td>Kullback–Leibler</td>
</tr>
</tbody>
</table>

Multiple Model (MM) dimensionality (# of nominal models) \( n = 60 \).

PSD Welch estimation: segment length of 2048 samples; overlap 85%.

AR modeling: selected model AR(101); BIC \(-1.52\); RSS/SSS 19%; SPP 79.

<table>
<thead>
<tr>
<th>Table 3: Inspection test cases.</th>
</tr>
</thead>
<tbody>
<tr>
<td># rotations</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>60</td>
</tr>
</tbody>
</table>

No of baseline signals per rotation \( n = 60 \).

from the “AS” and “LD” signal pools are part of the inspection signal set and reserved for the methods’ assessment in the inspection (fault detection) phase.

Step 2: The selection procedure presented in Step 1, which produces the baseline signal set and the inspection signal set respectively, is repeated until all healthy sample signals are selected in at least one baseline signal set. Each such repetition is designated as a “rotation”.

Step 3: The fault detection procedure is carried out for all employed sets of baseline signals and the corresponding inspection sets. This leads to a high number of inspection test cases on which fault detection performance is assessed.

The numbers of rotations and baseline and inspection signals are summarized in Table 3.

5.2 Performance assessment

The performance of the fault detection methods is assessed via Receiver Operating Characteristic (ROC) curves, each representing the True Positive Rate (TPR, that is the correct damage detection rate) versus the False Positive Rate (FPR, that is the false alarm rate) for varying decision threshold [19, pp. 34-35]. The obtained results are, for all 7 980 inspection test cases (Table 3), presented in Figure 5 (notice that the distance metric \( D \), normalized in the range \( 0 - 1 \), is also shown for each inspection test case).

Based on these results, it is evident that both methods achieve ideal performance (TPR 100% for FPR 0%) for the Air Spring (AS) fault scenario, despite the variation in the nominal traveling speed. Yet, as expected (see section 3), the performance is less impressive for the Lateral Damper (LD) fault scenario, as the effects of this fault on the partial (single sensor) dynamics presently employed are minimal and “masked” by nominal speed variation and other underlying uncertainties (Figure 3). Indeed, for this scenario the U–MM–PSD method achieves a TPR of 60% for a low (\( \approx 5\% \)) FPR. The U–MM–AR method is clearly better, achieving a remarkably
higher TPR of 81% for FPR of 5%. This is in line with the results of other studies [17, 20] and may be attributed to the advantages offered by parametric AR models over non-parametric counterparts.

Finally, an interesting, yet preliminary, comparison with an alternative method is presented. This is motivated by a recent study on railway suspension fault detection, employing the Multiscale Permutation Entropy (MPE) as feature and Linear Local Tangent Space Alignment (LLTSA) for feature dimensionality reduction [21]. For the MPE feature, the embedding dimension $m$, time delay $\tau$, and scale factor $s$ are set to $m = 4$, $\tau = 1$ and $s = 12$ (see [21, pp. 4-5] for definitions and details), respectively. Additionally, for the LLTSA feature dimensionality reduction method, the neighbor number $k$ and intrinsic dimension $d$ are set to $k = 7$ and $d = 3$ (see [21, pp. 5-6] for definitions and details), respectively. These selections are currently embedded into the presented MM framework, giving rise to a U–MM–MPE–LLTSA approach which operates on the raw (no pre-processing) random vibration signal. Details are presented in Table 4 and comparative assessment results are, for all three methods, presented via ROC curves in Figure 6. Based on them, the alternative U–MM–MPE–LLTSA approach offers no improvement in detection performance, as it significantly lags behind the U–MM–PSD and U–MM–AR methods.
Table 4: U-MM–MPE–LLTSA detection method details.

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature</th>
<th>Feature dimensionality</th>
<th>Distance type</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-MM–MPE–LLTSA</td>
<td>Vector of MPE–LLTSA values</td>
<td>3</td>
<td>Euclidean</td>
</tr>
</tbody>
</table>

Figure 6: Comparative fault detection performance assessment with an alternative U-MM–MPE–LLTSA method via ROC curves for the: (a) LD fault, and the (b) AS fault. [All 3 nominal traveling speeds; 7,980 inspection test cases in total for each method.]

6 CONCLUDING REMARKS

The feasibility of a single random vibration signal based on–board fault detection for railway suspension systems under varying nominal traveling speeds (Operating Conditions) has been considered via two Multiple Model (MM) type robust methods: The first is based on non–parametric Power Spectral Density (U-MM–PSD method) and the second on parametric AutoRegressive modeling (U-MM–AR method). Comparisons with an alternative method have been also presented. All methods are unsupervised, so that only healthy signals are used in the baseline (learning) phase. The study has been based on signals obtained during field tests on an Athens Metro vehicle using a single, laterally–measuring, car body mounted accelerometer. Two fault scenarios have been considered: An Air Spring (AS) fault and an early–stage Lateral Damper (LD) fault. The main conclusions from the study may be summarized as follows:

- The use of a single vibration sensor (and thus only partial system dynamics) has been shown to lead to a challenging detection problem. Yet, it is desirable for reasons of simplicity, as well as reduced maintenance and installation cost.

- The problem is further aggravated by the considerable influence of the varying nominal traveling speed (Operating Condition) on the partial dynamics.

- While the AS fault is considerable (25% pressure reduction), the LD fault (oil leakage) is minor, with corresponding effects on the partial dynamics.
In spite of the above difficulties, the two robust MM methods (U–MM–PSD and U–MM–AR) have achieved perfect performance for the AS fault, but, expectedly, degraded performance for the LD fault.

Preliminary comparisons with an alternative method employing the Multiscale Permutation Entropy (MPE) and Linear Local Tangent Space Alignment (LLTSA) have indicated significant degradation in performance for both fault scenarios.

Overall, the study has demonstrated – in a statistically reliable way using thousands of inspection test cases and ROC curves – the potential of single–sensor–based robust and unsupervised random vibration methods for effective fault detection in railway suspension systems. Work is ongoing on various aspects and will be reported elsewhere.
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Abstract. System identification of a code conforming low-rise reinforced concrete frame building in Kathmandu, Nepal is reported in this paper. The fundamental vibration period and damping ratio of the building were determined using ambient vibration records taken in three floors of the building. Ambient vibration measurements were taken using three triaxial accelerometers. Two methods of system identification, Welch spectral method and N4SID method, are used to estimate the modal properties. Fundamental vibration periods of the four-storied building estimated from non-parametric Welch spectral method are 0.292s and 0.289s in the two orthogonal directions. The corresponding results from the parametric state-space N4SID method are 0.266s and 0.264s in the orthogonal directions. The corresponding damping ratios are estimated to be 6.3% and 6.9%. These periods are longer than that of a simplified finite element model of the building assumed to be fixed at the supports. This indicates that the flexibility of the soil under the building foundation, plays an important role in the vibration frequencies of the structure.
1 INTRODUCTION

Civil engineering structures are frequently exposed to dynamic loads in their service lives. Dynamic actions such as earthquake and strong winds can cause severe damage to such structure, or in case of milder actions, impart damages that are not visible immediately, but can accumulate over time. Also, repeated actions on the structure leads to fatigue of structural elements. These phenomenon cause softening of the structure, which can mean degradation of stiffness and/or strength of its force resisting elements. As a result, the structure becomes more vulnerable to future environmental actions. Identification of such damages, especially those that are not visible on the surface, is important for timely remedial actions so that damage aggravation and accumulation over time can be avoided. Structural system identification and health monitoring is therefore a very important and growing research field in civil engineering.

System identification or an experimental modal analysis is a mathematical framework to identify dynamic properties of a structure from measured vibration and potentially excitation forces. System identification using vibration measurement at different times can reveal potential damage and its accumulation in the structure manifested in the form of change in its dynamic properties. This method has specific advantage over the other methods; they are non-destructive and able to identify damage that is not visible on the surface. Moreover, the structure can remain operational during testing, which can be a continuous process. Also, artificial excitation is often not needed, and ambient vibration induced by traffic or wind actions can be used. There are two main genres of mathematical methods for system identification, parametric methods [3] and non-parametric methods [6]. In this study, both methods are used for system identification of a code conforming RC building located in Kathmandu, Nepal.

Finite element modeling based on mechanical properties and geometry of the structural systems can also be used to estimate their modal parameters. Reliability of the numerical results depends on assumption made to create model. There are several uncertainties involved in such modeling, for example in material properties, rigidity of connections, conditions of the soil supporting the foundation, etc., which introduce simplifying assumptions and engineering judgements in finite element modeling. These uncertainties translate to uncertainties in the estimated dynamic behavior of the structure. In addition, as the structure ages, its dynamic properties change. If the structure is subjected to strong loading or repeated moderate loading, it can lose part of its stiffness, which results in change of its dynamic behavior. System identification can be used to identify such changes and calibrate/update finite element models, which can then be used for analyzing its safety and/or designing retrofitting schemes. As dynamic characterization studies are limited in Nepal [9], this study considers a code conforming four-storied residential building located in Lalitpur metropolitan city, Nepal. Sawaki et al. [9] performed system identification of a four-storied residential building using aftershocks and ambient vibration records and concluded that the non-parametric method results in unrealistic damping ratios. To this end, this study incorporates both non-parametric and parametric methods to perform system identification.

2 CASE STUDY BUILDING

The studied residential building is situated in a densely populated area of Kathmandu Valley nearby the Bagmati River. The building is a four-story residential building constructed in 2013. The structural configuration of the building is a reinforced concrete frame with brick infill walls. The moment resisting frame structure consists of concrete columns, beams, and floor slabs. Locally made brick with cement-sand mortar is used as infill walls on the building. The infill walls contribute significantly to the overall stiffness of the building [8].
Figure 1 shows the structural layout of the building showing location of beams and columns. The building is asymmetrical in plan with off grid columns and beams. All the rectangular columns have section size of 300×230mm except the circular columns that have diameter of 230mm. All the beams have section size of 230×355mm including uniform slab thickness of 100mm. Concrete used in the building for casting of primary structural elements is ordinary concrete with mix proportion of 1:2:4 (cement: sand: aggregate) equivalent to M15 grade concrete. The specified characteristics compressive strength of a cube [150mm] in 28days for M15 concrete is 15MPa with modulus of elasticity 19365MPa (IS 456:2000 [2], modulus of elasticity, $E_c = 5000\sqrt{f_{ck}} \approx 19365$MPa). Structural reinforcement used in the building are deformed steel bars of Fe415 grade. The specified minimum 0.2% proof stress or yield strength of corresponding grade steel is 415MPa. The estimated strength of the infill walls is 2.5 MPa with modulus of elasticity 1750 MPa.

3 SYSTEM IDENTIFICATION

3.1 Ambient vibration measurement

Three digital accelerometers were installed on three different floors to record ambient vibration of the building. The instruments were located on the first second and third floor. Figure 1 shows the location of instruments (red rectangle) on plan view of the building. All three instruments on different floors were aligned vertically. The accelerometers used are ETNA2 units manufactured by Kinemetrics Inc. Direction of the measurement with respect to accelerometer sensors is indicated by co-ordinate axis shown in Figure 1.

3.2 Welch spectral method

This is a non-parametric method of system identification. This method estimates the frequency response function of the structure based on frequency-domain representations of its excitation and response. Using the Fourier transforms of measured input and output, an empirical estimate of the complex frequency response function, $\hat{H}(\Omega)$, can be obtained. Alternatively, estimates of power spectral densities of the excitation and response can be used as
\[
\hat{H}(\Omega)^2 = \frac{S_{yy}(\Omega)}{S_{xx}(\Omega)}
\]

where \(S_{xx}(\Omega)\) and \(S_{yy}(\Omega)\) are the power spectral densities (psd) of excitation and response, respectively, and \(\Omega\) is the circular frequency.

Because of the inherent variability of Fourier Amplitude Spectra (see, for example, Rupakheti and Sigbjörnsson, 2012 [10]), some form of smoothing needs to be performed on periodogram estimates of psds. The Welch spectra reduces the variation in the psds by dividing the signals into different segments and averaging their spectral estimates. For a stationary signal, the Welch spectra provides an estimate of the true spectra of the random process. In case of ambient vibrations, the excitation can be assumed to be a white noise, and from Equation 1, an estimate of the system transfer function normalized by the variance of the excitation is obtained directly from \(S_{yy}(\Omega)\). The natural frequencies can be obtained from the plot of squared amplitude of the complex frequency response function by picking the peaks. For system with small damping values, up to 10% of the critical damping, the peak of the plot occurs close to the natural frequency of the system. The frequencies and most of the power of the response gets concentrated in a narrow band of frequencies around the peak. If the damping ratio of the system is higher, the peak lies away from the natural frequency of the system and the power spectrum becomes wider. Response of a lightly damped structure excited with white noise process can be modelled as a narrow band process. The damping ratio of the structure can be estimated from the half power bandwidth method, which is based on the following equations [4]:

\[
\xi = \frac{f_2 - f_1}{2f_n}
\]

\[
\Delta f = f_2 - f_1 = 2\xi f_n
\]

Where, \(\Delta f\) is the half-power bandwidth defined in the frequency band where the power density of the response reduces to half its value at the peak; \(f_1\) and \(f_2\) are linear frequencies at corners of half power and \(f_n\) is the linear frequency of the peak which is approximately equal to the undamped natural frequency of lightly damped systems. This method is straightforward when power spectral density function contains one dominant peak, which is the case for damped single degree of freedom systems. For multiple degrees of freedom systems, multiple peaks corresponding to different vibration modes can often be observed. Identification of higher modes can sometimes be difficult due to noise in the measured signal. Identification of higher modes is more difficult when signal to noise ratio is large, which is often the case with ambient vibration measurements.

To apply this method to the case study building, recorded time series data from all the floors channel 1 (ch-1 Figure 1) and channel 2 (ch-2 in Figure 1) were divided into twenty equal segments. Then the signals were filtered using fourth order Butterworth filter to remove noise. The frequency band chosen for the filter was 0.5Hz to 20Hz. Each segment of time series was windowed and tapered with a Tukey window. Power spectral density (PSD) of the filtered signals was estimated using Welch’s algorithm. Figure 2 shows the plot of estimated PSD of the twenty segments with mean PSD for both channels. Figures 2a, 2c, and 2e show plots of PSD from first floor to third floor in the direction of channel 1 with estimated mean PSD. Similarly, Figures 2b, 2d, and 2f show plots of PSD from first floor to third floor in the direction of channel 2. All plots show clear peaks which represents the fundamental frequency of the system in the corresponding direction.
Figure 2: Plot of Welch’s PSD from recorded ambient vibration. The gray lines represent 20 segments of measured acceleration, and the blue lines represent the mean.

Estimated fundamental vibration period and damping ratios from three different floors are tabulated in Table 1. For example, mean vibration period estimated from channel 1 of the first-floor data is 0.290s with standard deviation 0.017s. Similarly, fundamental vibration period obtained from channel 2 is 0.289s with standard deviation 0.028s. Mean natural periods obtained from the second floor and third floor along channel 1 are 0.288s and 0.289s respectively. Mean natural periods obtained from second floor and third floor along channel 2 are 0.296s and 0.291s, respectively. Estimated vibration periods on both principal directions show consistently similar results for different floors. Mean of estimated vibration period along each direction
represents fundamental vibration period of the building along corresponding principal direction. Therefore, it can be concluded that the mean estimated fundamental period of the building along channel 1 is 0.289s and along channel 2 is 0.292s. This concludes that the fundamental periods of the building on both the directions are almost similar. However, mean damping ratios estimated for both the channels from different floors shows more variability with higher standard deviations (range of variation 3 - 6%). Such variation on damping ratio is directly related to the smoothing, window selection and overlap of data during PSD estimation. For example, Smoothing of PSD leads to flattening of the peaks which results in inaccurate estimates of damping ratios [5].

<table>
<thead>
<tr>
<th>Data</th>
<th>Damping Ratio Ch-1 (%)</th>
<th>Fundamental Period Ch-1 (s)</th>
<th>Damping Ratio Ch-2 (%)</th>
<th>Fundamental Period Ch-2 (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First floor</td>
<td>8.126 (3.681)</td>
<td>0.290 (0.017)</td>
<td>11.435 (4.939)</td>
<td>0.289 (0.028)</td>
</tr>
<tr>
<td>Second floor</td>
<td>8.389 (3.901)</td>
<td>0.288 (0.017)</td>
<td>9.165 (4.713)</td>
<td>0.296 (0.023)</td>
</tr>
<tr>
<td>Third floor</td>
<td>9.148 (4.303)</td>
<td>0.289 (0.016)</td>
<td>11.655 (6.211)</td>
<td>0.291 (0.027)</td>
</tr>
</tbody>
</table>

Table 1: Mean fundamental vibration period and damping ratio with standard deviation estimated from three different floors using Welch spectral analysis.

3.3 N4SID method

N4SID stands for Numerical algorithms for subspace state space system identification and is described in detail in [7]. This method is based on parametric mathematical model called state-space model which consist of a set of input, output and state variables linked together by first order differential equations. The following equations represent a state-space model in continuous time:

\[
\begin{align*}
\dot{\{ x(t) \}} &= [A]\{ x(t) \} + \{ B \} u(t) \\
\{ y(t) \} &= \{ C \}\{ x(t) \}
\end{align*}
\]

(3)

Where \([A]\) is parametric system matrix, \([B]\) and \([C]\) are parametric vectors. The vector \(\{ x(t) \}\) is called the state of the structure. The number of elements of \(x(t), n\), is called the model order. The state space model \(([A], [B] \text{ and } [C])\) can be calibrated from measured excitation and response. The model can then be used to estimate vibration periods and damping ratios of the structure. The results are generally sensitive to the selected model order. Selection of suitable model number helps to remove spurious modes and bias of the modes. Spurious modes are either noise modes, that arise due to physical reasons, e.g., excitation and noise or mathematical modes that arise due to over-estimation of the model order. Similarly, bias of the modes can be defined as the combination of different modes (true mode and noise mode) on identified mode which is due to under estimation of model order. The selection of suitable model order is facilitated by stabilization diagrams. A stabilization diagram is made by selecting a wide range of model orders and by plotting all identified modes in a frequency versus model order diagram. Figure 2 shows the stabilization diagram for data segment 5 for channel 1. The plot shows the estimated natural frequencies and damping ratios for model orders 1 to 20. The parameters are estimated by the least squares rational function (LSRF) algorithm. The
The figure helps to identify stable and unstable peaks in the frequency response function. The results show that some of the true modes only appear after model order 4. A model order of 6 seems sufficient to identify the two modes of vibration of the structure, and is therefore selected for further analysis.

![Stabilization Diagram](image)

**Figure 2:** Stabilization diagram showing stable modes and averaged frequency response function for data segment 5 channel -1.

Measured signals from all three floors were aligned in time and divided into twenty segments. Signals were filtered using fourth order Butterworth filter. The frequency band chosen for the filter was 0.5Hz to 20Hz. Then N4SID algorithm in MATLAB was used to estimate state-space model with model order of six. No exogeneous input was used in calibrating the model as the excitation is assumed to be a white noise process. Estimated mean fundamental vibration period and damping ratios are presented in Table 2. The mean vibration period for first and second mode obtained from channel 1 data is 0.266s and 0.078s with standard deviation of 0.009s and 0.031s. Similarly, the mean vibration period for first and second mode obtained from channel 2 data is 0.264s and 0.143s with standard deviation of 0.012s and 0.035s respectively. This shows that the variance of period obtained for second mode is higher than that for the first mode. Mean damping ratio obtained from channel 1 data is about 6.3% with standard deviation of 1.3%. Similarly, mean damping ratio obtained from channel 2 data is about 6.9% and standard deviation of 1.1%. Variation in damping ratio estimated from this method is lower than that estimated from the non-parametric method.

<table>
<thead>
<tr>
<th>Data</th>
<th>Fundamental Period (s)</th>
<th>Damping Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mode 1</td>
<td>Mode 2</td>
</tr>
<tr>
<td>Channel 1</td>
<td>0.266 (0.009)</td>
<td>0.078 (0.031)</td>
</tr>
<tr>
<td>Channel 2</td>
<td>0.264 (0.012)</td>
<td>0.143 (0.035)</td>
</tr>
</tbody>
</table>

Table 2: Mean fundamental vibration period and damping ratio with standard deviation estimated from ambient vibration measurement using N4SID method.
4 DISCUSSION AND CONCLUSIONS

The estimated fundamental period of vibration of the building is around 0.26s. The empirical equation proposed by Guler et al. [1] estimates the fundamental period of reinforced concrete moment resisting frames with brick infill walls with the following equation.

\[ T_u = 0.026H^{0.9} \]  \hspace{1cm} (4)

For the building being studied here, this equation results in fundamental vibration period of 0.24s, which is fairly close to the results obtained from system identification. The building being studied is constructed on a site with alluvial deposits, which might affect the vibration frequencies of the structure. Dhakal, 2020 [11] presents finite element models of the building with fixed base and flexible base to account for the effects of soft soils at the site. The finite element models show that the vibration frequencies estimated from the flexible base model matches the results of system identification better. This indicates that system identification using ambient vibration measurement can be used to detect and calibrate the effects of underlying soil in vibration properties of buildings. This is valuable in calibrating and updating finite element models which can be used for detailed seismic analysis. For example, mechanical elements used to model soil in the finite element model of the building can be tuned to match the modal frequencies estimated from ambient vibration measurements.

The results of this study show that system identification using ambient vibrations is a reliable method of estimating the fundamental period of vibration of buildings. The estimated periods are consistent with results presented in the literature and mechanical models of the building. The parametric method seems to be superior to the non-parametric method and is found to be more reliable in identifying higher modes of vibration. In addition, damping ratios estimated from the non-parametric method showed larger variability than those estimated from the parametric method. The degree if smoothing used in the former method is subjective to the analyst and introduces such variability. There is no quantitative guideline on what degree of smoothing is optimal. In the parametric method, some level of subjectivity is introduced by the selection of model order. But unlike in the non-parametric method, the analyst can make use of the stabilization diagram to select a proper model order. In this aspect, the parametric method is found to be more suitable for system identification.

Since ambient vibration measurements are inexpensive and can be performed rapidly, it will be useful to perform similar tests on several buildings in Nepal. By sampling buildings of different construction quality, site conditions, heights, infill walls and opening ratios, effects of these parameters on vibration frequencies of typical reinforced buildings in Nepal can be studied. Furthermore, empirical equations relating these frequencies to parameters such as building height, site conditions, and opening ratios can be calibrated. Such equations will be useful in updating seismic design codes in Nepal.
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Abstract. The assessment of the structural integrity of bridge cables through the identification of axial force has a long tradition in engineering practice. Vibration-based methodologies usually involve fitting a set of measured natural frequencies to a force-frequency relationship, which may take into account the effects of sag-extensibility and non-negligible bending stiffness. However, the accuracy of the results is largely dependent on an adequate characterization of the boundary conditions, namely the effective length of vibration and the rotational restraints at the supports. Moreover, the identification of high-order modes (essential for attaining good estimates of the bending stiffness) may be hampered by the attenuation of small wavelength disturbances before reaching the cable ends, preventing the definition of standing waves.

This paper presents a novel methodology for the identification of mechanical properties in bridge cables, which does not require any assumption about boundary conditions. Assuming that cables behave as Euler-Bernoulli or Timoshenko beams with a tensile force, analytical expressions for the dispersion relation of transverse waves are derived. As for experimental dispersion relations, they can be obtained by the computation of time-frequency distributions of the response at two different sections of the cable, permitting the identification of arrival times for each frequency component, and of the respective propagation velocities.

The validation of this methodology is conducted on a stay cable from a footbridge, recording the response to an impact hammer excitation with two accelerometers. Mechanical properties are then identified through the fitting of the analytical expressions derived to the experimental dispersion curves. The obtained results for bending stiffness are consistent within a large diversity of experimental setups, regarding the location and type of the external excitation, and the distance between the sensors. This approach can thus provide in situ estimates of the flexural rigidity in bridge cables, unaffected by errors in the characterization of boundary conditions, which will prove useful in the local assessment of damage.
1 INTRODUCTION

The increasing use of cables as load-carrying members in civil engineering structures has generated a need for accurate and reliable methods to evaluate their integrity and identify the installed axial force. Among these, vibration-based techniques are very popular and usually involve fitting a set of measured natural frequencies to force-frequency relationships, which may be exact or approximate, and explicit or implicit. Apart from the simpler taut string model, existing formulations can include the effects of sag-extensibility [1], non-negligible bending stiffness [2], or both [3]. Considering the need to work with large-diameter cables, models that account for flexural rigidity have been the subject of various investigations in recent years, and simultaneous identification of this property and the axial force is now becoming a common practice. Nevertheless, the accuracy of the results depends on the characterization of boundary conditions, particularly the effective length of vibration and the rotational restraints at the edges [4]. Some techniques can already address the problem of non-ideal supports (i.e., besides hinges or clamps) [5] [6] [7], but they require obtaining the cable mode shapes through denser instrumentation, which hampers most in situ applications. In addition to the uncertain boundary conditions, many cables reveal a progression of natural frequencies that is insensitive to the bending stiffness, at least for mode orders typically identified. In fact, small wavelength disturbances (susceptible to the effects of flexural rigidity) are prone to attenuation before reaching the cable ends, preventing the definition of standing waves.

In such a context, this study proposes an identification approach based on the characteristics of transient waves propagating along a cable medium, rather than vibration modes. Dispersion relations for group velocities are derived, assuming that cables behave as Euler-Bernoulli or Timoshenko tensioned beams, and fitted to the ones obtained in situ.

The outline of this paper is as follows: section 2 gathers the theoretical contributions of the study, namely the relevant dispersion characteristics associated with Euler-Bernoulli and Timoshenko models. The methodology for experimental assessment of dispersion relations is described in section 3, and results from an actual scale case study are presented and discussed in section 4. Finally, section 5 synthesizes the main conclusions, pointing out some relevant observations for future work.

2 DISPERSION RELATIONS

2.1 Euler-Bernoulli Model

Assuming that plane sections remain plane after deformation and orthogonal to the neutral axis, the behavior of a cable with constant bending stiffness $EI$ and mass per unit length $\mu$, subject to a tensile force $T$, is governed by the equation of motion:

$$-c_T^2 \frac{\partial^4 u}{\partial s^4} + c_t^2 \frac{\partial^2 u}{\partial s^2} = \frac{\partial^2 u}{\partial t^2}$$

in which $u$ represents the transverse displacement (as a function of position $s$ and time $t$), $c_t$ designates the velocity $\sqrt{T/\mu}$ and $c_T$ stands for the quantity $\sqrt{EI/\mu}$.

Harmonic and non-trivial solutions $u(s, t) = A e^{i(\gamma s - \omega t)}$ for equation (1), with frequency $\omega$ and wavenumber $\gamma$, exist only if the following characteristic condition is verified:

$$c_T^2 \gamma^4 + c_t^2 \gamma^2 - \omega^2 = 0$$

Since the group velocity $c_g$ is defined by $d\omega/d\gamma$ [8], one can differentiate implicitly the equation above to obtain:
\[ c'_{gt}(\omega) = \sqrt{\frac{2c_t^2 + 8c_t^2\omega^2}{c_t^2 + \sqrt{c_t^2 + 4c_t^2\omega^2}}} \]  

This expression corresponds to the dispersion relation for the group velocity of transverse waves in a tensioned Euler-Bernoulli beam and shreds evidence that each frequency component of the response propagates with a distinct velocity. Conversely, if \( c_f = 0 \) in equations (1) to (3), the non-dispersive model of a taut string is derived, with a constant dispersion relation \( c'_{gt}(\omega) = c_t \).

In order to illustrate the previous result, expression (3) is computed for a cable with a cross-sectional area \( A \) of 0.015 m\(^2\) and moment of inertia \( I \) of \( 1.25335 \times 10^{-5} \) m\(^4\), under an axial loading of 7500 kN. As for material parameters, the elastic modulus \( E \) and the mass density \( \rho \) are assumed equal to 200 GPa and 7.8 ton m\(^3\), respectively. Figure 1(a) reveals that the group velocity approaches \( c_t \) when \( \omega \to 0 \), as anticipated by expression (3); on the other hand, Figure 1(b) illustrates an improper result in a high frequency range, since \( c'_{gt} \) grows without limit and, therefore, infinite group velocities are attained.

Figure 1: Dispersion relations for \( c'_{gt} \) (Euler-Bernoulli and Timoshenko models), up to: (a) 250 Hz; (b) 5000 Hz.

### 2.2 Timoshenko Model

The correction of the previously obtained result requires introducing the effects of shear deformation and rotary inertia [9]. If \( \phi \) designates the cross-section rotation, the cable behavior is now expressed by the system of equations:

\[
\begin{align*}
\frac{GAK}{\mu} \left( \frac{\partial^2 u}{\partial s^2} - \frac{\partial \phi}{\partial s} \right) + c_t^2 \frac{\partial^2 u}{\partial \tau^2} &= \frac{\partial^2 u}{\partial \tau^2} \\
\frac{GAK}{\mu} \left( \frac{\partial u}{\partial \tau} - \frac{\partial \phi}{\partial \tau} \right) + c_f^2 \frac{\partial^2 \phi}{\partial s^2} &= \frac{1}{A} \frac{\partial^2 \phi}{\partial \tau^2}
\end{align*}
\]

which represents the equilibrium of a tensioned Timoshenko beam [10]; \( G \) and \( K \) denote the distortion modulus and the shear coefficient, respectively.

The propagation of harmonic waves \( u(s,t) = A_1 e^{i(y\tau - \omega t)} \) and \( \phi(s,t) = A_2 e^{i(y\tau - \omega t)} \) leads to the characteristic equation:

\[ \tau_3 y^4 + c_t^2 y^2 - (\tau_2 y^2 + 1) \omega^2 + \tau_1 \omega^4 = 0 \]

where auxiliary parameters \( \tau_1, \tau_2 \) and \( \tau_3 \) are defined by:
\[
\tau_1 = \frac{\mu l}{GA^2K}
\]
\[
\tau_2 = \frac{I}{A} \left(1 + \frac{T}{GA^2K} + \frac{E}{K} \right)
\]
\[
\tau_3 = \left(1 + \frac{T}{GA} \right) c_f^2
\]

From equation (5), two dispersion relations for group velocities arise, in accordance with the degrees of freedom of the Timoshenko model. Focusing only on transverse-dominant waves, one can obtain:

\[
c_{gt}(\gamma_t) = \frac{\tau_2 \gamma_t^2 + \frac{2\tau_1(2\tau_3 \gamma_t^2 + c_f^2\gamma_t)}{(\tau_2 \gamma_t^2 + 1)^2} - \tau_2 \gamma_t^2 \gamma_t(\tau_2 \gamma_t^2 + 1) - 4\tau_1 \gamma_t^2(\tau_3 \gamma_t^2 + c_f^2)}{\sqrt{2\tau_1 \left(\tau_2 \gamma_t^2 + 1 - \sqrt{(\tau_2 \gamma_t^2 + 1)^2 - 4\tau_1 \gamma_t^2(\tau_3 \gamma_t^2 + c_f^2)}\right)}}
\]

with:

\[
\gamma_t(\omega) = \sqrt{\frac{\tau_2 \omega^2 - c_f^2 + \sqrt{(\tau_2 \omega^2 - c_f^2)^2 - 4\tau_3 \omega^2(\tau_1 \omega^2 - 1)}}{2\tau_3}}
\]

Returning to the previous example (and assuming that the material is isotropic, with a Poisson ratio of 0.3), Figure 1 evidences that both models agree in a low frequency range and deviate largely when \(\omega \to \infty\); in particular, the new dispersion relation has a horizontal asymptote, of value \(\sqrt{c_f^2 + GAK/\mu}\). The validity domain of the Euler-Bernoulli hypothesis is a function of the cable properties; therefore, only the Timoshenko model will be regarded hereinafter.

In order to assess the sensitivity of \(c_{gt}\) to \(T\), \(EI\) and \(GAK\), 10% variations in the value of these parameters are now considered and represented in Figure 2. This figure illustrates that group velocity is generally independent of the axial force, except in the low frequency range. On the contrary, shear rigidity controls the value of the horizontal asymptote, while bending stiffness determines the rapidness in the increase of \(c_{gt}\).

![Figure 2: Dispersion relations for \(c_{gt}\) (Timoshenko model), considering 10% variations in the value of: (a) axial force \(T\); (b) bending stiffness \(EI\); (c) shear rigidity \(GAK\).](image-url)
3 METHODOLOGY

The methodology for the experimental assessment of dispersion relations requires obtaining time-frequency distributions at two sections of a cable. The wavelet transform of the response $u$ is a function $\{\mathcal{W}u\}$, defined by:

$$
\{\mathcal{W}u\}(a,b) = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{+\infty} u(t)\psi^\ast\left(\frac{t - b}{a}\right) dt
$$

(11)

in which $\psi^\ast$ denotes the complex conjugate of the mother wavelet $\psi$, that has an oscillatory nature [11]. Following Apostoloudia et al. [12], this study will employ the mother wavelet of Morlet. The scale parameter $a \neq 0$ is responsible for dilating (i.e., stretching or compressing) the function $\psi$, while $b$ corresponds to a translation parameter. If $\psi(t)$ is localized around $t = 0$ and its Fourier transform around $\omega = \omega_0$, then $\psi((t - b)/a)$ is centered at $t = b$ in the time domain and $\omega = \omega_0/a$ in frequency domain. As such, $\{\mathcal{W}u\}(a,b)$ provides time-frequency information of $u$ around a point $(b, \omega_0/a)$.

Kishimoto et al. [13] proved that, for a fixed location $s$, the peaks in the magnitude of $\{\mathcal{W}u\}$ indicate the arrival time of a frequency component $\omega$ that propagates with a group velocity $c_g$. Accordingly, introducing an external excitation at a section $S_0$ and recording the cable response at $S_1$ and $S_2$, one can identify arrival times $t_{S1}$ and $t_{S2}$ of each frequency $\omega$, by the relative maxima of both time-frequency distributions. Referring to Figure 3(a), the group velocity $c_{gt}$ is then given by:

$$
c_{gt}(\omega) = \frac{d_{S1,S2}}{t_{S2}(\omega) - t_{S1}(\omega)}
$$

(12)

Figure 3: Assessment of dispersion relations in cables: (a) experimental setup; (b) application to the case study; (c) scalogram of the response at $S_1$; (d) experimental and fitted dispersion relation.
The validation of the proposed methodology is performed on a cable from a footbridge, represented in Figure 3(b), using two piezoelectric accelerometers and an impact hammer.

Figure 3(c) illustrates the scalogram of transverse accelerations at S1 (i.e., the magnitude of the respective wavelet transform). This representation reveals that the spectral content is distributed along ridges in the time-frequency plane: the first ridge corresponds to the direct propagation from S0, while the subsequent ones arise from reflections at the cable ends.

In most applications, the sensor position relative to each cable end (and hence the distance covered by the reflected waves) is difficult to assess. As a result, \( t_{s1} \) and \( t_{s2} \) are here identified by the first ridge in the respective scalograms and the methodology becomes independent of any assumption concerning boundary conditions. Figure 3(d) represents the experimental dispersion curve, calculated according to expression (12); blue markers symbolize outliers, identified through the DBSCAN algorithm [14].

The stay under analysis consists of a solid, stainless steel bar, with a diameter of 28.6 mm and shear coefficient \( k \) equal to 0.925 [15]. Assuming that the material is isotropic, only the axial force \( T \) and the elastic modulus \( E \) remain unknown. These parameters are then estimated by fitting the analytical relation (9) to the experimental curve.

4 RESULTS AND DISCUSSION

Based on the previous methodology, different experimental setups were defined, concerning the impact location and the distance between accelerometers. Red (R), blue (B) and steel (S) hammer tips were used, with increasing hardness of the contact surface and a consequent rise on the excitation’s frequency content.

In addition to these experiments, natural frequencies were obtained through an ambient vibration test, which enabled the simultaneous identification of \( T = 48.1 \) kN and \( E = 188.9 \) GPa. Table 1 presents the errors in the dispersion-based estimates of \( E \) relative to the latter value, and evidences that the obtained results are accurate and consistent within setups, especially for blue and red hammer tips. This methodology appears, however, to be less suitable for extracting adequate estimates of the axial force, since very significant errors are attained in this parameter. In fact, as shown in Figure 2(a), group velocities are generally insensitive to the value of \( T \), except in a low frequency range where arrival times are difficult to identify, because the transient response is concealed in the stationary vibration of the cable.

<table>
<thead>
<tr>
<th>Setup</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_{s0,s1} ) [m]</td>
<td>0.564</td>
<td>0.564</td>
<td>0.219</td>
<td>0.564</td>
<td>0.564</td>
<td>0.219</td>
<td>1.120</td>
<td>0.564</td>
<td>0.219</td>
</tr>
<tr>
<td>( d_{s1,s2} ) [m]</td>
<td>1.008</td>
<td>1.008</td>
<td>0.487</td>
<td>1.008</td>
<td>0.487</td>
<td>0.487</td>
<td>1.008</td>
<td>1.008</td>
<td>0.487</td>
</tr>
<tr>
<td>( \delta E ) [%]</td>
<td>-5.77</td>
<td>-4.50</td>
<td>-5.19</td>
<td>-1.59</td>
<td>+2.49</td>
<td>-2.75</td>
<td>-1.48</td>
<td>-2.96</td>
<td>+3.39</td>
</tr>
<tr>
<td>RMSE [m s(^{-1})]</td>
<td>63.6</td>
<td>76.8</td>
<td>98.2</td>
<td>70.8</td>
<td>103.0</td>
<td>109.6</td>
<td>82.7</td>
<td>63.8</td>
<td>86.6</td>
</tr>
</tbody>
</table>

Table 1: Definition and estimates of \( E \) from nine experimental setups.

5 CONCLUSIONS

In this paper, cables were assumed as Euler-Bernoulli or Timoshenko tensioned beams and sag-extensibility effects were neglected. In comparison with the taut string hypothesis, the first model allowed highlighting the dispersive behavior introduced by the bending stiffness, since each frequency component now traveled with a distinct group velocity. The formulation is, however, inadequate for applications involving a wide frequency domain of interest, such as those considered in this study, motivating the corrections for shear deformation and rotary inertia. The Timoshenko model thus derived evidenced that the dynamic behavior of cables is roughly divided into three domains, the first (low frequencies) being governed by the axial force,
the second (increase of $c'_{g_t}$) controlled by the bending stiffness and the last (asymptotic behavior for $\omega \to \infty$) defined by the shear rigidity.

The proposed methodology for experimental assessment of dispersion relations is conceptually independent of boundary conditions and applicable to any cable, regardless of the nature of the progression of natural frequencies. Unlike strategies relying on the characterization of mode shapes, this approach requires only two sensors, from which time-frequency distributions of the transient response are computed. The relative maxima of the scalograms enable the identification of arrival times for each frequency component, and of the respective group velocity.

The results obtained from in situ tests reveal that this dispersion-based methodology provides adequate estimates of the bending stiffness, which will prove useful in the local assessment of damage. In contrast, whether a similar accuracy is attainable for axial force is a subject of ongoing research.
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Abstract. The real dynamic response of any structure, assuming linear behaviour, can be accurately reproduced by means of a modal model issued from an Experimental Modal Analysis (EMA). Natural frequencies, mode shapes and damping ratios, together with some information about the modal masses of the structure, form a complete set of valid information to carry out simulations. However, using that sort of model, no direct information about the physical properties of the structure is available and it may be challenging to try to reproduce the effect of a structural modification like a mass addition, stiffness modification or changes in the boundary conditions. To overcome this, Model Updating techniques have been developed together with the evolution of the Finite Element Method (FEM) paradigm as a way to adapt the computational models to some experimentally estimated properties of a real structure. As a result, the models behave quite similarly to the real structure and, indirectly, some of its physical properties can be estimated and eventually modified according to any simulation requirement. However, the proper application of a Model Updating technique often leads to an iterative and time consuming process which usually rely on accurate enough FEM models and the understanding of relatively sophisticated optimization algorithms to provide meaningful results; otherwise, unrealistic updated properties could be obtained as the best options to reproduce the real structural dynamics and the physical properties estimation or modification is no longer trustworthy.

In this work, an alternative methodology is proposed to estimate the physical matrices of a structure. We assume that the structure behaves linearly and that a modal model has been previously identified. Then, by using a set of equations like the eigenproblem relationships, the orthogonality equations and symmetry assumptions, the physical matrices elements are calculated by means of the Moore-Penrose pseudo-inverse. This approach provides an exact accomplishment of the equations when there are more unknowns than equations, and an optimal solution in the least squares sense in the opposite situation.
1 INTRODUCTION

During the last decade, advances in the field of microcontrollers and processors have led to the active development of permanent monitoring systems for structures and infrastructures. These systems enable, with a relatively small investment, to continuously track some basic parameters of the structure, like its natural frequencies and damping ratios among others, without the need to deploy large temporary sensor networks for carrying out experimental tests, which usually are more expensive.

This sort of systems is usually associated to structure health monitoring systems (SHM) capable of postprocessing the great amount of measured data with the main aim of assessing the structural integrity. To do so, it is very useful to know the spatial distribution of the structural properties and their relationship with the measured modal parameters. One way to do this requires a Finite Element Method (FEM) model, conveniently updated to represent the same measured structural parameters. However, this presents the problem of having built a detailed enough FEM model, for which the updating process may be very time consuming and lead to unrealistic estimated physical properties, as it can be inferred from [1].

Another way to deal with the modelling problem consists in directly estimating a mathematical reduced model from the measured data, which can be a modal model or a physical model, among others. The modal model is usually easier to estimate, and it enables to simulate different loading scenarios, but it does not directly provide the spatial distribution of the properties, making it difficult to perform potential structural modifications.

Physical models have been estimated since several decades ago, like in [2], where the author proposed a simple orthogonality principle inversion, or [3], who proposed a pseudo-inverse approach for incomplete estimated modal models. Since then, several approaches to this problem have been addressed assuming different types of damping models and various considerations, like [4], [5], [6], [7], [8] or [9]. In this work, a methodology to estimate a physical reduced-order model from experimental data is developed. The procedure is presented as a common framework to deal with both general viscous and general structural damping models, which do not make any proportionality assumption. It is conceived to be programmed in a structural health monitoring system to help with the damage detection and predict the response of the damaged structure to decide if the structure can remain in this way or if maintenance works should be carried out. The model estimation is based on the modal properties, so the proposed procedure happens in two well separated stages: during the first stage, the modal properties are estimated from experimental Frequency Response Functions (FRFs); the second stage is devoted to estimate the physical model from the modal one.

The article first presents the theoretical background needed to settle a nomenclature in Section 2. Section 3 is entirely devoted to developing the methodology and Section 4 shows an example of application. Section 5 is centred on a discussion about the advantages and drawbacks of the proposed methodology finishing the article with a set of conclusions.

2 THEORETICAL BACKGROUND

Every linear system can be described with the system of differential equations of Eq. 1, characterized by the real-valued and symmetric mass (M), damping (D) and stiffness (K) matrices, where \( q \) represents the \( N \) degrees of freedom of the structure and \( f \) stands for the dynamic forces acting on them. According to the chosen damping model, the system of differential equations changes [10]: Eq. 1a represents the system of equations for viscous damping model and Eq. 1b, for structural damping model.
\[ M\ddot{q}(t) + D\dot{q}(t) + Kq(t) = f(t) \quad (1a) \]
\[ M\ddot{q}(t) + (K + jD)q(t) = f(t) \quad (1b) \]

After transforming Eq. 1 to the frequency domain, Eq. 2 is obtained from which the dynamic stiffness can be defined for each damping model (Eq. 3a for viscous damping and Eq. 3b for structural damping). The inverse of the dynamic stiffness is the commonly known as Frequency Response Functions (FRFs) matrix \( H(w) \), whose rows or columns are usually estimated separately by means of experimental tests and it can be demonstrated that only one, well selected, of this rows or columns provides enough information to estimate the modal properties of the tested structure.

\[ G(\omega) Q(\omega) = F(\omega) \quad (2) \]
\[ G(\omega) = -\omega^2 M + j\omega D + K \quad (3a) \]
\[ G(\omega) = -\omega^2 M + K + jD \quad (3b) \]

The modal properties of a structure are defined as a way to solve Eq. 1. Assuming a complex exponential response, the solution to the homogeneous system can be obtained by solving first the eigenproblem of Eq. 4a, for viscous damping, and Eq. 4b, for structural damping, which must be verified for all the \( m \) pairs of eigenvalues and eigenvectors of the structure. The complex-valued eigenvectors \( \phi_r \) are called mode shapes of the structure and the eigenvalues \( s_r \) contain the natural frequency \( \omega_r \) and damping ratio, \( \zeta_r \) or \( \eta_r \), depending on the damping model (see Eq. 5a, viscous damping, and Eq. 5b, structural damping). When the modal information is calculated analytically, the number of obtained modes is equal to the number of degrees of freedom \((m = N)\). However, if they are estimated through an experimental modal analysis (EMA), this number is usually lower \((m \ll N)\) and the model is said to be incomplete.

\[ (s_r^2 M + s_r D + K)\phi_r = 0 \quad (4a) \]
\[ (s_r^2 M + K + jD)\phi_r = 0 \quad (4b) \]
\[ s_r = -\omega_r \zeta_r + j\omega_r \sqrt{1 - \zeta_r^2} \quad (5a) \]
\[ s_r^2 = \omega_r^2 (1 + \eta_r) \quad (5b) \]

The mode shapes verify some orthogonality equations respect to the physical matrices. These equations can be divided into two groups, one associated to the mass matrix and another to the stiffness one, as shown in Eqs. 6 (for viscous damping model) and Eqs. 7 (for structural damping model), where \( \Phi = \begin{bmatrix} \phi_1 & \cdots & \phi_m \end{bmatrix} \) is the mode shape matrix whose columns contain the mode shapes, \( S \) stands for the eigenvalue matrix, a diagonal matrix containing the \( m \) eigenvalues, and \( I_m \) is the \( m \times m \) identity matrix. Note that, by definition, mode shapes are not uniquely defined, and they can be scaled arbitrarily. It is common, however, to scale them to make the orthogonality properties have the right sides shown in Eqs. 6 and 7.

\[ \Phi^T C \Phi + S \Phi^T M \Phi + \Phi^T M \Phi S = I_m \quad (6a) \]
\[ \Phi^T K \Phi - S \Phi^T M \Phi S = -S \quad (6b) \]
\[ \Phi^T M \Phi = I_m \quad (7a) \]
\[ \Phi^T (K + jD) \Phi = S^2 \quad (7b) \]

Thanks to the modal properties, the calculation of FRFs can be simplified to the expressions shown in Eq. 8a, for viscous damping, and Eq. 8b, for structural damping. This represent a huge advantage in terms of computation efficiency in relation with inverting Eq. 3 and makes possible identification techniques like the curve fitting method proposed in the next section.
\[ H(\omega) = \Phi \left[ \text{diag} \left( \frac{1}{j\omega - s_p} \right) \right] \Phi^t \]  

(8a) \[ H(\omega) = \Phi \left[ \text{diag} \left( \frac{1}{s_p^2 - \omega^2} \right) \right] \Phi^t \]  

(8b)

Eq. 8 represent the starting point of the methodology presented in this article and detailed in the next section.

3 METHODS

The methodology starts by performing a complete modal test to the structure. It is necessary to distribute a set of sensors on the structure and measure both inputs and outputs in \( N \) well selected degrees of freedom. Then, by means of an estimator like \( H_1 \), \( H_2 \) or \( H_3 \), among others, the FRFs have to be calculated. As stated before, only a well selected row or column of the FRFs matrix \( H(\omega) \) is needed to completely extract the modal information of the \( m \) modes inside the measured frequency range.

There are several ways to estimate the modal properties from the FRFs, but the curve fitting method is proposed in this work to estimate at the same time all the required modal information. Also, to make the procedure slightly more independent from the user, a varying order procedure is applied. In this way, the order of the modal model is varied from a minimum value to a maximum, sequentially performing a curve fitting to the expressions in Eq. 8 and enabling to draw a sort of stability diagram like the ones shown in Figure 4. In other words, several modal models are estimated assuming different numbers of modes inside the measured frequency band, each of which differently fits the experimental FRFs. The goodness of fit is evaluated through the sum of squared error between the experimental and the calculated real and imaginary parts of the FRFs, an indicator which should monotonously decrease with the model order. Finally, since the upper bound for the model order can be potentially high, leading to a model with an order unnecessarily high, it can be useful to define an error threshold under which a certain modal model can be “acceptable” for engineering purposes. The value of this threshold should be adapted according to the engineer expertise, the aim of the structure and the kind of the subsequent analysis to be performed with the model. The first order whose modal model meets the error threshold is retained as the identified modal model for the structure.

Once the modal properties have been identified, they are used as inputs to the physical matrix estimation. This technique aims to calculate the full set of physical matrices, \( M, K \) and \( D \), that satisfies all the relationships and conditions presented in Section 2. For doing it in the most general way, in this work rewriting Eqs. 4 and 6, for viscous damping, or 7, for structural damping, as a linear system of equations is proposed. The unknowns of such a system are the elements of the physical matrices, as stated in Eq. 9. In this simple equation, \( x_M \) contains all the terms of the mass matrix, \( x_K \) the terms of the stiffness matrix and \( x_D \) the ones corresponding to the damping matrix. Note that the terms in \( x_M, x_K \) and \( x_D \) can be arranged as desired as long as the columns of \( A \) are arranged accordingly.

\[
A \begin{bmatrix} x_M \\ x_K \\ x_D \end{bmatrix} = b
\]  

(9)

In the following sections, the different kind of equations are summed up for clarity.
3.1 Eigenproblem equations

Presented in Eq. 4 for each damping model, these equations represent the basic relationship between the modal information and the physical matrices. Since every pair of eigenvalue and eigenvector leads to a column vector of $N$ zeroes, and $m$ pairs have been identified, there are a total of $mN$ eigenproblem equations, shown in Eq. 10. The terms in matrix $A_{eig}$, of size $mN \times 3N^2$, are composed of eigenvector elements, some of them multiplied by their corresponding eigenvalues. The associated $mN$ terms in vector $b_{eig}$ are equal to 0.

$$A_{eig} \begin{bmatrix} x_M \\ x_K \\ x_D \end{bmatrix} = b_{eig} = 0$$  (10)

3.2 Orthogonality equations

Although derived from the eigenproblem relationship, the orthogonality equations (Eqs. 6 and 7) are linearly independent of them. The corresponding terms in $A_{ort}$ matrix (Eq. 11) are calculated by products of different eigenvectors elements and, in the viscous damping case, some of them are also multiplied by their corresponding eigenvalues. The terms in vector $b$ are not all null, being some of them equal to 1 and other equal to the eigenvalues, according to Eqs. 6 and 7. A priori, there are $2m^2$ orthogonality equations, but thanks to the inherent symmetry of modal matrices this number can be reduced to $2m (m + 1)/2$.

$$A_{ort} \begin{bmatrix} x_M \\ x_K \\ x_D \end{bmatrix} = b_{ort}$$  (11)

3.3 Symmetry equations

Physical matrices are typically symmetric. This means that some of the $3N^2$ variables are equal to some others. This fact can be expressed in a set of $3N(N - 1)/2$ equations (Eq. 12) containing pairs of 1 and $-1$ correctly placed in the matrix $A_{sym}$ to take account for this. The corresponding elements in the vector $b_{sym}$ are 0.

$$A_{sym} \begin{bmatrix} x_M \\ x_K \\ x_D \end{bmatrix} = b_{sym} = 0$$  (12)

3.4 Real-valued system of equations

Since matrices $A_{eig}$ and $A_{ort}$ and vectors $b_{eig}$ and $b_{ort}$ are complex valued, the general solution of the system of equations will also be complex. To avoid this and obtain real-valued physical matrices, first split the matrices $A_i$, vector $b_i$ and variables vector $x$ in real and imaginary parts, obtaining Eq. 13, where $i$ can stand for ‘eig’ or ‘ort’ and subscripts ‘re’ and ‘im’ stand for real and imaginary parts respectively. This expression can be expanded and reorganized to separate real and imaginary parts. Since two complex numbers are equal if, and only if, their real parts are equal and imaginary parts are equal as well, the expression in Eq. 14 must be satisfied, which has been simplified assuming that $x_{im} = 0$, which is the case here.

$$(A_{i,re} + jA_{i,im})(x_{re} + jx_{im}) = b_{i,re} + jb_{i,im}$$  (13)

$$\begin{bmatrix} A_{i,re} \\ A_{i,im} \end{bmatrix} x_{re} = \begin{bmatrix} b_{i,re} \\ b_{i,im} \end{bmatrix}$$  (14)
This strategy can be applied to the eigenproblem and orthogonality equations before assembly the system of equations (the symmetry equations are real-valued), doubling their number of equations.

3.5 Assembly and solution

Once the different parts of matrix $A$ and column vector $b$ have been built as explained in the previous sections, the complete matrix $A$ can be assembled into one single system of equations of Eq. 15 to be solved for the physical unknowns.

\[
\begin{bmatrix}
A_{eig,re} & 0 \\
A_{eig,im} & 0 \\
A_{ort,re} & X_M \\
A_{ort,im} & X_K \\
A_{sym} & X_D
\end{bmatrix}
= \begin{bmatrix}
b_{ort,re} \\
b_{ort,im} \\
0
\end{bmatrix}
\]  

Eq. 15 represents a system of linear equations with $N_{VA} = 3N^2$ variables and a total of $N_{EQ} = 2Nm + 2m (m + 1) + 3N (N - 1)/2$ independent equations. By comparing $N_{VA}$ and $N_{EQ}$, three different situations can be found:

- $N_{EQ} = N_{VA}$. The system can be directly solved by traditional means.
- $N_{EQ} > N_{VA}$. The system can be solved using a pseudo-inverse approach, like the Moore-Penrose pseudo-inverse matrix, which provides the best fitting to all equations, minimizing the error in a least squares sense.
- $N_{EQ} < N_{VA}$. The system can be also solved using the Moore-Penrose pseudo-inverse. The obtained solution exactly satisfies all the equations, but it may not be adequate and more equations (restraints) must be imposed.

Although the most desirable situation is the first one, it is quite uncommon to have the same amount of linearly independent equations and variables. Having more equations than variables is a far more common situation if the number of identified modes approaches the number of monitored degrees of freedom. In this case, all the equations should be satisfied at the same time and the closest solution to that situation should be a convenient physical model.

However, the most typical scenario occurs when the number of identified modes is quite lower than the number of monitored degrees of freedom, $N_{EQ} < N_{VA}$. In that case, although all equations are exactly satisfied, they may not be enough for the resulting model to be convenient for further applications and some additional equations should be added to the system. Amongst all the practical options, only the total mass equation is considered in this work. This equation accounts for the total mass of the structure, which can be calculated as the sum of the diagonal terms in the mass matrix and its value should be estimated previously by means of other techniques. The authors have constated that it is only needed a rough estimation of the mass for the methodology to work and the consequences of a bad estimation have not been investigated yet, but it may have important drawbacks when applying any structural modification. Also note that other kind of equations could be also considered, like the nullity of some terms, but they are not covered in this work.
4 CASE STUDY

4.1 Structure and test description

A laboratory-scaled simple-supported beam has been tested for illustrating the methodology described above. It is a 6-meter long aluminium profile with a rectangular hollow section of 100 mm width, 40 mm height and a thickness of 1.5 mm. The supports are conceived in such a way that they can be approximated to perfectly pinned supports and any friction effect can be neglected.

Figure 1. Experimental set up showing (a) the picture of the beam with the load cell; and (b) the scheme with the position of the sensors, where $L$ is the total length of the beam.

The structure, shown in Figure 1a, is monitored by means of seven accelerometers, some of them being placed on the maxima of the modal shapes for the first three modes, which are expected to be similar to $\sin(k \pi x/L)$, with $k = 1, 2$ and $3$, and $L$ the total length of the beam. The accelerometers have a sensitivity of 100 mV/g and a measurement range of ±60g. The excitation is induced by means of a hammer, whose force is quantified by using a 2 mV/V, 10 kg load cell attached to the beam at $L/4$ as shown in Figure 1b. For not losing the symmetry caused by the load cell, an equivalent amount of rigid mass has been added at $3L/4$. All the sensors are connected to the acquisition system, a 16 channel SIRIUS® STGS datalogger of the brand Dewesoft. Figure 2 shows an example of recorded force and the corresponding acceleration measurement of the collocated accelerometer.
4.2 Frequency Response Functions and modal identification

Frequency Response Functions (FRFs) are estimated using the $H_v$ estimator which is defined as the geometric mean of $H_1$ and $H_2$ estimators, very common in literature [11]. The magnitude and phase plots of the measured FRFs are shown in Figure 3. The seven FRFs are used as inputs to the modal identification procedure. Both general viscous and structural damping are considered in parallel in this work. Also, the system to be identified corresponds to the beam containing the sensors and their cables and no effort will be devoted in this work to remove their contribution to the modal properties or to the physical matrices.

Performing the curve fitting of the FRFs to the expressions in Eq. 8 at the same time applying the variable order technique described in Section 3, leads to the stability diagrams shown in Figure 4, where it can be shown the goodness of the methodology to identify the most evident modes (corresponding to the local maxima). Since there are three evident peaks in the FRFs, the order is set to vary between 1 and 5 modes. As can be seen, the three main peaks are easily identified and, if more modes are considered (4 or 5 in this case), the algorithm places them where it can but very low mode shape amplitudes and high values of damping ratios. In both cases, three modes are enough to represent the dynamic behaviour of the beam. This can be stated also in Figure 5, where the error evolution is shown for every tested model order. From
order three and above, the error remains well under two magnitude orders below the initial error value.

The final modal properties are summed up in Table 1 and the associated mode shapes are depicted in Figure 5. It can be shown that the identified natural frequencies are the same and the viscous damping factors are approximately the half of the structural ones, a relationship that can be assumed for low damped structures. This modal information is now used in the next section to estimate the physical matrices of the beam.

<table>
<thead>
<tr>
<th></th>
<th>Viscous damping model</th>
<th>Structural damping model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\omega_r$ (Hz)</td>
<td>$\zeta_r$</td>
</tr>
<tr>
<td>Mode 1</td>
<td>3.61</td>
<td>0.0063</td>
</tr>
<tr>
<td>Mode 2</td>
<td>13.84</td>
<td>0.0036</td>
</tr>
<tr>
<td>Mode 3</td>
<td>31.72</td>
<td>0.0033</td>
</tr>
</tbody>
</table>

Table 1. Modal properties for both damping models

Figure 4. Stability charts obtained for (a) structural damping model and (b) viscous damping model
4.3 Physical matrices estimation

Using the modal parameters estimated in the previous section it is possible to assemble the system of equations of Eq. 9. For this case, with seven monitored degrees of freedom and three identified modes, the system contains 147 unknowns and a total of 129 equations: 24 orthogonality equations, 42 eigenproblem equations and 63 symmetry equations. Since there are more unknowns than equations, it may be useful to add the mass equation, which is estimated to be 6.5 kg. Solving for that system, matrices in Eq. 16 are obtained for the viscous damping model and in Eq. 17 for the structural damping model. Figure 6 shows an FRF comparison between the experimental one at L/4 and the calculated using both obtained physical models.

\[
M = \begin{bmatrix}
-0.478 & 0.108 & -0.375 & -0.370 & -0.448 & 0.164 & 0.467 \\
1.212 & 1.746 & 0.098 & 0.351 & -1.582 & 1.053 \\
-0.385 & -0.705 & 1.971 & 0.199 & -1.350 \\
1.662 & -0.881 & -1.924 & 2.306 \\
2.990 & 0.604 & -1.160 \\
\end{bmatrix}
\]

\[
K = \begin{bmatrix}
1.305 & 0.365 & -0.614 & -0.932 \cdot 10^4 \\
0.134 & 0.700 & -0.130 & -0.899 & -0.130 & 0.539 & 0.729 \\
1.148 & 0.372 & -0.730 & -0.507 & -0.056 & 0.177 \\
-0.028 & -0.085 & -0.020 & 0.032 & 0.034 \\
0.190 & 0.498 \\
\end{bmatrix}
\]

\[
D = \begin{bmatrix}
8.06 & 0.402 & -0.412 & -0.611 \cdot 10^3 \\
-1.262 & -0.390 & -0.057 & 0.662 & 0.071 & -0.322 & -0.506 \\
0.974 & -0.019 & -0.296 & -0.200 & 0.030 & 0.028 \\
-0.199 & -0.142 & 0.109 & 0.173 & 0.192 \\
0.032 & -0.284 & -0.363 \\
\end{bmatrix}
\]
\[
\begin{bmatrix}
-1.733 & 0.965 & 0.993 & -0.065 & -0.717 & -0.412 & 1.204 \\
0.144 & -1.300 & 0.013 & 0.870 & 0.090 & -0.965 \\
0.292 & -0.013 & -0.094 & 0.612 & -0.598 \\
0.151 & -0.037 & -0.529 & 0.572 & -0.145 & 0.124 & 0.022 \\
\end{bmatrix}
\]

\[ M = \begin{bmatrix}
0.731 & 0.565 \\
2.384 & -3.138 & -3.315 & -4.349 \\
1.598 & 2.464 & 2.483 \\
1.229 & 1.112 \\
\end{bmatrix} \cdot 10^3 \quad (17a)
\]

\[
\begin{bmatrix}
7.244 & 0.974 & 1.264 & -2.381 & 3.588 & 5.431 & 5.008 \\
-2.974 & -0.956 & -1.613 & -1.301 & -1.707 & -2.493 \\
1.099 & 1.293 & 0.205 & 0.530 & -0.643 \\
2.384 & -3.138 & -3.315 & -4.349 \\
1.598 & 2.464 & 2.483 \\
1.229 & 1.112 \\
\end{bmatrix}
\]

\[ K = \begin{bmatrix}
-1.122 & 0.477 & 0.258 & 0.584 & -0.515 & 0.033 & 0.166 \\
-0.152 & -0.035 & -0.382 & 0.098 & 0.014 & 0.017 \\
-0.043 & -0.247 & 0.180 & -0.006 & 0.062 \\
0.086 & 0.138 & 0.058 & -0.309 & -0.072 & 0.037 & 0.104 \\
\end{bmatrix} \cdot 10^4 \quad (17b)
\]

\[
\begin{bmatrix}
\end{bmatrix}
\]

\[ D = \begin{bmatrix}
0.004 & -0.040 \\
\end{bmatrix} \quad (17c)
\]

Figure 6. Comparison of FRFs at point L/4

The six presented matrices are full, and no elements can be supposed to be zero as it could be expected for a matrix issued from a finite element assemble. This may be due to several reasons, like the fact that it is a reduced model (a sort of dynamic condensed model) and the effect of the non-measured degrees of freedom have been inherently applied on the measured ones. It is also remarkable the presence of negative terms in the principal diagonals of all matrices. Moreover, it is equally remarkable the difference of magnitude order between both models, specially concerning the mass matrices, being in general the matrices corresponding to the viscous model some magnitude orders above the structural one. Although both facts seem to be counter-intuitive and hard to explain, both combinations of physical matrices lead to the dynamic behaviour represented by the FRFs in Figure 6 and so both models are expected to respond in the same way as the real structure when subjected to actions in the measured frequency band.
5 RESULTS DISCUSSION AND CONCLUSIONS

The proposed methodology is entirely based on the equations that define the modal properties and their relations with the physical matrices. No new equations or results have been extracted in this work and, however, an easy, powerful and fast to apply methodology has been developed. Unlike other methodologies based on optimization and linear programming techniques, that require their time to converge, the pseudo-inverse approach to a rectangular system of equations provides reasonably good results in a very short time lapse, something desirable when it is to be implemented in an automated SHM system.

Although not fully understandable, the two sets of matrices exactly satisfy all the equations presented in Section 3, even the one concerning the total mass of the beam. The systems of equations were, however, under-determined in both cases and the obtained solution via the Moore-Penrose inversion only provided one of the infinite possible solutions. It looks necessary to implement other kind of equations and restrictions for the variables to change this.

Unlike other methodologies based on the pseudo-inversion of some matrices, this procedure does not provide rank-deficient physical matrices. In those cases, this deficiency was caused by the difference between the number of measured degrees of freedom and the number of identified modes. Here, even if that difference exists, its effect is compensated by adding more equations and imposing, for example, the physical terms to be real.
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Abstract. Structures such as floors or bridges are usually tested, according to some standards, in order to check some of their properties. Stiffness and modal parameters can be obtained through static and dynamic testing. Usually, static testing consists in adding mass to the structure and measuring the additional deflection. For convenience reasons, the added mass is usually implemented with tanks of water. However, if the static testing scenario is used to conclude modal parameters or dynamic serviceability assessment, it is necessary to ensure that the added load is representative of the structure conditions during its life span. Although for static load testing the results do not depend on the nature of the gravitational load, the same does not occur when modal parameters are of interest. Whether the mass is solid (sandbags or concrete blocks), liquid (water in tanks) or other types (as vehicles or people, etc.) greatly affects the damping due to interaction phenomena. These interaction effects appeared in an attempt to evaluate the damping on a wooden floor through traditional techniques (modal analysis using a shaker and some accelerometers). With the floor without any load, the different modes of their girders (one-way slab floor) could be easily identified and their frequencies and damping ratios well quantified. However, when supporting water tanks, the identification procedure was a challenging task. Trying to understand how the nature (solid or liquid) of the added mass affects, six case studies based on a lab-scale structure are presented.
1 INTRODUCTION

Figure 1 shows a load test on a pedestrian timber bridge. It consists of distributing several water-filled tanks along its length and measuring the increase in deflection to obtain the stiffness of the structure. Taking advantage of the instrumentation carried out, could a modal analysis be made to obtain the modal properties (frequency and damping ratios) of the footbridge in crowded conditions? In the same way, figure 2 shows a full-scale laboratory timber floor. For the same load, the modal properties are very different if the load is just water in a pool (left) or people. Even if people are sitting (center) or standing (right) the results are also very different.

Figure 1. Loading test in a timber footbridge.

Figure 2. Different loading conditions in a timber floor.
Trying to understand how the nature of the added mass affects, figure 3 shows two scale models (a “bridge” and a “2-storey building”) on which tests are being carried out by loading these models with water balloons and inducing vertical vibrations (for the bridge) or horizontal vibrations (for the 2-storey building). In both cases, tests can be carried out by means of the standard instrumentation consisting on an impact (over a load cell) and several accelerometers, all the signals been recorded by a proper data-logger. Processing all the data (experimental modal analysis methodology, EMA, [1, 2]), mode shapes, modal damping and natural frequencies can be obtained by identification techniques [3, 4, 5].

![Figure 3. Lab layout.](image)

2 CASE STUDIES DESCRIPTION

In order to design a controlled lab test and to identify the interaction effects, the model of a 2-storey building (figure 3) is used. Each floor consists of a methacrylate plate rigid enough to suppose them to be rigid bodies for the purposes of this work. They are connected to each other and to the ground via two aluminium plates. These plates, very stiff in one bending direction with respect to the other, limit the movement of the building model to one horizontal direction.

![Figure 4. Scenarios under study.](image)

Six case studies are presented (figure 4). As a reference or blank scenario, 16 steel nuts of 0.010 kg each were added on the second floor (accounting for 18% of the total mass of the floor, the first floor weighs twice as much). After that, 4 of the nuts were replaced by 4 balloons
containing the same mass in water. Later, the same with another 4 nuts and so on until the solid masses were all replaced. In the last scenario, nuts and balloons are replaced by a tank containing the same mass in water, constituting a tuned liquid damper (TLD). In figure 3, at left, nuts, balloons and the TLD can be seen. Case SSSS corresponds to the case where all the added mass is solid (nuts). In the SSSL case one quarter of the solid mass is replaced by the equivalent in water (confined in balloons). In the SSLL case half of the added mass is solid and half is liquid. Finally, in the SLLL case the added mass is one-quarter solid and three-quarters liquid and in the case LLLL case all the added mass is liquid.

3 METHODOLOGY

As can be guessed in figure 5, left, two IEPE accelerometers (100 mV/g) are installed on each floor (blue ring), both oriented to measure horizontal accelerations. The excitation consists of an impact applied to the load cell (100 N max.), also installed in floor 1 (red ring). The accelerometers and the load cell are wired to an acquisition system (SIRIUS model of the brand Dewesoft), and data are registered at 400 samples per second. In figure 5 right, FRF (H1 estimator) are obtained after each impact and several averages (3 or 4) are carried out in order to remove some of noise.

![Figure 5. Modal analysis on air.](image)

Both FRFs (the one corresponding to the first floor or auto-FRF and the one of the second floor) (are fitted in magnitude and in phase) to a theoretical system of 2 degrees of freedom (eq. 1), in which a general viscous damping model has been assumed.

\[
H_{jk}(\omega) = \sum_{r=1}^{m} \left( \frac{\theta_{rj} \theta_{rk}}{i\omega - s_r} + \frac{\theta_{rj} \theta_{rk}^*}{i\omega - s_r^*} \right)
\]  

(1)
For the reference case (SSSS), figure 6 shows the experimental FRFs (in blue) and their corresponding fitted curves (in red) when \( m=2 \). As can be seen, the system fits perfectly with a two-dof, as intended. After the curve-fitting process, table 1 shows the modal parameters, including the modal coordinates of the two modes, that are plotted in figure 7.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency (Hz)</th>
<th>Damping (%)</th>
<th>Modal coordinates floor1</th>
<th>Modal coordinates floor2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode 1</td>
<td>1.289</td>
<td>0.0104</td>
<td>-0.0948 + 0.0926i</td>
<td>-0.1042 + 0.0984i</td>
</tr>
<tr>
<td>Mode 2</td>
<td>5.764</td>
<td>0.0053</td>
<td>-0.0419 + 0.0393i</td>
<td>0.0593 - 0.0493i</td>
</tr>
</tbody>
</table>

Table 1. Case SSSS after curve fitting and mode shape identification.

![Argand plot for modes 1 (red) and 2 (blue)](image)

<table>
<thead>
<tr>
<th>( \omega )</th>
<th>Peak floor1</th>
<th>Peak floor2</th>
<th>( \xi )1</th>
<th>( \omega )2</th>
<th>Peak floor1</th>
<th>Peak floor2</th>
<th>( \xi )2</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSSS</td>
<td>1.289</td>
<td>13.622</td>
<td>14.736</td>
<td>0.0104</td>
<td>5.764</td>
<td>22.638</td>
<td>30.354</td>
</tr>
<tr>
<td>SSSL</td>
<td>1.297</td>
<td>9.822</td>
<td>11.143</td>
<td>0.0140</td>
<td>5.817</td>
<td>14.329</td>
<td>20.385</td>
</tr>
<tr>
<td>SLLL</td>
<td>1.301</td>
<td>7.329</td>
<td>8.606</td>
<td>0.0184</td>
<td>5.869</td>
<td>12.166</td>
<td>16.143</td>
</tr>
<tr>
<td>SLLL</td>
<td>1.306</td>
<td>6.228</td>
<td>7.359</td>
<td>0.0220</td>
<td>5.915</td>
<td>9.746</td>
<td>12.843</td>
</tr>
<tr>
<td>LLLL</td>
<td>1.298</td>
<td>6.162</td>
<td>6.649</td>
<td>0.0238</td>
<td>5.970</td>
<td>5.683</td>
<td>8.850</td>
</tr>
<tr>
<td>TLD_a</td>
<td>1.171</td>
<td>1.498</td>
<td>1.906</td>
<td>0.0430</td>
<td>6.000</td>
<td>15.999</td>
<td>32.260</td>
</tr>
<tr>
<td>TLD b</td>
<td>1.422</td>
<td>1.536</td>
<td>1.736</td>
<td>0.1211</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Modal parameter and accelerance values.
4 RESULTS

Following a similar procedure for the rest of the cases, results of table 2 and table 3 are obtained. Figure 8 shows the adjusted curves for the SSSL case and figure 9 for the LLLL case. In both cases, the adjusted curves for the SSSS case are shown in grey. Table 2 also shows the values of the accelerance of both FRFs (floor 1 and floor 2) for the peaks corresponding to mode 1 and mode 2. All these values are drawn in the graphs in figure 11.

<table>
<thead>
<tr>
<th>Mode shape 1</th>
<th>Mode shape 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>floor1</td>
<td>floor2</td>
</tr>
<tr>
<td>SSSS</td>
<td>-0.0948 + 0.0926i</td>
</tr>
<tr>
<td>SSSL</td>
<td>-0.0933 + 0.0903i</td>
</tr>
<tr>
<td>SSSL</td>
<td>-0.0911 + 0.0906i</td>
</tr>
<tr>
<td>SLL</td>
<td>-0.0908 + 0.0919i</td>
</tr>
<tr>
<td>LLLL</td>
<td>-0.0963 + 0.0932i</td>
</tr>
<tr>
<td>TLD</td>
<td>0.0776 - 0.0097i</td>
</tr>
<tr>
<td></td>
<td>-0.0692 + 0.1141i</td>
</tr>
</tbody>
</table>

Table 3. Modal coordinates.
Actually, the adjustment to the TLD case is more complicated. Precisely because of the splitting that occurs in mode 1, a setting of order 3 (m=3 in eq. 1) is necessary. Figure 10a shows the stability diagram together with the fitted FRFs (10b) for this case. The values for the split mode 1 are also shown in the corresponding tables.

In order to better observe how the modal parameters evolve through the different cases, Figure 11 shows the accelerances of the first peak (in floor 1 and floor 2) together with the corresponding value of the frequency of the first mode (figure 11 a) and also the modal damping ratio (figure 11b). Similarly, figures 11c and 11d refer to the second mode.
Once known the scaled modal coordinates (table 3) it is also possible to estimate the modal masses of each mode, which is shown in table 4 and plotted in figure 12.

Table 4. Modal masses for each case

<table>
<thead>
<tr>
<th>Case</th>
<th>Modal mass 1</th>
<th>Modal mass 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSSS</td>
<td>3.007</td>
<td>2.323</td>
</tr>
<tr>
<td>SSLL</td>
<td>2.828</td>
<td>2.132</td>
</tr>
<tr>
<td>SLLL</td>
<td>2.690</td>
<td>2.323</td>
</tr>
<tr>
<td>LLLL</td>
<td>2.620</td>
<td>2.281</td>
</tr>
<tr>
<td>TLD</td>
<td>2.936</td>
<td>1.819</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

As the load changes from solid to liquid, the frequency of the mode 1 remains sensibly constant (except in the split, TMD case) while the frequency of the mode 2 slightly increases (4%). Similarly, the accelerations decrease (55% on average, not counting on the TLD case) and the damping increases (up to 130% for mode 1 and 270% for mode 2, not counting on the TLD case). Modal masses do not have a defined trend.

All these interesting results must be carefully analysed. Similar experiments are proposed for vertical vibrations on the bridge scale model (figure 3). Full scale tests are also pending.

After the analysis of the estimated FRFs for all the scenarios, it will be concluded that the nature (solid or liquid) of the added mass affect the modal properties. It is known that the liquid mass can provide new natural modes. In the case the new modes are close to the ones of the
original model, relevant changes could appear because of the interaction effects, being these phenomena similar to the working principle of the tuned liquid damper (case TLD, included).

Note that more cumbersome scenarios can appear when crowds occupy the floor structure [6, 7]. From the experiments carried out, it should be concluded that the typical static load test scenarios present some limitations when used to perform modal identifications or dynamic tests, since they may not describe the actual conditions of the structure during its normal use (live loading).
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Abstract. The paper deals with structural damage identification in steel trusses. Classical procedure based on dynamic measurements able to detect flexibility changes are complemented with data predicting cracks and their evaluating by image processing. The procedure proposes first a damage index, the Stiffness Reduction Factor (SRF), evaluated on the basis of the error between the predictive truss model and the experimental modal model. Then, a nonlinear FEM model is used to determine fatigue cracks in the truss nodes which are compared with the observed ones determined by image processing. A real case study, the Quisi bridge located in Spain, is used to show the potentiality of the procedure.
1 INTRODUCTION

Steel truss railway bridges are subject to potential damage, mainly due to fatigue phenomena and corrosion. The monitoring of infrastructures’ condition becomes a very important issue to our society for detecting their damage. In last years, vibration-based damage identification methods have been proposed in conjunction with other techniques. Even though the matter has strongly exploited in the scientific community, the raising of innovative technologies in mechatronics, robotics and Information and Communication Technology (ICT) opens up new perspectives in facing the classical problems in the management of infrastructures [9]. Related to this topic, two main research fields could have impact in the inspection and monitoring of infrastructures: automated machine vision-based inspection and the classical structural vibration monitoring. In the first area the use of mobile robots and UAV have strongly increased the acquisition of images to sense the spatial characteristics of the environment, permitting the creation of “cloud” of 3D points. The second area consists in a structural health monitoring system to permit visualization and management of sensor data, data interpretation and analysis and interaction with classical finite element model for structural behavior simulation and model updating. Classical vibration-based monitoring acquires the structural dynamic response, and the corresponding analysis obtains knowledge about the actual mechanical behavior of a structure.

To assess the presence of damage in a steel truss railway bridge, a procedure that links information derived by the vibrations of the bridge with image acquisition by means of long-term monitoring system, has been developed. The paper focuses first on the effects of damage on the static and dynamical response of a nominal model of steel truss. For this purpose, damage is described as a reduction of cross section area of one element of the truss. The direct problem is addressed by FEM and the global modes are identified. The procedure for linear damage detection is tested using pseudo-experimental data, that are generated from the model under white noise. The main modal parameters of the dynamic system are evaluated, before and after damage, using Stochastic Subspace Identification (SSI) method [6-8], based on the assumption that the input is a realization of a stochastic process. The damage identification problem is solved by minimizing an objective function.

A global model of the Quisi Bridge case study is made. The aim of the global analysis is the investigation of the bridge structural behavior to evaluate the structural response due to train crossing. Numerical simulations were conducted before and after damage to study the changes in frequencies and mode shapes due to the presence of damage. In order to perform automatic identification of structural modal parameters based on structural response (output) and to calibrate the numerical global model on experimental data by model updating procedures, an Operational Modal Analysis (OMA) procedure is applied with the purpose of achieve an accurate estimation of natural frequencies. Results obtained from numerical analysis and experimental dynamic tests are mixed together to identify critical details most subjected to fatigue-induced cracks.

In particular, this work aimed at obtaining a better and more accurate comprehension of fatigue phenomena which determine fatigue cracks under the application of a large number of cycles. Thus, a local analysis of critical details is performed to assess the local stress induced by load cycles and the resistance of principal elements.

Preliminary studies performed on the Quisi Bridge, are reported.
2 A PROCEDURE FOR DAMAGE DETECTION IN A TRUSS SYSTEM

In order to assess the presence of damage in a truss structure based on vibration measurements, a sensitivity analysis is performed on a planar truss model (Figure 1) to study the defect-induced reduction of stiffness, (combination of damage intensity and extension).

The damaged truss element is defined and implemented through a classical FEM procedure in which damage is described as a cross-section area reduction and the local stiffness matrix has the following expression:

\[
K^e_d = \frac{EA}{L} \cdot \begin{bmatrix}
1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} = \frac{EA}{L} (SRF) K^e
\]

where the damage intensity \(\zeta\) and extent \(\delta\) have been represented in non-dimensional form as:

\[
\zeta = \frac{EA - E_{Ad}}{EA}, \quad \delta = \frac{L_d}{L}, \quad 0 \leq \zeta \leq 1, 0 \leq \delta \leq 1
\]  

(SRF) is the Stiffness Reduction Factor which is a combination of these two parameters affecting the stiffness and consequently the frequencies \([10-11]\). Several damage scenarios were considered: the damage parameters were applied consecutively to truss element n. 2, 5 and 6 (Figure 1).

The dependence of the frequencies on the SRF is described by numerical evaluation FEM. The procedure uses pseudo-experimental response, generated from the numerical model under white noise. Vertical accelerations of the bridge were evaluated in several nodes of the model, (indicated in red in Figure 1), and based on these measurements a dynamic identification of the modal parameters was made by SSI in time domain. The inverse problem of damage identification is addressed minimizing an objective function \(\mathcal{L}(\zeta, \delta)\) based on frequency measurements, that represents the comparison between the numerical and the experimental dynamical response of the truss. The objective function \(\mathcal{L}(\zeta, \delta)\) is defined as follows:

\[
\mathcal{L}(\zeta, \delta) = \sum_{i=1}^{k} \left| \frac{\omega^E_{d,i} - \omega^N_{d,i}(\zeta, \delta)}{\omega^E_{u,i}} \right|^2
\]

Where \(\omega^E_{d,i}\) and \(\omega^N_{d,i}(\zeta, \delta)\) are the \(i\)-th experimental and numerical frequencies of the damaged element respectively, while \(\omega^E_{u,i}\) represents the corresponding frequency in the undamaged state. Only an optimum number of modes \(k\) are needed to be considered to univocally determine the SRF(\(\delta, \zeta\)) curve in the damage parameter plane (\(\delta, \zeta\)). The number of modes that are necessary to achieve a unique solution in the optimization problem depends on the position of the damaged element in the truss. Figure 2 shows results of the performance of index \(\mathcal{L}\) in the detection of curve SRF(\(\delta, \zeta\)) varying the number of modes \(k\). The target point \(T\) is indicated with red circle, and the corresponding \(\Gamma\)- curve, in red in Figure 2, is \(\Gamma(0.3;0.5) = 0.76923\).
Table 1 shows the performance of index $\mathcal{L}$ in the detection of the stiffness reduction factor $\Gamma$. The number of modes depends on which damaged truss element is considered and on the effects of the vibrational modes. Considering the first three mode of vibration is enough to determine the stiffness reduction factor for this example.

The sensitivity-based strategy can use different type of objective functions and not only frequencies: a modal assurance criterion (MAC and CoMAC); modal flexibility [5] or a combination of the first options [2]. As reported below, a damage identification based on changes in mode shapes is performed for the Quisi Bridge case study.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Element 2 $\Gamma$</th>
<th>$E_r$ [%]</th>
<th>Element 5 $\Gamma$</th>
<th>$E_r$ [%]</th>
<th>Element 6 $\Gamma$</th>
<th>$E_r$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7596</td>
<td>1.24</td>
<td>0.7958</td>
<td>3.46</td>
<td>0.7879</td>
<td>2.44</td>
</tr>
<tr>
<td>2</td>
<td>0.7617</td>
<td>0.90</td>
<td>0.7721</td>
<td>0.39</td>
<td>0.7852</td>
<td>2.08</td>
</tr>
<tr>
<td>3</td>
<td>0.7709</td>
<td>0.22</td>
<td>0.7722</td>
<td>0.40</td>
<td>0.7750</td>
<td>0.76</td>
</tr>
<tr>
<td>4</td>
<td>0.7714</td>
<td>0.28</td>
<td>0.7725</td>
<td>0.43</td>
<td>0.7766</td>
<td>0.97</td>
</tr>
<tr>
<td>5</td>
<td>0.7722</td>
<td>0.39</td>
<td>0.7726</td>
<td>0.44</td>
<td>0.7773</td>
<td>1.05</td>
</tr>
<tr>
<td>6</td>
<td>0.7724</td>
<td>0.42</td>
<td>0.7729</td>
<td>0.48</td>
<td>0.7778</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Table 1: Performance of index $\mathcal{L}$.

3 GLOBAL MODEL: QUISI BRIDGE CASE STUDY

The Quisi Bridge located in Benissa (Alicante) is an historic steel truss railway bridge, which is investigated with different techniques to assess the presence of fatigue damages. It is a XX century steel Bridge and it is part of the 9th FGV Railway Line. The structure consists in a top-bearing Pratt type truss. It is 170 m long with six spans of different length (Figure 3).

Figure 3: Quisi Bridge.
A 3D FE model of the main span permits to evaluate frequencies variation due to damage. Two different damage scenarios (DS) are considered: the first one (DS1) affecting one element of the main span with a stiffness reduction factor of 0.3, the second one (DS2) affecting a group of elements of the truss. The frequency variation for the first four modes in percentage are reported in the Table 2. The frequency variation produced by damage appears to be quite low evidencing the needs of introducing also other type of damage index based on mode shapes. The changes of mode shape can be evaluated quantitatively using a well-known correlation measure, the modal assurance criteria (MAC) between two modes shape \( \phi_i \) and \( \phi_j \), as defined as:

\[
MAC_{ij} = \frac{|\phi_i^T \phi_j|^2}{|\phi_i^T \phi_i| |\phi_j^T \phi_j|}
\]

Table 2: Frequency variations due to the presence of different damage scenario (DS).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Mode</th>
<th>UN</th>
<th>DS 1 (%)</th>
<th>DS 2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.984</td>
<td>0.016</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.016</td>
<td>0.984</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 3: MAC comparing modes from numerical model for damaged and undamaged scenarios. Bold indicates a value calculated with the same mode from the scenario pair.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Mode</th>
<th>UN</th>
<th>DS1</th>
<th>DS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8341</td>
<td>0.1652</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.1648</td>
<td>0.8346</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.9925</td>
<td>0.072</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.071</td>
<td>0.9925</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.9940</td>
</tr>
<tr>
<td>6</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
MAC fails to reflect the change in mode shape. Another well-known mode shape-derived correlation measure, the coordinate modal assurance criteria (CoMAC), is examined herein. It can be regarded as a point-wise measure of the correlation between two sets of mode shapes and be defined for a measurement point (or degree of freedom) \( i \) as:

\[
\text{CoMAC}_i = \frac{\left( \sum_{j=1}^{nm} \phi_{ij}^d \phi_{ij}^u \right)^2}{\sum_{j=1}^{nm} (\phi_{ij}^d)^2 \sum_{j=1}^{nm} (\phi_{ij}^u)^2}
\]

(5)

The CoMAC between the mode shapes of the damaged and corresponding undamaged scenarios, can be calculated as presented in Figure 4. Although CoMAC is often taken as damage locator for its space information, it might sometimes be affected by its low sensitivity to damage, (as in DS2), and from confusing localization, (as in DS1).

![Figure 4: CoMAC comparing modes obtained by numerical model of the main span.](image)

### 4 EXPERIMENTAL TEST ON THE QUISI BRIDGE

For the Quisi Bridge an experimental dynamic identification of the main features characterizing the dynamic behaviour of the structure, has be performed in order to calibrate the numerical global model on experimental data by updating procedures. Experimental tests constitute a reliable and effective tool for the evaluation of structural dynamic properties. They are composed of experimental acquisitions, obtained recording vibrations of suitable key points of the structure subjected to environmental excitations, and following numerical elaboration of data. Three uniaxial accelerometers were placed on the bridge, one in each mid-span on the right side of the bridge for the first test and on the left side for the second test. Starting from the recorded data, the global modes are identified by Operative Modal Analysis technique (OMA) [4], using the Stochastic Subspace Identification (SSI) in the time domain [1]. Data processing, system identification and modal analysis were performed using MACEC, which is a MATLAB toolbox developed for Experimental and Operational Modal Analysis by the Structural Mechanics division of K.U. Leuven [7].

Figure 5 shows the stabilization diagram and the PSD for the main span of the Quisi bridge in the first OMA test. The identified modal frequencies are reported in Table 4. A total of 4 frequencies for the first test, and 3 frequencies for the second test were identified based on measured response only. In general, a very good accordance is achieved. Due to the low number of accelerometers is not possible to also identified mode shapes.
Figure 5: Stabilization diagram and PSD obtained by SSI.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$f_{nm}$ [Hz]</th>
<th>OMA-test 1</th>
<th>OMA-test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$f_{id}$ [Hz] $\Delta$[%]</td>
<td>$f_{id}$ [Hz] $\Delta$[%]</td>
</tr>
<tr>
<td>1</td>
<td>5.05</td>
<td>4.50</td>
<td>10.8</td>
</tr>
<tr>
<td>2</td>
<td>5.42</td>
<td>5.64</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>7.30</td>
<td>7.85</td>
<td>7.5</td>
</tr>
<tr>
<td>4</td>
<td>15.48</td>
<td>15.60</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4: Numerical model frequencies and identified by SSI ones.

5 LOCAL MODEL

The global analysis of the Bridge aimed at the investigation of bridge actual structural performance under train passage, including the assessment of internal forces induced by train into the critical details most subjected to vibration effects. The development of a numerical global model is essential for the identification of the key points that permitting the proper modelling also of critical details. Thus, using forces from the global FE model, it is possible to perform an analysis of the steel connection. There are a lot of benefits of a detailed simulation, first of all the possibility to study system with complex stress distribution, to reproduce correctly local dynamic behaviors, the estimation of action and contact forces, the design of retrofitting for steel connection damaged by corrosion or fatigue cracks. The correct evaluation of local effects generally neglected or simply not consider by standard mechanical modelling is one of the main issues of damage identification. The main effort is the identification of critical details most exposed to damage phenomena, these details can be successful identified by a preliminary analysis of bridge structural behaviour, by means of standard analysis properly refined in order to catch a qualitative indication of local fatigue behaviour.

Once critical details are identified, a nonlinear static analysis can be obtained by means of numerical local models able to represent properly the vibration/distortion phenomena that influence intensity and distribution of stresses. The detailed model using shell FE and links system, is developed by MIDAS-FEA software. The approach to model riveted connection in detailed shell model is made through beam between two surfaces and a system of rigid links between the master node, in the center of the hole, and the slave nodes lying on the circumference of the hole (Figure 6).
5.1 Nonlinear static analysis

In this chapter a nonlinear static analysis is carried out. A nonlinear static analysis is a procedure in which the magnitude of the structural loading is incrementally increased in accordance with a certain predefined pattern. With the increase of the magnitude of loading failure mode of the structure are found. Beam element stresses were extracted from the FE global model (Figure 7). For each load step the nonlinear static response of the local model was computed. The stress-strain relation is expressed by an elastic-linear strain hardening law. The elastic-linear strain hardening model supposes that the continuous curve is approximated with two straight lines, the first line has a slope of Young’s modulus, while the second straight line presents an idealization for the strain hardening range and has a slope which corresponds to the tangent modulus ($E_t$), where $E_t < E$. Figure 8 (a-l) shows the distribution of the maximum principal stresses at ten different steps of the incremental static analysis, that are reported in Table 5. The analysis of the figure reveals maximum stress levels in the order of $673 \text{ MPa}$, which represents high values. These maximum stresses are observed on the top of the diagonal member, in the connection plate with the upper chord.

In the Figure 9 (a), the plasticity status obtained by nonlinear static analysis: (a-1) the blue colour indicates the plastic zones that are potential crack locations, (i.e. the connection plate is a plastic region). Figure 9 (a-2) shows a detail of the double strap joint with two rows of rivets in the plate: from a static point of view both rows carry the same load which implies the same stress on the rivets, but from a fatigue point of view the two rows are in a different position, the holes in row B of the plate are loaded by $P_B$ only and in row A the same load $P_A$ is present on the holes but the load already introduced in row B is also passing these holes. The latter load is called a bypass load. Nevertheless, for this case study the holes in row A are more severely loaded than holes in row B and thus will be more fatigue critical. Fatigue cracks will occur in the row A cause of plastic deformation around the holes under static load. In the Figure 9 (b), the flux of the principal stresses is highlighted by blue colour (compression) and red colour (tension) lines with lengths proportional to the stress intensity.

Figure 7: (a-1) Actual photo of the critical point of the Quisi Bridge where fatigue phenomena could arise; (a-2) Location of the potential fatigue critical node; (b) FE local model by MIDAS-FEA.
Figure 8: (a-l) Maximum principal stresses obtained by static nonlinear numerical analysis.

<table>
<thead>
<tr>
<th>Step</th>
<th>T [KN]</th>
<th>σI [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>385</td>
<td>70.21</td>
</tr>
<tr>
<td>(b)</td>
<td>770</td>
<td>134.82</td>
</tr>
<tr>
<td>(c)</td>
<td>1155</td>
<td>203.13</td>
</tr>
<tr>
<td>(d)</td>
<td>1540</td>
<td>270.95</td>
</tr>
<tr>
<td>(e)</td>
<td>1925</td>
<td>338.39</td>
</tr>
<tr>
<td>(f)</td>
<td>2310</td>
<td>405.26</td>
</tr>
<tr>
<td>(g)</td>
<td>2695</td>
<td>472.58</td>
</tr>
<tr>
<td>(h)</td>
<td>3080</td>
<td>539.87</td>
</tr>
<tr>
<td>(i)</td>
<td>3465</td>
<td>607.17</td>
</tr>
<tr>
<td>(l)</td>
<td>3850</td>
<td>673.03</td>
</tr>
</tbody>
</table>

Table 5: Load steps applied and the corresponding maximum principal stress levels, for a finite element of the model located in the upper side of the diagonal member.
5.2 Fatigue analysis

Fatigue failure is defined as the tendency of a material to fracture by means of progressive brittle cracking under repeated alternating or cyclic stresses of an intensity considerably below the normal strength. Although the fracture is of a brittle type, it may take some time to propagate, depending on both the intensity and frequency of the stress cycles. All structures and mechanical components that are cyclically loaded can fail by fatigue. Fatigue failure in structures frequently occurs in joints. Understanding the fatigue mechanism is essential to considering various technical conditions which affect fatigue life and fatigue crack growth.

Fundamental requirements during design and manufacturing to avoid fatigue failure are different for each different case and should be considered during the design phase. Fracture specifically describes the growth or propagation of a crack once it has been initiated and has given rise to many so-called crack growth methodologies. Fatigue analysis can be performed based on stress (stress-life method) and strain (strain-life method).

The stress-life method is mainly used for fatigue analysis under the condition of a low stress level relative to the yield stress. The stress-life method predicts the extent of fatigue under a given loading history using the relationship between the number of loading cycles ($N$) and stress amplitude ($S$) at the time when failure occurs from a cyclically applied constant load. The S-N curve shows the relationship between the stress amplitude ($S$) occurring from a cyclic loading of constant amplitude applied to the structure and the number of cycles to failure ($N$) when the stress of the corresponding amplitude is repeated. For a fatigue analysis using the stress-life method, a linear elastic analysis on the structure is performed first, and then equivalent stresses (such as principal stresses) are obtained. These stresses are then applied to an S-N curve to predict the number of loading cycles required to reach the fatigue failure in conjunction with detail category tables, to obtain a good estimation of the safety level of each detail on the bridge.

In Eurocode 3 [3], 14 S-N curves, which are equally spaced in log scale, as shown in Figure 10 (a), are defined. Each curve is characterized by the detail category $\Delta \sigma_C$. The slope coefficient $m$ is equal to 3 for stress range above the constant amplitude fatigue limit (CAFL), $\Delta \sigma_0$, at 5 million cycles, and equal to 5 for stress range between the CAFL and the cut-off limit, $\Delta \sigma_L$, at 10 million cycles.

For riveted connections, Italian railways company imposed a value of 71 MPa, corresponding to the detail category 71, see Figure 11 (b), where the nominal stress $\Delta \sigma$ has to be calculated on the net cross-section (gross cross-section minus section of rivet holes in the critical section).
According to Eurocode 3 part 1-9, the fatigue strength value \( \Delta \sigma_C \) is divided by \( \gamma_{MF} \), so obtaining \( \Delta \sigma_D = \Delta \sigma_C / \gamma_{MF} = 71/1.35 \text{ MPa} = 52 \text{ MPa} \). The fatigue strength curve is defined as follows:

\[
(\Delta \sigma_R)^m N_R = (\Delta \sigma_C)^m 2 \cdot 10^6, \quad m = 3 \text{ for } N \leq 5 \cdot 10^6
\]

\[
(\Delta \sigma_R)^m N_R = (\Delta \sigma_C)^m 2 \cdot 10^6, \quad m = 5 \text{ for } 5 \cdot 10^6 \leq N \leq 1 \cdot 10^8
\]

\[
\Delta \sigma_L = (5/100)^{1/5} \Delta \sigma_D, \quad \text{(cut-off limit)}
\]

When several stress amplitudes exist, the degree of damage of a material is calculated by accumulating individual damages from each of the stress amplitudes. Using the number of cycles corresponding to a specific stress amplitude, \( n_i \), and fatigue life, \( N_i \), the cumulative damage is calculated using Equation (9). The fatigue life of a structure is the reciprocal of the damage according to Equation (10).

\[
\text{Damage} = \sum_i \frac{n_i}{N_i}
\]

\[
\text{Fatigue Life} = \frac{1}{\text{damage}}
\]

The riveted single-track railway Bridge was built in 1917 and was in use until a few years ago. After over 90 years of service, there is a motivation for assessment since the bridge has reached the end of its design working life. Therefore, an assessment is carried out to determine the residual service life of the bridge. Since the bridge has been in use for 94 years, there is a higher probability of failure due to fatigue than due to static overloading.

Data on traffic was collected from the railway’s archives. A single type of locomotive has transited this line, (Locomotive series 1000), as sketched in Figure 11.

Results of fatigue analysis performed using MIDAS-FEA are reported in Figures 12 and 13. From the second fatigue result, it is noticed that there is no remaining fatigue life for elements in blue colour, it had expired 4 years before the year in which this assessment was undertaken. The member chosen for the analysis cannot be considered safe anymore. It should be noted that each specific structural element has a different fatigue life.

Figure 10: (a) Fatigue strength curves for nominal stress ranges for structural steel components; (b) S/N curve for the fatigue assessment of old riveted steel bridges.
Figure 11: Sketch of Locomotive series 1000 and distance between axles and axle loads.

Figure 12: Fatigue analysis results in terms of damage: (a-1) - (a-2) detail views of damage contour.

Figure 13: Fatigue analysis results in terms of fatigue life: (a-1) fatigue life of the joint; (a-2) detail of the holes in the diagonal element.

6 LONG-TERM MONITORING

An image acquisition by means of long-term monitoring system on the Quisi Bridge, permits on one hand to improve the procedure and, on the other hand, to obtain the description of current fatigue cracks on the bridge. On-site inspections were carried out by means of non-destructive testing of the connections of the bridge. Gamma radiation radiographs, (gammagraphy), were performed. The tests were performed by the TÜV SÜD ATISAE Laboratory and the test
standard procedure UNE EN ISO 5579 was used. The gammagraphy was carried out in a total of 160 connection geometry of the viaduct. The existence of cracks, cavities, inclusions, fusion and penetration defects, imperfections in shape and dimensions and other types of imperfections have been analyzed. In general, the state of the connections is very acceptable. However, small fissures have been identified in four zones of the bridge, shown in Figure 14, 15 and 16. It is worth noting that the first crack on the first isostatic span (Figure 14) and also the second crack on the iperstatic span (Figure 15) are located down the rivet cap or in the interior of the plate inside the union of several steel sheets. Through visual inspection it is not possible to detect these cracks. The third crack, (Figure 16 (b)), could be an original failure dating back to the stage of fabrication process of the rivet on the bridge; the fourth crack (Figure 16 (c)) is of the same type as the first two. On the isostatic spans the cracks are in a similar position this could be due to the loop effect generated by the train passage. No crack was observed in the position subjected to local modeling. Thus, a second detailed local model is under realization.

The image processing of the crack images has been carried out through segmentation by thresholding. Segmentation in a digital processing is a process of partitioning an image into significant regions and it is used to extract objects from the image. As in Figure 17 the first step is the thresholding that from a grayscale image returns a binary image, subsequently the noise removal, in the third step the assessment of the boundaries of the identified regions, the regions associated with the crack are the regions 3 and 4, and these will be therefore measurable (parameter estimation of the crack). The same procedure is in progress for other crack images, it is requiring pre-processing to highlight the crack from the background (Figure 18).

Based on the information extracted from the images acquisition and the newer local model behavior, it will be possible to update the global model considering the presence of fatigue crack.

Figure 14: (a) Bridge critical point where crack 1 is observed; (b) Gammagraphy of a crack identified; (c) Cross view where the crack 1 is observed.

Figure 15: (a) Bridge critical point where crack 2 is observed; (b) Gammagraphy of a crack identified.

Figure 16: (a) Bridge critical point where cracks 3 and 4 are observed; (b) - (c) Gammagraphies of the two cracks identified; (d) Cross view where the crack 4 is observed.
7 CONCLUSIONS

A procedure to identify damage in a steel truss bridge has been proposed. The results obtained through pseudo-dynamic testing and FEM analysis for a simple truss evidences the obtainable resolutions in damage indicator with the increase of a number of modes. For the main span of the Quisi Bridge the damage changes, affected both one single element and then a group of elements, do not affect to the main frequencies of the bridge so, a mode shape based method is performed. Natural frequency changes alone may not be sufficient for a unique identification of the location of structural damage.

From the results of stress intensity obtained in the global model, the critical point is selected to analyze the fatigue phenomena in the local model.
Fatigue damage appears in the form of fatigue cracks and can occur in primary loaded or secondary elements. Since fatigue failure is depending on the load spectra over the service life, consequently, existing steel structures suffer more from fatigue and accumulate more damage the older the bridges are.

Fatigue crack initiation in structural details is generally expected where stress concentrations may occur, such as holes as showed by the presented detailed FEM model of a joint of the Quisi Bridge. These results are comparable with the crack identified by Gammagraphy. More data are expected for the Quisi Bridge in which a permanent monitoring system will be install even with image acquisition. Figure 19 shows the experimental setup with an important number of channels, the data acquisition is done under environmental condition.

Concerning the image-based detection of fatigue cracks, the general architecture of the method is shown in Figure 20 and it includes: an initially collect the image of the structure which will be subjected to the crack detection process (image acquisition), the pre-processing of the images with segmentation, the crack detection using the result of the processed image and finally the crack feature extraction that is the step in which the detected cracks are separated based on the width, depth, area or length of the crack.

The available data will permit to perform a nonlinear model updating through an error criterion based on crack pattern and frequency and modal shape variations.
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Abstract. The Frequency Domain Decomposition (FDD) method consists on identifying natural frequencies and mode shapes of structural and mechanical system as the peaks of a frequency plot. However, the damping ratio is not an output of FDD, but it is calculated in secondary step. In this work a new method is proposed to estimate the damping ratios. The idea is to use maximum likelihood estimation, where the likelihood function is defined in terms of the innovations of the state space model. This is a highly nonlinear and complicated function of the unknown parameters, so a numerical method must be used to find the maximum. In this work, the BFGS algorithm has been chosen. This method also allows quantifying the uncertainty of the parameters using the Hessian matrix. Due to the nature of the method, there are not problems with closely spaced or repeated modes.
1 INTRODUCTION

The Frequency Domain Decomposition (FDD) algorithm is maybe the most known and used method to estimate modal parameters in Operational Modal Analysis. FDD was introduced as an extension of the classical frequency domain Peak Picking approach [1]. The main advantage of this approach is the fact that engineers and researchers can identify the modes of vibration of their system as the peaks of a frequency plot. On the contrary, other sophisticated techniques like Subspace methods are usually viewed as black boxes where the user looses the physical meaning of the parameters.

Apart from the user-friendliness of the method, FDD gives reasonable estimates of natural frequencies and mode shapes. However, the damping ratio is not an output of FDD, but it is calculated in secondary step [2]: once the natural frequency and mode shape are computed, the contribution of this mode to the spectral density matrix is isolated and transformed back to the time domain. Then, the damping ratio is computed from the corresponding free decay. This two step method is called Enhanced Frequency Domain Decomposition (EFDD). Reference [3] is an updated review of the most relevant works for damping estimation in the FDD context.

In this work a new method for the estimation of the damping ratio is proposed. Instead of using free decays, the method proposes to estimate the damping ratios using the maximum likelihood method. The likelihood function is defined in terms of the innovations of the state space model. This is a highly nonlinear and complicated function of the unknown parameters, and among all the available numerical algorithms, the BFGS algorithm has been chosen to find the maximum of this function. This method also allows quantifying the uncertainty of the parameters, specifically, the confidence intervals of the estimates can be computed using the Hessian matrix.

2 The FDD method

The vibrations of a mechanical/structural system, \( \mathbf{q}(t) \in \mathbb{R}^{n_q} \), are given by the equation:

\[
\mathbf{M}\ddot{\mathbf{q}}(t) + \mathbf{C}\dot{\mathbf{q}}(t) + \mathbf{K}\mathbf{q}(t) = \mathbf{F}(t)
\]

(1)

We can change the coordinate system to modal coordinates by mean of the linear transformation:

\[
\mathbf{q}(t) = \Phi \mathbf{q}_m(t)
\]

(2)

where \( \mathbf{q}_m(t) \) is the vibration in modal coordinates and \( \Phi \) is the matrix of modal vectors. Let us assume we are measuring the acceleration of \( n_y \) selected points:

\[
\mathbf{y}(t) = L_y \ddot{\mathbf{q}}(t)
\]

(3)

We consider the contribution of only \( n_m \) modes of vibration:

\[
\mathbf{z}_m(t) = L_m \mathbf{q}_m(t)
\]

(4)

where \( L_y \in \mathbb{R}^{n_y \times n_q} \) and \( L_m \in \mathbb{R}^{n_m \times n_q} \) are selection matrices. Combining these equations we have:

\[
\mathbf{y}(t) = L_y \ddot{\mathbf{q}}(t) = L_y \Phi \ddot{\mathbf{q}}_m(t) = L_y \Phi L_m \ddot{\mathbf{z}}_m(t) = \Phi_e \ddot{\mathbf{z}}_m(t)
\]

(5)

where \( \Phi_e = L_y \Phi L_m^T \in \mathbb{R}^{n_y \times n_m} \). The auto-correlation matrix of the responses is:

\[
\mathbf{C}_y(\tau) = E[\mathbf{y}(t + \tau)\mathbf{y}(t)^T] = \Phi_e E[\ddot{\mathbf{z}}_m(t + \tau)\ddot{\mathbf{z}}_m(t)^T] \Phi_e^T = \Phi_e \mathbf{C}_m(\tau) \Phi_e^T
\]

(6)
Applying the Fourier Transform we obtain:

\[ G_y(\omega) = \Phi G_m(\omega) \Phi^T \]  

(7)

where \( G_m(\omega) \) is the matrix of spectral densities in modal coordinates at a given frequency \( \omega \). On the other hand, the singular value decomposition of matrix \( G_y(\omega) \) is given by:

\[ G_y(\omega) = U D U^T \]  

(8)

where \( D \) is a diagonal matrix and \( U U^T = I \). The FDD method consists in taking \( G_m(\omega_i) = D \) and \( \Phi = U \), where \( \omega_i \) are the peaks of the spectral densities. Therefore:

- The modal frequencies are the peaks of the spectral densities, \( \omega = \omega_i \).
- The modal vectors are the column of the eigenvector matrix \( U \) computed at \( \omega = \omega_i \).

The method does not return the damping values. The most known and used approach for computing the damping is the Enhanced FDD [2]. In this work we propose a maximum likelihood approach.

3 PROPOSED METHOD

3.1 The state space model and the likelihood function

Given the acceleration recorded in the structural/mechanical system, \( y_{1:n} = \{y_1, y_2, \ldots, y_n\} \), we model these data using the state space model:

\[ x_{t+1} = Ax_t + w_t \]  

(9)

\[ y_t = Cx_t + v_t \]  

(10)

where \( w_t \sim N(0, Q) \) and \( v_t \sim N(0, R) \). The model parameters are \( \theta = \{A, C, Q, R\} \). Using the Kalman filter, this model can be written in the innovation form:

\[ x_{t+1|t} = Ax_{t|t-1} + Ke_t \]  

(11)

\[ y_t = Cx_{t|t-1} + e_t \]  

(12)

where \( x_{t|t-1} = E[x_t|y_{1:t-1}] \) are the predicted states, \( K \in \mathbb{R}^{n_x \times n_y} \) is the Kalman gain and \( e_t \in \mathbb{R}^{n_y} \) are the innovations, with distribution \( e_t \sim N(0, \Sigma) \). Therefore, the likelihood can be written:

\[ l_y(\theta) = -\frac{1}{2} \sum_{k=1}^{n} \left[ \ln |\Sigma(\theta)| + e_k^T(\theta) \Sigma(\theta)^{-1} e_k(\theta) \right] \]  

(13)

3.2 Maximum likelihood estimation

Let us consider \( m \) natural frequencies \( \Omega = \{\omega_1, \omega_2, \ldots, \omega_m\} \) and modal vectors \( \Phi = \{\phi_1, \phi_2, \ldots, \phi_m\} \) computed with the FDD method. The corresponding unknown damping ratios will be called \( Z = \{\varphi_1, \varphi_2, \ldots, \varphi_m\} \). The state space matrices can be defined from them (see [5] for details):

\[ A = \begin{bmatrix} 0 & \text{I} \\ -\Omega^2 & -2Z \Omega \end{bmatrix}, \quad C = \Phi \begin{bmatrix} -\Omega^2 & -2Z \Omega \end{bmatrix}. \]  

(14)
We need to define the matrices $Q$ and $R$ for that modal frequencies, damping ratios and modal vectors. We have not found closed formulas for that, so we have used the EM algorithm to estimate them numerically ([6]).

The system matrices, and therefore the likelihood function, are functions of the unknown damping ratios, $\theta = \theta(Z)$. Equation (13) can be written as:

$$l_y(Z) = -\frac{1}{2} \sum_{k=1}^{n} \left[ \ln |\Sigma(Z)| + e_k^T(Z)\Sigma(Z)^{-1}e_k(Z) \right]$$  \hspace{1cm} (15)

This is a highly nonlinear and complicated function of the unknown damping ratios, $Z$. We have chosen the BFGS algorithm to find the maximum of this function.

4 RESULTS

We have simulated a 4DOF structural/mechanical system defined by the following modal properties:

$$\Omega = \begin{bmatrix} 1.52 & 3.09 & 4.42 & 5.21 \end{bmatrix} \text{ Hz},$$  \hspace{1cm} (16)

$$Z = \begin{bmatrix} 2.00 & 1.43 & 1.44 & 1.50 \end{bmatrix} \text{ %},$$  \hspace{1cm} (17)

$$\Phi = \begin{bmatrix} 0.164 & 0.300 & 0.251 & -0.484 \\
0.357 & 0.353 & -0.050 & 0.608 \\
0.581 & -0.209 & -0.460 & -0.473 \\
0.711 & -0.860 & 0.849 & 0.412 \end{bmatrix}.$$  \hspace{1cm} (18)

The response of this system to a simulated random force is given in Figure 1.

![Figure 1: Simulated data.](image)

First, we estimate the modal frequencies and modal vectors using the FDD method, see Figure 2. The results are:

$$\hat{\Omega} = \begin{bmatrix} 1.56 & 3.16 & 4.41 & 5.23 \end{bmatrix}$$  \hspace{1cm} (19)

$$\hat{\Phi} = \begin{bmatrix} -0.161 & -0.276 & -0.240 & -0.462 \\
-0.347 & -0.320 & 0.049 & 0.614 \\
-0.580 & 0.221 & 0.434 & -0.465 \\
-0.718 & 0.878 & -0.866 & 0.437 \end{bmatrix}.$$  \hspace{1cm} (20)
We can check that results obtained with the FDD method are quite good.

The starting point for the BFGS algorithm was a damping ratio of 0.01 for the four modes. We have used the BFGS algorithm included in Scipy 1.4.1. The estimated damping ratios can be found in Table 1. The Table also include a 95% confidence interval computed from the Hessian matrix at the maximum.

![Figure 2: Estimation of modal frequencies using the FDD method.](image)

<table>
<thead>
<tr>
<th>Theoretical values</th>
<th>2.00</th>
<th>1.43</th>
<th>1.44</th>
<th>1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated values</td>
<td>2.20</td>
<td>2.25</td>
<td>1.33</td>
<td>2.06</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.66</td>
<td>0.38</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>95% conf. interval</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower limit</td>
<td>0.86</td>
<td>1.48</td>
<td>1.22</td>
<td>1.90</td>
</tr>
<tr>
<td>Upper limit</td>
<td>3.54</td>
<td>3.02</td>
<td>1.45</td>
<td>2.22</td>
</tr>
</tbody>
</table>

Table 1: Results using the proposed method.

5 CONCLUSIONS

- We have introduced the maximum likelihood estimation of damping in a FDD context.
- First, we have shown the likelihood function.
- The likelihood function is highly nonlinear, so a good algorithm for its maximization is the BFGS.
- In the last section, we have shown the performance of the method with simulated data.
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Abstract. Railway Infrastructure Manager increasingly demand for new and effective method for the monitoring of infrastructure health, so that a relevant effort is being placed in the development of condition based monitoring and maintenance techniques for railway infrastructure. This includes track geometry, overhead contact line and the structural health of railway bridges. This paper proposes an algorithm for the bridge monitoring of railway bridges, based on accelerations measured on board train (drive-by method). The diagnostic algorithm is developed and validated based on the results of a 3D numerical model simulating the dynamic interaction of the bridge/track/train structure. The analysis is focused on steel truss bridges, on which the degradation of the connection of one diagonal element is simulated (e.g. lose bolts, deteriorated welding). In comparison with previous research works, this paper tries to overcome the need of comparison to a reference signal corresponding to the healthy bridge, which is the technique on which most of literature papers rely on. This is achieved by exploiting the roll component of the train (difference between right and left acceleration), excited as a consequence of the presence of the defect which generates an asymmetry in the bridge behavior. The numerical results show good accuracy in damage identification and location, good robustness to vehicle speed, to the presence of electrical noise and, in the case of a relevant damage, to track irregularity.
1 INTRODUCTION

Condition based monitoring and maintenance techniques for railway infrastructure are hot research topics for academics and railway industries, regarding track geometry, overhead contact line, and the structural health of railway bridges [1],[2],[3]. Most of railway bridges were designed several decades ago, in the middle of the last century or even before, when loading conditions and traffic volumes were much different and lighter than today [4],[5]. Some of these bridges may also have undergone deterioration and corrosion during time, and they could now be structurally deficient.

The direct monitoring of a single bridge with dedicated instrumentation [6], which is a common practice in the case of main or high-speed lines, is not a feasible prospective for the entire regional and inter-regional railway lines of a country, due the huge number of bridges and the high costs related. Current bridge maintenance relying on visual inspections can be effective if clear protocols are followed, according to the typology of bridge. The obvious drawback of visual inspection is the dependence on to the experience of the inspector and also on the position of the damage, which often happens to be on a hidden member. Moreover, the time interval between inspections may also depend on the availability of personnel. For these reasons, in the last years, indirect methods have been looked for, relying on measurements acquired on the vehicle which crosses the structure. They are commonly named as drive-by methods [1]. The fundamental concept behind this approach is that a structural damage causes a change in the physical and mechanical properties of the bridge, and the bridge can be directly excited by the train passage. As a consequence, a change in the dynamic behavior of the vehicle interacting with the structure can be observed too. The advantage is that, fitting simple measurement set-up on a normal operating train, it is possible to acquire data in an almost continuous way, so that a proper trend of bridge condition could be in principle obtained for building a data base.

Drive-by methods have been mainly developed for road applications (highway bridges), but in fewer cases to railways too. They can be divided in the following two main categories [1]: modal parameters and non-modal parameters. The former, consisting in the identification of natural frequencies [7], [8], [9], [10], damping estimation methods [11] and identification of bridge mode shapes [12], [13], are demonstrated to be effective up to limited speeds (maximum 60 km/h) and, in the first two cases, they are not able to identify the exact location of a defects. These techniques are not trivial to be put in practise, and most of them were only demonstrated through numerical simulations. Moreover, their outcome can be affected by environmental conditions like temperature, especially in the case of damping and natural frequencies [14],[15],[16].

Non modal damage detection methods do not explicitly require the computation of bridge dynamic properties, but focuses on the bridge deflection under passing loads (e.g. apparent profile [17], [18] or change of curvature[19],[20]) or on the dynamic response of the vehicle crossing the bridge [21],[22],[3]. This paper focuses on the latter method, which is thought to be more promising and easy-to-implement, even if at the time being it is mostly investigated by numerical analysis. Most of the cases presented in the literature rely on the comparison of accelerations signals, gathered from the train crossing the bridge, to a reference acceleration signal corresponding to the healthy case. Accelerations are low pass filtered to cancel the vehicle and bridge natural frequencies and to isolate the quasi-static component of the signals. The current open points and drawbacks of these methods are related to the small magnitudes of the signals involved, and the need to know the precise position of the train on the bridge to perform the difference against the reference signal [23],[24]. This position may be achieved through balises or transponder able to identify and transmit on-board train the position of the
bridge. On the other hand, this method seems to be effective even for vehicle speeds close to the common commercial speeds of commuter trains, and not too sensitive to track irregularities [3].

Another possibility to exploit the dynamic response of the vehicle crossing the bridge consists in the comparison of signals measured in the same train’s run on different bogies (i.e. leading or trailing), or on different side of the vehicle if the type of defect mainly induces variation on one side of the bridge.

Following the above mentioned research line, and in particular the use of Continuous Wavelet Transform [25], this paper investigates the possibility to overcome the need of comparison to a reference signal corresponding to the healthy bridge. This result is achieved by exploiting the roll component of the bogie (difference between right and left accelerations), excited as a consequence of the presence of a defect which generates an asymmetry in the bridge behavior. The results try to put a step forward with respect to previous research work, all relying on the comparison with a baseline of the healthy bridge [2],[3]. The analysis is performed through numerical simulations carried out with a 3D numerical model for the train/track/bridge interaction [26] of a single span bridge and on a multi-span bridge.

The paper is organized as follows: Section 2 describes the 3D model for the simulation of the bridge/track/train interaction, and the simulation plan. Section 3 describes the proposed algorithm and the results achieved for a single span bridge. Section 4 summarizes the results in the case of a multi-span bridge. Finally, conclusions are drawn in Section 5.

2 NUMERICAL MODEL AND PLAN OF SIMULATIONS

The dynamic simulations of the bridge/track/train interaction are carried out with the software developed at the Department of Mechanical Engineering of Politecnico di Milano [26]. The bridge models considered are steel Warren open truss bridges with medium-span, non-ballasted track, with timber sleepers directly fastened to the girder. This configuration is selected as a first example, since it has more probability to show differences related to the loss of symmetry in the structure. As a first step of the work, a single line bridge is considered, with the track in the middle of the bridge structure. Two cases are analyzed: a single span-bridge (properties in Figure 1), and a multi-span bridge composed of 4 spans with the same properties of the single span model. This second case is investigated to evaluate the possibility of detecting defects on a damaged span by comparison with the records taken on the other spans.

| Span length | 21.42 [m] |
| height      | 3.71 [m]  |
| width       | 4.5 [m]   |
| 1st bending mode | 16 Hz |
| 1st torsional mode | 19.5 Hz |

<table>
<thead>
<tr>
<th>Span dimensions and natural frequencies</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Element</th>
<th>Area [m²]</th>
<th>Polar moment</th>
<th>Torsion constant</th>
<th>Principal moment</th>
<th>Principal moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>L₂ [m⁴]</td>
<td>L₁ [m⁴]</td>
<td>L₃ [m⁴]</td>
<td>L₂ [m⁴]</td>
<td>L₁ [m⁴]</td>
</tr>
<tr>
<td>1</td>
<td>0.0143</td>
<td>3.9 10⁻⁵</td>
<td>1.54 10⁻⁵</td>
<td>2.12 10⁻⁴</td>
<td>1.8 10⁻⁴</td>
</tr>
<tr>
<td>2</td>
<td>0.0148</td>
<td>3.5 10⁻⁵</td>
<td>1.91 10⁻⁵</td>
<td>2.14 10⁻⁴</td>
<td>1.4 10⁻⁴</td>
</tr>
<tr>
<td>3</td>
<td>0.00615</td>
<td>2.0 10⁻⁴</td>
<td>9.2 10⁻⁷</td>
<td>1.65 10⁻⁴</td>
<td>4.1 10⁻⁴</td>
</tr>
<tr>
<td>4</td>
<td>0.0013</td>
<td>1.03 10⁻⁴</td>
<td>4.6 10⁻⁷</td>
<td>8.2 10⁻⁴</td>
<td>2.1 10⁻⁴</td>
</tr>
<tr>
<td>5</td>
<td>0.0167</td>
<td>9.1 10⁻⁵</td>
<td>6.6 10⁻⁷</td>
<td>8.97 10⁻⁴</td>
<td>1.9 10⁻⁴</td>
</tr>
<tr>
<td>6</td>
<td>0.0048</td>
<td>2.5 10⁻⁴</td>
<td>6.4 10⁻⁷</td>
<td>2.3 10⁻⁴</td>
<td>2.2 10⁻⁴</td>
</tr>
</tbody>
</table>

Section properties. Area and moments of Inertia

Figure 1: Single span bridge.
Two ballasted modules of length 29.4 m are added before and after the bridge (track properties as in reference [3]), to represent more realistic transients when the train enters and exits the bridge. The damage introduced in the bridge model represents a full or partial degradation of the fastenings in correspondence of the connection between the diagonal member (labelled with 3 in Figure 1) and the lower chord (labelled with 1 in Figure 1). The full damage is modeled by removing the diagonal element from the finite element model and applying a concentrated mass at the connection of the damaged element with the upper chord, to maintain its weight. The partial damage, which represents a more realistic damage condition in practice, is modeled through a reduction of the Young modulus of the damaged diagonal member. This is equivalent to considering a spring at the location of the fastening, in series with the involved diagonal element. Three different defect conditions have been studied, with a reduction of the Young Modulus equal to 30%, 50% and 70% in the damaged diagonal member. Different damage positions along the span are considered, to study whether and how damage location affects the accuracy of its detection.

Simulations of two different commuter trains have been considered, namely CSA and TSR model. They are respectively built with bogies shared between adjacent car bodies (CSA), and with the standard two-bogie configuration for each car body, double-deck type (TSR). Their properties are described in reference [3], and not repeated here for sake of conciseness. Simulations for each train type are carried out with the train crossing the bridge at four different constant velocities, in the range of 80 km/h-140 km/h. These speeds are near to the maximum commercial speeds of these kind of trains (respectively 140 for TSR and 160 km/h for CSA), so that if satisfactory results are achieved, the desirable result of no traffic delays would result in the line.

The dynamic response of the train is measured at the bogie frame level, on the right and left side, in correspondence of the wheelset. The position of the accelerometer is of primary importance: location on axle box increases the sensitivity to defect, but involves a higher level of acceleration. This higher level of acceleration, requiring a larger full-scale value of the transducer, implies a lower sensitivity [3]. On the other hand, the location of the sensors on the bogie frame takes advantage of the effect of mechanical filtering from the primary suspension, attenuating high frequency components in the acceleration and enabling the use of more sensitive accelerometers. The drawback consists in the fact that sensors on the bogie frame are more distant from the location of the defect, so that the vibration path associated to the defect might be detected with more difficulties. Location on the bogie frame is investigated in the present paper, also considering the advantages in terms of maintenance operation of the train and the measurement set-up itself.

Since the proposed method for damage identification is based on the difference between the right and left hand side accelerations, a different irregularity profile is adopted on left and right rails, so as to simulate a more realistic case. Both vertical and roll track irregularities are considered, the total track profile being a composition of the two contributions. Profiles are obtained starting from the power spectral density functions provided by the standard ORE B176, and obtaining different level of irregularities (the highest level is reported in Figure 2). The level of irregularity is considered to be higher in the ballasted modules before and after the bridge, and it is attenuated along the bridge extension, where a non-ballasted track is present. This is a reasonable assumption considering that on the bridge the only permanent displacement is due to the dimension variation of the timber sleepers.
All the above mentioned parameters are changed individually during the simulations, varying only one parameter at once to investigate its effect on the outcomes of the proposed algorithm.

3 RESULTS FOR THE SINGLE SPAN BRIDGE

The presence of a defect on the bridge side generates an asymmetry in its behavior under the loads of the passing train. Figure 3 shows the deflection of the healthy (Figure 3a) and damaged (Figure 3b) bridges under the train load, with the black arrows highlighting the positions of the two axles of the leading bogie of the CSA train at a specific frame. In Figure 3b the damage is placed on the sixth diagonal member of the right side wall, right in the middle of the two arrows: due to the damage presence, the bridge deflection loses the symmetry characterizing the healthy structure. This asymmetry can be exploited to detect the presence of a defect, by analyzing the difference between the right and left hand side accelerations of the leading bogie.
The processing algorithm consists in the application of the Continuous Wavelet Transform (CWT) to the difference of accelerations measured on the front side of the leading bogie, in correspondence of the right and left axle-boxes. The Huang-Hilbert transform was tested too on the same signal, obtaining consistent results between the two methods. Accelerations on the leading bogie are among the most suitable for diagnostic purposes, for the reason reported in [3]: the leading bogie interacts with an unperturbed bridge, so that differences in accelerations generated by a defect can be identified more precisely; bogie accelerations benefit from the filtering action provided by the primary suspension, which removes disturbances in the higher frequency range, mainly generated by track irregularities.

The possibility to detect a damage on the bridge based on the difference of right and left acceleration can be potentially affected by longitudinal and roll irregularity of the track, which may hide the presence of a damage. In order to assess the robustness of the proposed method in regard to this aspect, a different irregularity profile is adopted for left and right rails, as already described in Figure 2.

Figure 4 reports, as an example, the difference of the right and left side accelerations on the leading bogie of the CSA train at 100 km/h, corresponding to the case of total damage. A random disturbance is added to represent an electric noise, obtained from a Gaussian distribution with standard deviation equal to 10% of the RMS of the original acceleration signal. In the figure, the outer lines represent the start (continuous line) and end (dotted line) of the bridge, whereas the dashed vertical lines in the middle represent the location of the defect. The maximum magnitude of the raw signal is out of the damaged zone, and cannot be of course used as a diagnostic indicator. Wavelet coefficients are therefore computed on this signal, adopting a real-valued Morlet Wavelet.

![Figure 4: Difference between right and left accelerations on the leading bogie. Train speed 100 km/h.](image)

Figure 5 reports the comparison of the module (absolute value) of the CWT coefficients in the case of the damaged bridge (Figure 5a) and of the healthy bridge (Figure 5b). The presence of the defect can be identified around the pseudo-frequency of 3.85 Hz, which corresponds to the frequency of the first peak obtained by applying a Fast Fourier Transform on the signal of Figure 4. The presence of the defect can be identified in a relatively low frequency range, where the CWT coefficients show peak values which are not present in the case of the healthy bridge. The reported results correspond to the highest level of irregularity adopted, which is the reason why several peaks in the CWT coefficients are visible at higher frequencies. With a reduction of -70% of the Young modulus of the diagonal element the damage is still clearly
identified, whereas for lower entity of the damage (e.g. reduction of 50% of the Young modulus), the presence of irregularity tends to hide the presence of a defect. The exploitability of this method is therefore a compromise between the effect induced by the defect, depending on the defect entity, and the presence of track irregularity.

Figure 5: Module of the CWT coefficients, difference between the right and left side bogie accelerations (a) Damaged bridge, total damage. (b) Healthy bridge.

4 SIMULATION RESULTS OF MULTI-SPAN BRIDGE

The previous paragraph described the possibility to detect the presence of a relevant defect by exploiting the asymmetry in the bridge/track behavior. As a further step the case of a multi-span bridge is used to investigate the possibility of identifying a defect through the comparison of indices computed with reference to different spans. Figure 6 represents the scheme of the FEM model developed. The damaged span is highlighted by the black dashed box, whereas the remaining spans are assumed to be healthy. The damage element on span 3 is around the middle span (i.e. from 10.71 m to 12.85 m on a span length of 21.42 m).

Figure 6: Lateral view of the multi-span bridge simulated.
The irregularity profile adopted is different for each span and for the left and right rails. Figure 7 represents the total irregularity profile on left and right rail, both outside and inside of the bridge area.

![Figure 7: Total irregularity profile for left and right rail.](image)

The acceleration data corresponding to each span can be analyzed separately, assuming to be able to separate the time histories of the four spans by the adoption of a precise GPS signal (e.g. EGNOSS). The difference between right and left bogie accelerations corresponding to each span are reported in Figure 8 for the simulation case with train speed set to 100 km/h and a total damage on the bridge. In the case of the damaged 3rd span it is possible to identify an oscillating shape, which is related to the difference between right and left side accelerations generated by the presence of the defect. The peculiarity of this signal shape can be caught by CWT.

![Figure 8: Front bogie accelerations difference, span from 1 to 4.](image)

Figure 9 shows the CWT coefficients obtained with a Morlet wavelet for each single span. Once again it is possible to observe that the defect on the third span is properly caught, also by comparison with the analysis of the other spans. The defect can be properly identified for the total damage, or partial damage with a relevant reduction of the Young modulus in the diagonal element, whereas in the case of small damages it is hidden by track irregularity.
Figure 9: Module of the CWT coefficients evaluated on the difference of right and left hand side bogie accelerations (leading bogie, in correspondence of the front axle-boxes).

5 CONCLUSIONS

The paper focuses on a drive-by method for the diagnostics of railway bridges in commuter lines. It puts forward the idea that the presence of a defect on the bridge may introduce an asymmetry in the structure, which may consequently cause an asymmetry in the dynamic behavior of the train. This asymmetry can be caught by analyzing the difference between the right and left side accelerations measured on the frame of the first bogie of the train, and without the need of comparison with a baseline signal referring to the bridge in healthy condition.

The analysis is carried out through a full 3D model for the simulation of the dynamic behavior of the bridge/track/train system, in the presence of both vertical and roll track irregularity to represent a scenario close to reality. A different profile of the left and right rails may hide indeed the presence of a defect. The defect is inserted by considering the failure, or a percentage ineffectiveness, of the connection of one diagonal member of the side frame in a Warren, open type, medium-span bridge.

The difference between right and left side accelerations corresponding to the leading bogie of the train at the leading axle are analyzed through Continuous Wavelet Transform. The results show that when the simulated defect is relevant (i.e. detachment of one diagonal member in the truss bridge, or strong reduction of its Young modulus) the defect can be properly identified even with a high level of irregularity, but, for lower entities of the damage, the difference of irregularity between right and left track can hide the presence of the defect. The exploitability of this method is therefore dependent on the entity of the defect and on the severity of track irregularity.
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Abstract. Owing to the superiority of lamb waves in the field of Structural Health Monitoring, the Lamb wave-based damage detection and identification technology are widely used. To determine the degree of damage, two damage feature recognitions are proposed in this paper. One is extracted from the time domain, where the lamb wave signals are processed by Hilbert Transform (HT) with the time-domain analysis. According to the law of signal attenuation, the differential signal envelope amplitude processed by the Hilbert Transform is regarded as a damage feature parameter relating to the damage size. The other one is extracted by Fast Fourier transform (FFT) in frequency domain analysis. Two characteristic parameters, the amplitude and probability density in the time domain and the signal roughness parameters in the frequency domain, are defined to characterize the damage size.
1 INTRODUCTION

With the increase of service time, the plate structure is prone to subject all kinds of damages, such as cracks, delaminations, via holes, corrosion, inclusions, and so on\cite{1}. The Structural Health Monitoring (SHM)\cite{2,3} technology is commonly used in predicting and monitoring structural health conditions. Researchers have been keen to improve the accuracy of determining the damage location\cite{4,5}. Besides the location, the damage size is another important indicator, depending on which different maintenance methods are required. For example, small damage which has little impact on the structure security can be repaired as needed; and the large damage usually needs to be repaired or replaced as soon as possible. Therefore, after confirming the damage location, the relevant characteristic parameters of the damage signal can be extracted and the type/size of the damage can be identified. It will be more beneficial to the long-term use and maintenance of the structure.

Cawley\cite{6,7} studied the effects of notch damage in metals and delamination damage and Lamb waves in composite laminates. In 1992, Wu\cite{8} began to use the Artificial neural network (ANN) to detect structural damage. They explored the application of neural network's self-organization and learning ability in structural damage assessment and trained neural networks to identify damage. Then ANN is widely used to judge the degree of structural damage\cite{9,10}. To accurately identify damage characteristics, it is necessary to select the appropriate damage feature parameters for ANN training and learning. Mares\cite{11} introduced a genetic algorithm into the damage identification and used the residual force method to realize the damage location and quantitative identification. Law\cite{12} selected the sensitivity of wavelet packet transform component energy as damage feature parameter. Li\cite{13} reported a damage identification method based on Lamb wave multi-feature fusion, and determined the damage type by ANN. Sun\cite{14} used energy distribution to identify damage in the structure by ANN. It can be concluded that finding suitable damage feature parameters is the key to improve the success rate of damage recognition.

This work will extract the damage features by analyzing the data based on numerical simulation. The damage size characteristics of the time/frequency domain are analyzed and summarized.

2 ANALYSIS OF ALUMINUM ALLOY PLATE DAMAGE IDENTIFICATION

2.1 Aluminum Alloy Plate Model

The 3D finite element model of the aluminum alloy plate is built with a dimension of 800 mm in length, 800 mm in width and 1 mm in height. The material parameters of the aluminum alloy plate are shown in Table 1, eight PZT sensors are arranged as circular and uniformly distributed with a square damage on the plate. The coordinates of the damage and sensors are as shown in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>density</td>
<td>kg/m³</td>
<td>2750</td>
</tr>
<tr>
<td>Young's modulus</td>
<td>Gpa</td>
<td>69</td>
</tr>
<tr>
<td>Poisson's ratio</td>
<td>--</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 1. The material parameters of the aluminum alloy plate

<table>
<thead>
<tr>
<th>Sensor1</th>
<th>Coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(250, 250)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensor2</th>
<th>Coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(550, 250)</td>
</tr>
</tbody>
</table>

Table 2. The coordinate of damage and sensors
The locations of PZT sensors and damage are shown in Figure 1. Eight sensors served as an actuator to excite Lamb waves in turns while the other PZT sensors act as receivers to collect the Lamb wave signals.

![Finite Element Model of The Aluminum Alloy Plate](image1)

![Simulation model](image2)

**Figure 1.** Finite Element Model of The Aluminum Alloy Plate. (a) Sensor and damage location; (b) Simulation model

### 2.2. Damage Feature Extraction Based on Time Domain

As shown in Figure 2, when there is a damage in the aluminum plate, the lamb wave signal goes along with the route "exciter 1-damage-receiver 2". The reflection wave can be obtained by subtracting the non-damage signal from the damage signal.

![The propagation of damage reflection signal](image3)

**Figure 2.** The propagation of damage reflection signal

Taking the square damage as an example, PZT sensor 1 excites a Lamb wave of 200KHz, and PZT sensor 2 receives that signal. The signal is shown in Figure 3.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Location</th>
<th>Sensor</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor3</td>
<td>(550, 550)</td>
<td>Sensor4</td>
<td>(250, 550)</td>
</tr>
<tr>
<td>Sensor5</td>
<td>(400, 188)</td>
<td>Sensor6</td>
<td>(612, 400)</td>
</tr>
<tr>
<td>Sensor7</td>
<td>(400, 612)</td>
<td>Sensor8</td>
<td>(188, 400)</td>
</tr>
</tbody>
</table>

Square damage (425, 340)
When a wave propagates in medium, its amplitude will gradually decrease with the increase of distance. Generally, the relationship between wave amplitude and propagation distance is

$$A = A_0 e^{\alpha D}$$  \hspace{1cm} (1)

where, $A_0$ denotes the amplitude of excitation, $\alpha$ denotes the attenuation coefficient, and $D$ denotes the propagation distance. To determine the coefficient of the lamb wave, the wave amplitudes in different lengths are collected in the aluminum plate, and the results are shown in Figure 4.

$$A = 8.05 \times 10^{-10} e^{\frac{-D}{179.1}}$$  \hspace{1cm} (2)
In order to analyze the dynamic regularity of the reflected wave signal with the degree of damage, the envelope processings are performed on the difference signals of various damage size based on Hilbert Transform (HT), as shown in Figure 5-(a). It is easy to observe that the reflection wave gradually stronger as the size of the damage increases. The energy distribution feature of the signal in the time domain is represented by the HT envelope, and the damage characteristic of size is reflected by extracting the amplitude magnitude. The different sizes of damage are simulated, and the amplitude of the reflected wave signal is plotted in Figure 5-(b).

![Figure 5. Lamb wave feature in time domain. (a) The upper envelope of different damage size; (b) The amplitude of the envelope with different damage size](image)

In Figure 5 (b), it can be seen that as the degree of damage increases, the amplitude of the envelope gradually increases to the upper limit value. As the spread of lamb wave energy has limits, the strength of the reflected wave also has a limit and will not increase unlimitedly. Through curve fitting, the functional relationship of the envelope amplitude along with different damage size is

\[ y = 8.36 \times 10^{-11} - 8.83 \times 10^{-11} e^{-\frac{x}{17.34}} \]  

(3)

### 2.3. Damage Feature Extraction Based on Frequency Domain

Based on the frequency domain analysis, the Fast Fourier transform (FFT) is used to extract the frequency domain features from the Lamb waves signal. Frequency components and amplitude characteristics of lamb wave signals are obtained to identify the damage features of an aluminum plate. The amplitude-frequency curve with different damage size are shown in Figure 6.
In Figure 6, as the damage size increases, the frequency range of the signal becomes decentralized. The larger the damage, the more uneven the frequency distribution. The reason is that when Lamb wave propagates to the position of damage, waveform reflection and modal conversion occur due to the sudden change of structure, which causes the waveform frequency domain signal to fluctuate. The larger the size of the damage, the higher the fluctuation, so the signal concentration level of the frequency-domain image can be used as one of the damage features for determining the damage size.

When there is no damage, the signal received by the receiving sensor is only a 200 KHz Lamb wave signal modulated by the Hanning window. The frequency-domain image of non-damage is similar to the frequency-domain figure of the excitation Lamb wave, and the frequency-domain model conforms to the law of the Hanning window rising first and then falling. Due to the existence of damage, the - reflected wave causes fluctuations in the frequency domain of the received signal. The fluctuations are closely related to the damage size. The above results in multiple frequency peaks in the signal spectrum, as shown in Figure 5.

In order to characterize the degree of signal decentralization, the signal roughness is introduced in this paper to describe the degree of influence of impairments on frequency-domain signals. The equation of signal roughness is defined as

$$R = \sum_{i=1}^{i=n-2} \left| \frac{y_{(i+2)} - y_{(i+1)}}{\Delta x} - \frac{y_{(i+1)} - y_{(i)}}{\Delta x} \right|$$

(4)

where, R denotes the signal roughness and \(\Delta x\) represents a single increment of the frequency-domain signal, y denotes the corresponding amplitude. When the peak value or the sudden change in the graph increases, the signal roughness increases; when the signal gradually concentrates and the sudden change coefficient decreases, the signal roughness decreases.

As shown in Figure 7, the signal roughness of the frequency-domain figure increase with the expansion of damage. Therefore, the signal roughness of the frequency-domain image is an effective damage feature indicator.
3 THE VERIFICATION OF THE DAMAGE FEATURE PARAMETER

To further verify the damage feature parameters’ usabilities, the location of the damage changed while the transmitter and the receiver changed at the same time. As shown in Figure 8, the Lamb signal is excited by the sensor 2 and received by the sensor 3.

When the lamb wave arrives at the damage location, according to the Huygens-Fresnel principle, the damage will become a new wave source, and the amplitude of the new wave will be lower than the arrival amplitude. The new vibration source wave amplitude is linearly related to the arrival amplitude.

The damage location is shown in Figure 1-(a) and the propagation path length of the reflected wave $L_{1-D-2}$ is 322 mm. Another damage location is shown in Figure 8 and the propagation path length of the reflected wave $L_{2-D-3}$ is 517 mm. By substituting 322 and 517 into eq. (3), the theoretical amplitude of path $L_{2-D-3}$ is 2.9 times that of path $L_{1-D-2}$. In Figure 8, the curve-fitting function in Figure 5-(b) is divided by 2.9 so we can get the relationship between the amplitude and the size of the damage as follows:
\[ A_1 = \frac{8.05 \times 10^{-10} \, e^{79.3 \lambda}}{2.9} \]  

(5)

The relationship between the actual damage size and amplitude is shown in the Figure 9-(a), the simulation damage size coincides with the theoretical predictive value calculated by the eq. (5). Therefore, the amplitude of the reflected wave can be used as a parameter to characterise damages and the damage size can be successfully predicted.

![Figure 9. Simulation verification results. (a) The amplitude of the envelope with different damage size by sensor 2 sensor 3; (b) The signal roughness of different damage size by sensor 2 sensor 3](image)

In Figure 5-(b) and Figure 9-(a), it is clear that the trends of the damage size and the envelope amplitude in the two figures are consistent, which can predict the damage size through simulations. From Figure 7 and Figure 9-(b), it can be concluded that the signal roughness is an important parameter to describe the damage size.

4 CONCLUSIONS

The characteristics of the Lamb wave signal corresponding to the degree of damage are studied in this work. Two parameters are defined to describe the damage degree both in the time-domain and frequency-domain. In the time-domain analysis, the differential signal envelope amplitude extracted from the Hilbert Transform is applied as the damage feature parameter related to the damage size. In the frequency domain analysis, the signal roughness is proposed. It is used as the damage size characteristic parameter. The feasibilities of the envelope amplitude and the signal roughness are verified by numerical simulation. The identification of multiple damages using the proposed approaches is under further investigation.
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Abstract. This paper presents a study of the static behavior of steel-concrete composite beams with different types of damage. Since the behavior of a composite beam under load is governed by the shear connection, it is important to investigate the overall structural response due to different levels of damage in the interface and composite layers. A finite element (FE) model of a steel-concrete composite beam is developed based on two Euler-Bernoulli beams as the composite layers coupled with a deformable shear connection. Three different damage indices are defined for the concrete slab, the steel girder, and the distributed shear connection and then embedded into the stiffness matrix of the composite beam. This model is validated by comparing its load-displacement behavior with an equivalent FE model developed using the commercial FE software ABAQUS. The impact that the loading location has on the results is then investigated. A convergence study is also carried out in terms of the displacements and strains to determine the number of composite beam FEs. The maximum displacements and strains of composite beams with different types and levels of damage are then investigated. The numerical analysis showed that after an initial reduction when the number of FEs increase, the changes in displacement and strain at each location are very small. Moreover, the bonding slip has almost no effect on the measurements, and the changes in maximum displacement and strain from undamaged to maximum damage are almost the same.
1 INTRODUCTION

Assessing structural damage through dynamic and static analysis has become increasingly popular because the dynamic and static response of a structure are functions of its physical parameters and therefore any changes in these parameters can be reflected in the structural responses. This is why attempts have been made to evaluate the structural integrity by developing approaches based on dynamic and static measured data. Although few studies can be found in static-based methods, dynamic-based methods have been studied more widely because they are easier to implement [1, 2]. Static-based methods are based on equilibrium equations where the only significant parameter is the stiffness of a structure, which is why any reduction in stiffness due to damage is a significant parameter for damage analysis in terms of the static responses. A large number of measurements are needed to accurately analyse structural damage, which is not practical, however this problem can be solved by changing the loading locations and increasing the number of tests rather than the measurement sensors [3]. There are a number of researches into static-based methods which considered beam structures, and trusses or frames as case studies. For example, Liu and Chian [4] proposed a method to identify the elemental properties of a truss using strain values, Sanaye et al [5] used the deflection and strain data of a steel frame to estimate stiffness parameters, and Laory et al [6] used static measurements to determine the number of sensors. Wang et al [7] examined how partial shear interaction affected the static and dynamic response of steel-concrete composite structures, and found that bond slip and changes to the mode shapes are the effective parameters for identifying damage.

Different models have been developed to investigate the behaviour of steel-concrete composite structures, especially the effect of bond slip. Nie et al [8] studied the effects of bond slip on the deformation of steel-concrete composite beams using its equivalent rigidity, and found that bond slip is an effective contributor to beam deformation. Kumar et al [9] used push out test to determine how the thickness of the adhesive layer affects the capacity of composite connections. Chen et al [10] studied the static and fatigue behaviour of steel-concrete composite beams where the shear connectors had been corroded and found that the corroded studs had reduced the stiffness and load bearing capacity of the beams. Ayoub and Filippou [11] used an inelastic beam element to analyse a steel-concrete composite beam with partial interaction under cyclic loading and considered a shear connection with a distributed force as the interface model. Nguyen et al [12] used an FE model to carry out a linear static analysis of a steel-concrete composite beam with discrete shear bonding. Since no extreme loading conditions had been considered in most of the abovementioned studies, the displacements were very small and therefore the uplift effects were omitted, however, the bonding slip affects the behaviour of two-layer composite beams and must be included [12-14]. Whereas in static-based methods the displacements and/or strains are utilized to analyse structural damage, it is necessary to investigate how these parameters change in terms of different damage types.

In this paper we have developed a steel-concrete composite element with a bonding interface where the layers of concrete and steel are independently interpolated into a displacement based finite element (FE) formulation. Cases with different types of damage are introduced to describe the reduction in stiffness of a concrete slab, a steel girder, and the bonding interface. This model is verified by comparing it with the results obtained from a similar model built using the commercial FE software ABAQUS [15], where the optimal number of FE are determined through a convergence study. A parametric study is also carried out using displacement and strain measurements. The effects that different levels of damage, and the measurements and loading locations have on the identified results are also discussed.
2 DISPLACEMENT BASED FINITE ELEMENT FORMULATION

2.1 Equilibrium and compatibility

In this section a composite beam with two layers and a deformable shear connection is formulated such that the composite beam element consists of a concrete slab on top of a steel girder with bonding interfaces (Figure 1). The equilibrium equations for each layer are formulated by considering bond slip and the effects of uplift [16]. In Figure 1 the subscripts c and s denote the concrete and steel, N, V, M and h are the axial force, shear force, bending moment, and the distance between the interface and reference axes of each layer, respectively, and \( D_{sc} \) and \( D_t \) are the shear force (bonding slip) and transverse force (uplift) per unit length. An external distributed load \( P \) is applied vertically to the concrete slab. The equilibrium equation for the composite beam section is introduced as [11]

\[
\partial^T F(x) - \partial^T F_b(x) - P(x) = 0
\]  

where \( F(x) \), \( F_b(x) \) and \( P(x) \) are the internal force vectors acting on the cross section, the interface bonding force, and the external load vector, respectively, and \( \partial \) and \( \partial_b \) are the differential operators. Although any section of this composite beam has four unknown forces \( N_c, N_s, M \) and \( D_{sc} \), there are only three equations of equilibrium for each section, so the compatibility equations should be merged to avoid any indeterminacy with the composite beam.

Figure 1: Diagram of a two layered composite beam element where (c) and (s) are the concrete slab and steel girder, respectively.

Since the same transverse displacement (no uplift) is considered for both layers of the composite beam, the curvature and rotation will be the same, even though different axial deformation can occur in the steel and concrete sections. The axial and transverse deformations of the composite beam are handled by the compatibility conditions based on Euler-Bernoulli beam theory. The compatibility conditions define deformation and displacement at the interface between the concrete slab and steel girder [11]. This relative displacement at the interface is known as the bond slip \( g \) and can be defined as:

\[
g = u_c(x) - u_s(x) + h \partial v(x)
\]
where $u_c(x)$ and $u_g(x)$ are the axial displacements of the layers of concrete and steel, and $v(x)$ is the transverse displacement. The response of the composite beam subjected to external loads can be obtained with proper boundary conditions.

### 2.2 Stiffness matrix

The stiffness matrices for the concrete slab, steel girder, and bonding interface are used to define the local and global stiffness matrices of the composite beam element. A continuous spring element is considered as the interface element. The axial displacements of the composite beam are estimated using quadratic polynomial functions, while the transverse displacements are obtained by cubic Hermitian polynomials [17]. Two extra nodes have been added to the middle of the concrete slab and steel girder to provide a continuous bond slip condition along the interface. The vector of elemental nodal displacement is introduced as $\mathbf{U} = [u_{c1} \; u_{c2} \; u_{c3} \; u_{s1} \; u_{s2} \; u_{s3} \; v_1 \; \theta_1 \; v_2 \; \theta_2]^T$ where each component represents a degree of freedom (DOF). The composite beam element with bond slip in the interface is handled by ten DOFs including a transverse and rotation in each node, and six axial displacements (Figure 2).

![Figure 2: Nodal displacements of a steel-concrete composite element with 10 DOFs](image)

To obtain the stiffness matrices, a small displacement due to an external load is presumed to occur and the amount of work is equal to the amount of residual internal strain energy. Therefore, the elemental stiffness matrices $\mathbf{K}_{ec}$ for the concrete, $\mathbf{K}_{es}$ for the steel sections, and $\mathbf{K}_{eb}$ for the bonding interface are defined as:

$$\mathbf{K}_e = \mathbf{K}_{ec} + \mathbf{K}_{es} + \mathbf{K}_{eb} = \begin{bmatrix} \mathbf{K}_{e1} & \mathbf{K}_{e2} & \mathbf{K}_{e3} \\ \mathbf{K}_{e4} & \mathbf{K}_{e5} & \mathbf{K}_{e6} \\ \mathbf{K}_{e7} & \mathbf{K}_{e8} & \mathbf{K}_{e9} \end{bmatrix}_{10 \times 10}$$

where $\mathbf{K}_e$ is the stiffness matrix for the steel-concrete composite element.

### 2.3 Definition of damage

A damage index is defined as the reduction in elemental stiffness of the composite beam layers where:

$$\alpha = 1 - \frac{E}{\hat{E}}$$

where $\alpha$ is the damage index, and $E$ and $\hat{E}$ are the equivalent Elastic modulus with and without damage, respectively. When damage index is zero, there is no damage in that element ($0 \ll \alpha \ll 1$). While the composite layers are assumed to be damaged, Eq (3) can be updated using the damage indicators as
\[ K_e = K_{ec} + K_{es} + K_{eb} = (1 - \alpha_c)\tilde{K}_{ec} + (1 - \alpha_s)\tilde{K}_{es} + (1 - \alpha_b)\tilde{K}_{eb} \]

where \( \tilde{K}_{ec} \) and \( \tilde{K}_{es} \) are the stiffness matrices of the intact concrete and steel elements, and the subscripts \( c, s \) and \( b \) denote the damage indices for the concrete, steel, and bonding interfaces. These damage indices are considered individually as scalar values embedded in the elemental damage indices zero vectors with a size that is equal to the composite element FE numbers. A transformation matrix \( T \) is used to assemble the global stiffness matrix from the local stiffness matrix presented in Eq (5) as

\[ K = K_c + K_s + K_b = \sum_{i=1}^{n} T^T K_{e_i} T \]

\[ = \sum_{i=1}^{n} T^T K_{eci} T + \sum_{i=1}^{n} T^T K_{esi} T + \sum_{i=1}^{n} T^T K_{ebi} T \]

where \( n \) is the number of FEs. \( K, K_c, K_s \) and \( K_b \) are the global stiffness matrices of the damaged composite beam, concrete, steel and interface elements, and \( \alpha_{ci}, \alpha_{si} \) and \( \alpha_{bi} \) are the \( i \)th element damage indices of damaged concrete, steel and bonding interfaces, respectively.

3 RESULTS AND DISCUSSION

3.1 Validation of the finite element model

The structural model used in this study is a simply supported 6m long steel-concrete composite beam with a concrete slab sitting on top of an I-shape steel girder with shear connectors. The Young’s modulus and density of the concrete and steel are \( E_c = 3200 \text{ MPa}, \rho_c = 2700 \text{ kg/m}^3, E_s = 210000 \text{ MPa} \) and \( \rho_s = 7800 \text{ kg/m}^3 \), respectively. The geometrical characteristics of the beam are shown in Figure 3.
To develop a reliable baseline FE model that could represent the real structure of interest, two equivalent FE models are constructed and their static response are compared. To this end an FE model of the steel-concrete composite beam is modelled by FE programming in MATLAB. This model is used for the damage identification in terms of different static loading locations, bond interactions, and damage cases. However, to obtain the baseline model, no damage and bond slip are considered in the analysis. Besides, another FE model with the same material and geometrical properties is built using the FE software ABAQUS, as shown in Figure 4.

![Image of FE model of steel-concrete composite beam showing displacements along the beam subjected to mid-span point loads](image)

Figure 4: The FE model of steel-concrete composite beam showing displacements along the beam subjected to mid-span point loads

In each case the structure is subjected to a static load where $P = 10000 \, N$ at the middle of the beam, and then at $L/3$ from the left support; the analytical displacements are measured from 60 points located equally along the composite beam. The validity of this analysis is enhanced by analysing five models with 12, 24, 36, 48 and 60 FE s for each case and then the displacements due to static loadings are used to compare the two FE models. Table 1 shows the maximum displacements of the steel-concrete composite beam obtained from the FE models developed in MATLAB (FE-M) and ABAQUS (FE-A). These displacements are almost the same for both models, showing how precise the FE model developed is by being programmed in MATLAB.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Number of FEs</th>
<th>12</th>
<th>24</th>
<th>36</th>
<th>48</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load applied at L/2</td>
<td>FE-M</td>
<td>2.89x10^-3</td>
<td>2.64x10^-3</td>
<td>2.60x10^-3</td>
<td>2.58x10^-3</td>
<td>2.57x10^-3</td>
</tr>
<tr>
<td></td>
<td>FE-A</td>
<td>2.65x10^-3</td>
<td>2.64x10^-3</td>
<td>2.63x10^-3</td>
<td>2.62x10^-3</td>
<td>2.61x10^-3</td>
</tr>
<tr>
<td>Load applied at L/3</td>
<td>FE-M</td>
<td>2.46x10^-3</td>
<td>2.27x10^-3</td>
<td>2.23x10^-3</td>
<td>2.22x10^-3</td>
<td>2.21x10^-3</td>
</tr>
<tr>
<td></td>
<td>FE-A</td>
<td>2.45x10^-3</td>
<td>2.26x10^-3</td>
<td>2.24x10^-3</td>
<td>2.21x10^-3</td>
<td>2.21x10^-3</td>
</tr>
</tbody>
</table>

Table 1: Maximum displacements (in m) measured from the numerical models in MATLAB (FE-M) and ABAQUS (FE-A)

The differences between the maximum displacements for the model with 12 FEs are greater than those with smaller sized mesh. A convergence study has been carried out using the FE-M in terms of different numbers of FEs, where the FEs are changed from 6 to 60 and the displacement and strain values are measured.
Figure 5: Convergence of maximum (a) displacement, and (b) strain in terms of the number of FEs

Figure 5 shows the convergence of maximum displacement and strain in terms of the number of FEs. While these maximum displacements and strains gradually improve by increments with the number of FEs, in both cases there is an immediate reduction in the models with FE numbers from 6 to 20. Furthermore, since the discrepancies of the model with 24 FEs are very small, 24 elements are used in the following studies.

3.2 Parametric study

A series of parametric studies based on the static responses of the beam have been carried out, and the behavior of the composite beam has been investigated for potential damages in terms of variations in static parameters such as displacement and strain. The parameter that best identifies damage is then selected. The parametric analysis is based on the displacements and strains of the composite beam for six different cases. This consists of three cases of single damage in concrete, steel and interface, two cases of double damage in the concrete-interface, and steel-interface, and one case of triple damage in the concrete-steel-interface. These cases are introduced as a reduction in the stiffness of an element in the composite beam.

Figure 6 shows the changes of maximum displacement and strain of the composite beam with 24 FEs in terms of different cases of damage and reductions in stiffness. Elements number 4 from the support on the left hand side of the composite beam have been considered as the damaged ones and a range of reduction in stiffness is applied from 0% to 90%. The static responses of the composite beam have been obtained for six different cases of damage in ten steps.
of the stiffness reductions (intact to maximum damage). Although the maximum displacements increase when the stiffness decrease, these values are very small, particularly in the case of bonding loss. The discrepancies in the strains are almost zero for cases with a loss of bonding. Since the main objective is to analyse the damage on the bonding interface, the case with a single damage on the interface (Case 3 in Figure 6) is used to select the proper parameter. It is found that the loss of bonding interface results a minimum change in the maximum displacement (Figure 6.a) and strain (Figure 6.b) from undamaged to maximum damaged states. Therefore, in order to a reliable damage identification, both parameters could be used because their changes are almost the same.

![Figure 6: The changes of maximum (a) displacements and (b) strains of the beam with 24 FEs due to reductions in stiffness (from 0% to 90%) in Elements 4 for single damage (cases 1, 2 and 3), double damage (cases 4 and 5), and triple damage (case 6) ](image)
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5 CONCLUSION

In this paper, a numerical analysis of various cases of structural damage has been carried out on a steel-concrete composite beam subjected to static loadings. An FE model of the composite beam is developed by incorporating a distributed shear connection, and then different damage
indices have been embedded into the stiffness matrix of the beam. The results indicate that the model is reliable because the displacements are acceptable in terms of different load locations with a similar FE model built from the commercial FE package ABAQUS. The convergence study established to determine the optimal number of FEs for the composite beam indicates that the discrepancies in the displacements and strains after the model with 24 FEs are very small, and therefore 24 elements are used in the numerical analysis. The maximum displacements and strains in the beam in various cases are also investigated and compared. It is found that the maximum displacements and strains at each loading location remain constant after an initial reduction when the number of FEs increase. Moreover, the bonding slip does not impact the measurements very much, and the change of maximum displacements and strains from undamaged to maximum damage are almost the same.
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Abstract. Recent dramatic bridge collapses worldwide have drawn a significant attention on the problem of ageing infrastructural network and highlighted the main failure causes of bridge structures, namely: decay of the mechanical properties due to ageing, increase of traffic loads, subsidence of the soil, earthquakes, and more. Road managers have the great need of acquiring the largest possible information regarding the current health state of the transportation networks that are typically dated and huge in terms of number of bridges. Nowadays, this knowledge is gained through planned inspections to be performed on individual bridges. However, in countries where the seismic risk is high, a special attention must be paid to the seismic response of bridges, as they often constitute the most sensitive and strategic structures for the management of post-earthquake emergencies. Visual inspections are still the most used class of tools to assess the health state of structures after an earthquake. Several efforts have been made to carry out surveys and obtain updated databases on the conditions and the seismic performances of bridges; other efforts have been made to develop automatic procedures for the classification of intervention priorities after seismic events, based on rapid analysis and simplified evaluation forms. The use of seismic structural health monitoring ($S^2HM$) systems installed on the structure can be an excellent solution to these problems. $S^2HM$ systems allow reducing the uncertainties affecting the assessment of the planned maintenance and allow important economic savings. The present paper proposes a novel methodology for calculating the life cycle costs of road bridges equipped with $S^2HM$ systems. Cost analyses are carried out considering seismic scenarios of the same duration as the life span of the structure, generated through Monte Carlo simulations, based on the mean annual rate values obtained by sampling the seismic hazard curves. The procedure allows to quantify the benefits in terms of structural reliability offered by the $S^2HM$ system, and provides knowledge on the economic advantages of the use of $S^2HM$ that allows avoiding unnecessary traffic closures and interruptions. The cost model allows to investigate the influence of the seismic monitoring systems on life-cycle cost of bridges and to highlight the most sensitive aspects in order to obtain a significant economic return, such as site seismic hazard and lifetime.
1 INTRODUCTION

The life cycle management of the roadway bridges network is organized with long term plannings of scheduled inspection and maintenance (I&M) that may be defined as ordinary ones. Since these operations are forseen by the design phase of the structure, their execution costs are computable. Ordinary inspections consist of control activities of the global and/or local structural safety made at fixed ranges of time [1, 2]. An Italian regulation from the ministry of public works regarding bridges inspections [3] imposes the obligation to carry out quarterly visual inspections by technicians and more detailed annual visual inspections by engineers. The scopes are to monitor and to update the knowledge of the current health state of the bridges over time in order to perform different levels of ordinary maintenance in time [4]. Ordinary I&M allows proper safety levels regarding the degradation phenomena. Therefore, the maintenance costs can be defined in terms of expected values, namely as function of a probability of failure [5]. Moreover, to ordinary I&M costs, post-event inspection and maintenance operations (extraordinary I&M) costs must be added. The main Italian road network manager, Anas S.p.A., adds in-depth inspections through the use of special means, such as using an inspection platform, and the execution of non-destructive tests, to be carried out after extraordinary events and, in particular, after earthquakes of sufficiently large intensity. On one hand, extraordinary I&M can produce significant inconvenience to drivers, as disruption and/or diversion of traffic for the time necessary to carry out the operations. On the other hand, post events operations are the most expensive ones due to the uncertainties regarding the damage detection and localization.

Recently, several strategies of post-seismic emergency management were proposed in order to provide priority I&M operations classification methods. O’Reilly [6] and Borzi [7] proposed updated databases and seismic risk maps for the bridges based on fragility curves to support decision making. Limongelli [8] provided a method based on the value of information of the visual inspections.

In this paper, the use of the results provided by the monitoring system during an earthquake as tool to manage the inspection operations of the monitored bridges is proposed. A life cycle cost model able i) to compute the cost of the post-event operations when the S^2HM data are available [9] and ii) to quantify the obtained gain in comparison to traditional post-seismic emergency strategies is introduced. The results of the cost model application to a case study bridge by Monte Carlo simulations of the seismic scenarios and structural responses are shown. The simulation process allows to compare the total cost values for different strategies by quantitative assessments, in order to quantify the economic benefits and to highlight the most sensitive parameters. In the paper, the effects on the results of seismic hazard and lifetime are investigated.

2 S^2HM AND POST-EVENT INSPECTION STRATEGY

The process of implementing the damage detection strategy regarding the structural seismic risk can be defined as Seismic Structural Health Monitoring [10]. The S^2HM system operating principle can be different according to the monitored seismic phase [11]: i) before the event, the system processes and stores a huge quantity of data, ii) during the event, the system must be able to record the typical phenomena as exceedence drift, and, finally, iii) after the event, the system must highlight potential behavior anomalies. Each phase requires different architecture features of the system according to the specific purpose.

In this paper, S^2HM refers to threshold monitoring systems able to control the structural response during an earthquake and to report it to bridge managers in terms of values above or
below a performance threshold. These values can be used as health state markers of the monitored bridge components. Indeed, each threshold parameter is related to a specific limit state and, hence, to different emergency management activities, such as disruption and/or diversion of traffic, inspections and maintenances. The threshold selection is a prerogative of managers and experts on the basis of i) accuracy of the theoretical/experimental evaluation of the monitored parameters, ii) safety level to ensure, and iii) reliability of the monitoring system result.

In this work, only the inspections operations are managed by seismic monitoring results. Therefore, a condition-based post-event inspection strategy can be defined, and according to it, the control operations on the bridge components for which an alert is supplied by $S^2$HM are carried out. The strategy is outlined by the following steps:

1) Select the limit states of the bridge to monitor (bearing failure, pier bending, etc.);
2) Identify the level of each limit state (flexural, concrete spalling, bar yielding, ultimate strength, etc.), hereinafter referred to as Damage State $DS$;
3) Choose and compute the values of damage parameters (pier drift, pier tilt, etc.) and the threshold values referred to the selected $DS$;
4) Set up the suitable $S^2$HM system to monitor the damage parameter during the earthquake;
5) Outline the extraordinary inspections referred to the exceedance of the $DS$.

3 LCCA FOR $S^2$HM

The life cycle cost analysis (LCCA) evaluates the total economic benefit of a structure by analyzing initial and discounted future costs [12]. Therefore, the total life cycle cost of a bridge can be defined as the sum of three cost groups: initial, management and final costs. The proposed classification follows the common practice to carry out cost analyses in terms of equivalent present value [12, 13] and, on the other hand, the need to separate the terms supposed as deterministic to the terms affected by uncertainties and, therefore, described as expected values.

The initial costs, $C_{0,b}$, include all cost items performed within the year "zero" and, hence, considered as current values. The management costs involve the activities to preserve the performance of the work and all its components. For bridges, the inspection costs, $C_I$, and the maintenance costs, $C_M$, represent the main contributions and, moreover, they must be expressed in terms of expected value, time cumulative and discounted at current value. The last group is the cost of disposal, $C_D$, of the structure at the end of its lifetime to be expressed in terms of present value.

The presence of the monitoring system affects the cost terms at the different stages of the life cycle. First, the initial purchase and installation cost, $C_{0,SHM}$, and the SHM system management cost, $C_{SHM}$, must be added to the initial costs and to the discounted future costs, respectively. Hence, the expected total life-cycle cost of a bridge equipped with a seismic monitoring system can be expressed as follows [14]:

$$E[C(t_L)]_{SHM} = C_{0,b} + C_{0,SHM} + \sum_{t=1}^{t_L} \frac{E[C_{SHM}(t)] + E[C_I(t)]_{SHM} + E[C_M(t)]_{SHM} + C_D(t_L)}{(1+r)^t}$$

(1)
where $t_L$ is the lifetime of the bridge expressed in years, $E[.]$ is the expected value of the considered entity, and $r$ is the discount rate.

In a condition-based post-event inspection strategy, the inspection costs at time $t$ can be defined as:

$$E[C_1(t)|\text{SHM}] = \sum_{l=1}^{L(t)} n_{1,l}(t)c_{1,l}^{\text{ord}} + \sum_{n=1}^{N} p_{1,n}^{\text{SHM}} c_{1,n}^{\text{extra}}$$

where $L$ is the total number of ordinary inspection operation types; $n_{1,l}$ the number per year of $l$-type ordinary inspection; $c_{1,l}^{\text{ord}}$ the $l$-type ordinary operation, $N$ is the total number of possible extraordinary inspection types (equal to the number of limit states that the monitoring system can detect), $p_{1,n}^{\text{SHM}}$ is the probability that the monitoring system detects the $n$-th type of damage, $c_{1,n}^{\text{extra}}$ is the respective inspection cost.

The probability term in Eq. (2), $p_{1,n}^{\text{SHM}}$, is the product of the probability of exceedance of the $n$-type of Damage State $DS_n$, conditional on the occurrence of an earthquake $IM$, and the probability of exceedance of the earthquake in one year:

$$p_{1,n}^{\text{SHM}} = P(DS_n \cap IM) = P(DS_n|IM) \cdot P(IM)$$

When in the design phase, seismic monitoring system data are not available, the expected value of the inspection cost at time $t$, $E[C_1(t)]$, is again the sum of the costs of ordinary and extraordinary operations, but the probability term corresponds to the probability of occurrence of a seismic event in one year [15]:

$$p_1 = P(IM) = 1 - e^{-\lambda}$$

where $\lambda$ is the annual frequency of exceedance of the event $IM$, taken from the hazard curve and according to the Poisson distribution.

In order to evaluate the economic gain of the novel post-event inspection strategy compared to the traditional approach, the following cost formulas are considered in the simulation process, for the cases with and without SHM system respectively:

$$E[C(t_L)]|\text{SHM} = C_{0,b} + C_{0,\text{SHM}} + \sum_{l=1}^{L} n_{1,l} c_{1,l}^{\text{ord}} + \sum_{n=1}^{N} p_{1,n}^{\text{SHM}} c_{1,n}^{\text{extra}}$$

$$E[C(t_L)] = C_{0,b} + \sum_{l=1}^{L} n_{1,l} c_{1,l}^{\text{ord}}$$

The comparison is performed in terms of economic gain, $G$, defined as the difference of the cumulative cost at $t_L$ year between the condition-based and the traditional strategies:

$$G = E[C(t_L)] - E[C(t_L)]|\text{SHM}$$

and in terms of economically viable cases, $n_{evc}$, defined as the of number cases for which $G$ is positive, over the total number of simulations, $n_{tot}$:

$$n_{evc} = \frac{n_{G>0}}{n_{tot}}$$

All inspection costs, ordinary and extraordinary, include both operations direct costs and indirect costs [5] associated with the cost of fatalities and accidents [16], and the traffic delay [13], caused by the operations.
4 SIMULATION METHODOLOGY

In order to apply the described cost model to a case study, a multi-step simulation process is developed. The goal is to quantify in occurred, equal to 1, or not occurred, equal to 0, the probability terms of Eqs. (3) and (4) by Monte Carlo simulations. The starting point of the simulation methodology consists in the realization of seismic scenarios, namely the time distributions of seismic significant intensity events, consistently with the site seismic hazard [4]. The procedure consists of:

1.a) Seismic site hazard curve ($PGA_{\lambda}$) sampling: selection of the number $I$ and $PGA_i$ intensity of the seismic events of interest and evaluation of the corresponding annual frequency of exceedance, $\lambda_i$;

1.b) Generation of a sample, of statistically significant size $N_I$, of the random vector $\bar{T}$ of the $I$ uncorrelated random Earthquakes, $IM_i$, with Poisson distribution, mean $\lambda_i$ and intensity $PGA_i$ respectively. Thus, a matrix $I \times N_I$ is the generated sample where the $i$-th row represents the distribution on $N_I$ years of the arrival times $t_{PGA_i}$ of the $i$-th earthquake;

1.c) Random extraction of $t_L$-long time windows (seismic scenarios) from the previous matrix. The overlapping of the rows of the resulting $I \times t_L$ matrices represents the time distribution of the seismic events in the interval $t_L$.

The other phases of the multi-step simulation process are:

2) Realization of a Finite Element (FE) model of the case study bridge;

3) Application to the model of accelerograms with $PGA_i$ consistent with the analyzed seismic scenario;

4) Seismic system response relative to each seismic event, namely accelerograms, and comparison with the thresholds $DS_n$, as described in Sections 2 and 3.

5 CASE STUDY APPLICATION

The results of the life cycle cost analysis according to the proposed cost model in Section 3 are necessarily influenced by the initial parameters, such as input data (examined bridge and site, etc.) and design features (thresholds and inspection operations definition, etc.).

5.1 Case study bridge and S$^2$HM system

The investigated bridge is a continuous steel-concrete composite bridge. It consists of 10 different size spans for a total length of 574 m; the cross-section is made by two I-shaped steel girders and a 32 cm thick concrete slab, and the RC piers have different heights with a bi-hollow rectangular cross-section.

Regarding the condition-based post-event inspection strategy described in Section 2, the following assumptions are made:

1) Limit states: bending of the 10 piers of the bridge;

2) Damage States: cracking and bar yielding of the bottom section of each pier;
### Table 1: Comparison of inspection strategies

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Type</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition-based post-event inspection</td>
<td>Ordinary level-1</td>
<td>3 months [3], Post-earthquake when $\delta_{y,i} \leq 0.8 \delta_{y,i}$</td>
</tr>
<tr>
<td></td>
<td>C$_{1-O.~level-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ordinary level-2</td>
<td>Annual [3]</td>
</tr>
<tr>
<td></td>
<td>C$_{1-O.~level-2}$</td>
<td></td>
</tr>
<tr>
<td>Extraordinary</td>
<td>C$_{1-Extra}$</td>
<td>Post-earthquake when $\delta_i \geq % \delta_{y,i}$</td>
</tr>
<tr>
<td>Traditional</td>
<td>Ordinary level-1</td>
<td>3 months [3]</td>
</tr>
<tr>
<td></td>
<td>C$_{1-O.~level-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ordinary level-2</td>
<td>Annual [3]</td>
</tr>
<tr>
<td></td>
<td>C$_{1-O.~level-2}$</td>
<td></td>
</tr>
<tr>
<td>Extraordinary</td>
<td>C$_{1-Extra}$</td>
<td>Post-earthquake for each pier</td>
</tr>
</tbody>
</table>

### Table 2: Cost items and values for LCCA

<table>
<thead>
<tr>
<th>Cost item</th>
<th>Direct cost</th>
<th>Indirect cost</th>
<th>Total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{0,b}$</td>
<td>297 €/pier [17, 18]</td>
<td>–</td>
<td>297 €/pier</td>
</tr>
<tr>
<td>$C_{0,SHM}$</td>
<td>553 €/pier [17, 18]</td>
<td>–</td>
<td>553 €/pier</td>
</tr>
<tr>
<td>$C_{SHM}$</td>
<td>343 €/pier [13, 16, 19, 20, 21]</td>
<td></td>
<td>1318 €/pier</td>
</tr>
</tbody>
</table>

3) Damage parameter and threshold values: relative displacements at the top of the $i$-th pier, equal to a percentage of the values corresponding to the cracking, $\% \delta_{cr,i}$, and a percentage of the values corresponding to the elastic limit for reinforcement yielding, $\% \delta_{y,i}$;

4) $S^2$HM system: bidirectional low-cost accelerometers placed at the top and at the base sections of each pier (20 accelerometers in total) that record absolute accelerations in the two main directions; relative displacements are evaluated by double integration of the recorded accelerations, with assumed zero initial displacements and velocity;

5) Extraordinary inspections strategy: Table 1 summarizes the implemented inspection strategy with $S^2$HM system; for clarity, also the traditional inspection approach is reported in the same table.

### 5.2 Cost analysis

Regarding the cost model illustrated at Section 3, Table 2 summarizes the adopted cost items in order to apply the simulation procedure to the case study.

The cost value of the SHM system management, $C_{SHM}$, is defined as annual cost that has to be discounted; the $C_{1-O.~level-1}$, $C_{1-O.~level-2}$, and $C_{1-Extra}$ values are reported as unit costs for a single operation and a single pier, to discount and multiply by the occurrence number.
6 SENSITIVITY ANALYSES

The application of the cost model through the simulation process allows to quantify the influence of the initial parameters on the results in terms of economic gain, $G$, and economically viable cases, $n_{evc}$.

In this work, the effects of i) the lifetime in which the comparison is performed ($t_L$ value) and ii) the site seismic hazard (sampled hazard curve) are investigated. Therefore:

- Variation of lifetime in the range [10, 200] years is analyzed with 2-year step increments;
- Three seismic hazard curves are implemented in the analyses, as shown in Fig. 1.

Any time a seismic scenario is applied to the case study, the corresponding value of the economic gain $G$ is computed. Since the random factors are involved, it is necessary to perform the simulation process a large number of times in order to statistically process the obtained results. Therefore, a first analysis has been performed in order to evaluate the number of simulations, taking into account the computational effort. The following analyses refer to a sample of 2000 scenarios ($n_{tot}=2000$ in Eq. 8).

Figure 1: Seismic hazard curve: Curve 1 relative to LAT= 37.1254 LONG= 14.9275 available from [22], Curve 2 relative to LAT= 34.028 LONG= -118.251 available from [23], Curve 3 relative to LAT= 57.048 LONG= -157.236 available from [23].

6.1 Effects of the lifetime

In accordance with a condition-based post-event inspection strategy, the economic gain offered by the monitoring system can be triggered only when a seismic event occurs. Extending the analysis period allows to increase the probability that a higher number of earthquakes may happen in a scenario and, consequently, to raise the probability to obtain greater $G$ values. On the other hand, all future cost items are reduced in terms of the present worth of the investment by the discount rate $r$ and, in accordance with Eq. (1), the reductive effect of $r$ increases exponentially over time. Hence, the added seismic events, as $t_L$ increases, cause a progressively lower gain. Therefore, the influence of lifetime in terms of the expected benefits must be assessed in accordance with the adopted value of $r$.

Sensitivity analyses are performed assuming Curve 1, percentage equal to 80% and $r$ equal to 0.01, 0.03 and 0.05. Table 3 shows the peak ground accelerations and the annual frequencies.
Table 3: Peak ground accelerations, PGA, and annual frequencies of exceedance, λ, of Curve 1

<table>
<thead>
<tr>
<th>PGA [g]</th>
<th>λ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0545</td>
<td>0.0284</td>
</tr>
<tr>
<td>0.0775</td>
<td>0.0167</td>
</tr>
<tr>
<td>0.1350</td>
<td>0.0076</td>
</tr>
<tr>
<td>0.2213</td>
<td>0.0032</td>
</tr>
<tr>
<td>0.2789</td>
<td>0.0021</td>
</tr>
<tr>
<td>0.3364</td>
<td>0.0014</td>
</tr>
<tr>
<td>0.4227</td>
<td>0.0009</td>
</tr>
<tr>
<td>0.5090</td>
<td>0.0006</td>
</tr>
<tr>
<td>0.5666</td>
<td>0.0005</td>
</tr>
<tr>
<td>0.6247</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

Figure 2: Comparison of \( m^{\text{an}} \) and \( m^{G>0} \) function of \( t_L \) for \( r = 0.05 \), \( r = 0.03 \), and \( r = 0.01 \) of exceedance considered by the sampling of Curve 1 and used for the definition of seismic scenarios. The value of \( n_{\text{evc}} \), the mean of the \( n_{\text{tot}} \) of \( G \) values, \( m^{\text{tot}} \), and the mean of the \( n_{G>0} \) positive \( G \) values, \( m^{G>0} \), are calculated for each \( t_L \) of the analysis range. The values of \( m^{\text{tot}} \) and \( m^{G>0} \) are shown and compared in Fig. 2 and the values of \( n_{\text{evc}} \) in Fig. 3, as functions of \( t_L \) for \( r \) equal to 0.05, 0.03 and 0.01.

The S2HM benefit increases with the period of analysis with a higher growth rate for minor value of \( r \). For high values of the discount rate, it is possible to identify a limit value of \( t_L \), beyond which the gain becomes asymptotic, therefore, the comparison on larger \( t_L \) provides no further useful information. In the case study, the limit values equal to 60 and 100 years are
obtained for $r=0.05$ and $r=0.03$, respectively. For the initial value of $t_L$, the difference between the values of the pairs $m_{n_{tot}} - m_{G>0}$ is maximum and is greater for lower $r$, because the possible gain provided by single seismic events is more effective, then, it decreases with $r$ and with an increasing $t_L$, because $n_{evc}$ increases with $t_L$ and with decreasing $r$.

6.2 Effects of the seismic hazard

An input parameter determining the number of seismic events that may occur during the lifetime of the bridge is the seismic hazard. A worst site hazard is characterized by bigger annual frequency of exceedance values for the same seismic intensity, therefore, over an equal analyzed lifetime, the number of events of a specific earthquake, obtained by Monte Carlo simulation, may be higher. However, a more severe seismic hazard leads to a higher probability that high intensity seismic events may occur. Severe earthquakes increase the damage probability and, therefore, the probability that more inspections are triggered, reducing the economic benefit of the monitoring system. The selected seismic hazard curves have the following features: Curve 2 is always harder than Curve 1, Curve 3 is harder than the other curves for smaller PGA values, while larger PGA values have lower probabilities.

Sensitivity analyses are performed assuming the same sampling values of PGA. Table 4 compares the annual frequencies of exceedance relative to Curve 1, Curve 2, and Curve 3. Moreover, taking into account that the lifetime of a bridge is usually 100 years, the analyses are performed assuming $t_L$ equal to 100 years and $r$ equal to 0.03. The adopted percentage value is 80%.

The results are reported in terms of the relative frequency distributions of the $n_{tot}$ $G$ values, Fig. 4, and in terms of $n_{evc}$, Table 5.

The relative frequency distribution of $G$ relative to Curve 3 is characterized by higher values of $G$, preceded by the results of Curve 2 and, finally, by Curve 1. The same relationship occurs for $n_{evc}$.
<table>
<thead>
<tr>
<th>PGA [g]</th>
<th>$\lambda$ (Curve 1)</th>
<th>$\lambda$ (Curve 2)</th>
<th>$\lambda$ (Curve 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0545</td>
<td>0.0284</td>
<td>0.0427</td>
<td>0.0737</td>
</tr>
<tr>
<td>0.0775</td>
<td>0.0167</td>
<td>0.0268</td>
<td>0.0426</td>
</tr>
<tr>
<td>0.1350</td>
<td>0.0076</td>
<td>0.0119</td>
<td>0.0157</td>
</tr>
<tr>
<td>0.2213</td>
<td>0.0032</td>
<td>0.0052</td>
<td>0.0051</td>
</tr>
<tr>
<td>0.2789</td>
<td>0.0021</td>
<td>0.0034</td>
<td>0.0028</td>
</tr>
<tr>
<td>0.3364</td>
<td>0.0014</td>
<td>0.0023</td>
<td>0.0016</td>
</tr>
<tr>
<td>0.4227</td>
<td>0.0009</td>
<td>0.0014</td>
<td>0.0008</td>
</tr>
<tr>
<td>0.5090</td>
<td>0.0006</td>
<td>0.0009</td>
<td>0.0004</td>
</tr>
<tr>
<td>0.5666</td>
<td>0.0005</td>
<td>0.0007</td>
<td>0.0003</td>
</tr>
<tr>
<td>0.6247</td>
<td>0.0004</td>
<td>0.0005</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

Table 4: Peak ground accelerations, PGA, and annual frequencies of exceedance, $\lambda$, of Curve 1, Curve 2 and Curve 3

![Relative frequency distribution of $G$ for Curve 1, Curve 2 and Curve 3](image)

Table 5: $n_{evc}$ for Curve 1, Curve 2 and Curve 3

<table>
<thead>
<tr>
<th>$n_{evc}$ (Curve 1)</th>
<th>$n_{evc}$ (Curve 2)</th>
<th>$n_{evc}$ (Curve 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.84</td>
<td>0.97</td>
<td>0.99</td>
</tr>
</tbody>
</table>

7 CONCLUSIONS

The paper proposes a life-cycle cost model of bridges equipped with seismic monitoring systems that allow to implement post-event inspection strategies alternative to traditional ones. The simulation methodology used in order to compare the expected value of the total cost in cases with and without a monitoring system is illustrated, highlighting the dependence of the results on the most influential parameters.

For a defined discount rate value, the procedure allows to evaluate the most suitable analysis
period, beyond which no additional benefits of the monitoring system can be demonstrated in terms of the present value of the inspection cost. Moreover, it is demonstrated that seismic structural health monitoring systems may produce important economic benefits when site hazard is characterized by high annual frequency of exceedance for low $PGA$.
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Abstract. One of the most significantly deteriorated causes of bridge bearing failure is the resonance under various vibration conditions. It is important for bridge engineers to prevent the phenomenon, also called resonance, occurs to provide large amplitude vibrations when the bridge is being forced to vibrate at its natural frequency. This may lead to failure of the bridge structure under resonant vibrations. Common bridge bearings cannot well perform when vibrated large for example elastomeric bearings. This is because they do not have adequate mechanical properties to resist extremely various loads. Therefore, the concept of using metastructures to gain superior mechanical properties inspired us to generate a novel bridge bearing model. Because of the nature of dynamic forces on bridge structure, the vibration characteristics of a novel bridge bearing are crucial in analysis and design processes. This paper is the world’s first to focus on the comprehension of vibration characteristics of a novel bridge bearing under free vibration. Through finite element method using Fusion 360 software, the numerical investigation of the modal parameters under dynamic condition was carried out for the novel bridge bearing. Also, there is a comparison of the free vibration results between the free-free and fixed boundary condition, in order to observe the influence of various boundary conditions responding to fundamental frequencies and mode shapes of a bridge structure. Additionally, to verify and develop a numerical model of bridge element, the free oscillation characteristics of the novel bridge bearing in different loads and boundary conditions are required. It is confirmed that vibration response measurements and parameters of a novel bridge bearing will be useful for bridge engineers to determine the vibration-based deterioration or to remotely monitor the bridge bearing health, since it is obvious that typical bridge bearing damage appears nearly at resonant frequencies of the bearings.
1 INTRODUCTION

Bridge bearings also called isolators are extensively utilised in bridge engineering. Since 1950s, they have been employed as thermal expansion isolators for highway bridges and seismic base isolation bearings for building applications, especially extreme acoustic environments. Bridge bearings are critical part of the bridge elements in a bridge system. According to a review in [1, 2], the isolation system using these bearings are able to provide an element with high stiffness in one direction and high flexibility in one or more perpendicular directions. Also, the key functions of bearings for building and bridge applications are not only to transmit and accommodate loads and lateral deformations between the superstructure and the superstructure of a bridge, but also they support the weight of the superstructure [3]. Besides, bearings used for bridge application purposes should be more considered in design than those used for building application, due to additionally rotational deformations induced by girders [4].

The concept of combining horizontal flexibility and vertical stiffness is strongly suggested to be used in design of typical bridge bearings [2]. For example, these common bearings consist of rubber pads laminated with reinforcement materials (i.e. steel plates). Over decades, the development of a novel design of bridge bearings with fibre reinforcement has been widely researched. Compared to bridge bearings reinforced by steel-reinforced bearings are relatively heavy because of the steel reinforcement plates [5]. Additionally, the cost of these bearings is high due to the labour severe fabrication process [5]. Therefore, the benefits of utilising fibre reinforcement in bridge bearings are simplicity of installation, lightweight, better damping properties, high base isolation performance and lower stresses in rubber and fibre layers [6].

A main element of a rubber bearing is the rubber pads, based on an investigation in [7]. They can be employed straight without being reinforced (e.g. plain rubber isolators), or the pads can be laminated with reinforcing materials, providing a high tensile capacity for rising the vertical stiffness of the bearing by dominating buckling of the rubber [3]. A review in [8], Caltrans stated that for the entire structure, the selection of seismic rubber isolators with reinforced materials is dependent on the preferred type of an isolator.

According to [2], a rubber bridge isolator can be sensitive to a buckling type of instability identical to that of a common column, but controlled by the low-shear stiffness of an isolator. Reviews in [9, 10], bridge bearings should have adequately vertical stiffness to transfer service loads and besides be capable to facilitate the horizontal or rotational movements occurred in the girders. The bearings having adequate stiffness in vertical direction can well perform to limit the buckling behaviour and also can reduce the risk of leading to accelerated bridge failure to the bridge structure [11]. For instance, damage is not allowed in bridge bearing under any expected actions [3].

One of the most common causes of bridge failure is the resonance phenomenon under highly various vibrations. It is vital to comprehend the modal characteristics of structural bridge elements for designing and to predict the vibrated behaviours of the bridge elements. In terms of general bridge bearings, they should be developed for preventing possibly the resonance by using complex structures to reduce vibration. More recently, the use of metamaterials consisting of metastructures has a great momentum for many applications. Based on studies in [12, 13] a common material having positive Poisson’s ratio, PR shows a special situation of swelling in perpendicular to compressive loading. On the other hand, a metamaterial with negative PR exhibits shrink behaviour in a direction transverse to the direction of compression [14, 15]. Negative PR metamaterials express better mechanical properties and appli-
cations prospects regarding lightweight [16], indentation resistance [17], vibration attenuation [18, 19], impact resistance [20, 21], and energy absorption [22, 23].

Our simulation shown in the following chapter was inspired by the development of typical bridge bearings using metastructures under dynamic condition which obtain superior modal properties. Nevertheless, there is no study in the comprehensively numerical modal analysis of novel bridge bearings in free oscillation. This study highlights the outcomes of a sensitivity investigation of free oscillation characteristics of a novel bridge bearing. The simulation of the bearing was investigated dependent on the finite elements, employing Fusion 360 software. The insight into dynamic will be useful for the study on non-destructive testing (NDT) and health monitoring of bridge bearings.

2 THEORETICAL BACKGROUND OF MODAL ANALYSIS

One of the most approaches to determine the dynamic properties of systems in the frequency domain is the modal analysis. In this study, the main objective is to identify the dynamic properties of novel bridge bearing components in terms of fundamental frequencies and mode shapes through the finite element method. The formulas of motion for free vibrations of a bridge bearing can be shown as follows [24-26].

In a dynamic network, the formula of motion of the network can commonly be denoted by:

\[ [M] \ddot{\mathbf{y}} + [D] \dot{\mathbf{y}} + [S] \mathbf{y} = \mathbf{q} \]  

(1)

Where \([M]\) expresses the mass matrix, \([D]\) represents the damping matrix, and \([S]\) denotes the stiffness matrix. The harmonic load applied to the network with magnitude, \(Q\) and loading frequency \(\omega\) is indicated by:

\[ \{Q\} = Q \sin(\omega t) = Q e^{j\omega t} \]  

(2)

To be noted, a non-trivial solution to Formula (1) is \(\{\mathbf{y}\} = \{\mathbf{Y}\} e^{j\omega t}\). Substituting the previous solution to Formula (1) and manipulating it with Formula (2), the formula of vibration is obtained as follows:

\[ (-\omega^2[M] + j\omega[D] + [S])\{\mathbf{Y}\} = \{Q\} \]  

(3)

With some manipulations, converting Formula (3) employing modal coordinates by employing \(\{\mathbf{Y}\} = [\Phi]\{\mathbf{W}\}\) and the orthogonality principle, and it later yields

\[ \mathbf{W}_i = \frac{\{\phi_i^T\}}{\omega_i^2 - \omega^2 + 2\zeta_i \omega \omega_i} \{Q\} \]  

(4)

Recalling \(\{\mathbf{Y}\} = [\Phi]\{\mathbf{W}\} = \mathbf{W}_1 \phi_1 + \cdots + \mathbf{W}_n \phi_n\), Formula (4) can be re-written as presented by:

\[ \{\mathbf{Y}\} = \left( \sum_{i=1}^n \frac{\phi_i \phi_i^T}{\omega_i^2 - \omega^2 + 2\zeta_i \omega \omega_i} \right) \{Q\} \]  

(5)

Later, the reacceptiontance of the network can be determined by:
\[ V_{ij}(\omega) = \frac{y'(\omega)}{Q_i(\omega)} = \sum_{l=1}^{n} \frac{\theta_i \theta_j^T}{\omega_l^2 - \omega^2 + 2 \zeta_l \omega_l \omega_j} \quad (6) \]

Therefore, \( \omega_l \) is the resonant frequency, \( \theta_i \) denotes the mass-normalized mode shape, and \( \zeta_l \) denotes the modal damping ratio.

In terms of viscous damping (with critical damping \( c_r \)), \( \zeta_l = \frac{d_l}{d_r} \); for proportional damping \( ([D] = z[M] + x[S]) \), \( \zeta_l = \frac{z}{2\omega_l} + \frac{\omega_l}{2} \); and for hysteretic damping \( (\eta_l) \), \( \zeta_l = \frac{\eta_l}{2} \).

### 3 A FINITE-ELEMENT SIMULATION OF NOVEL BRIDGE BEARING

The dynamic finite element (FE) simulation of a novel bridge bearing in free vibration was developed to investigate its dynamic response (i.e. natural frequency and mode shape). The FE model was generated in Fusion 360 software, using 3.72E+06 linear tetrahedral components with 5.71E+06 nodes. In this paper, we also focus on the free vibration of our model both free-free and fixed boundary condition. In terms of free-free boundary conditions, no excitation force was applied to the model, whilst the upper and lower surface of the model are not fixed because of free-free condition. For fixed condition, it is similar to the free-free condition, but the lower surface of the model is fixed.

Figure 1 demonstrates the three-dimensional finite element model for a novel bridge bearing. The honeycomb structure inspired us to create the engineered model. This is because a honeycomb structure gives a material with a very low density and relatively extreme out-of-plane compressive and out-of-plane shear performance [27-31]. The material and dimensions of the model geometry are based on the STANDARD DRAWINGS for Thai highway design and construction [32]. As given in Table 1, it indicates the material and geometrical properties of the FE model. A range of natural frequency investigations was carried out to evaluate the standard of the FE simulation. It is significant to note that the material utilised in this simulation is merely nitrile rubber, thus it is strongly suggested to use composite materials for this model, in order to acquire superior mechanical properties. Obviously, these components acting a bridge bearing can provide an expected estimation of bridge bearing’s vibration in free-free and fixed condition. However, this model should be verified with experimental data in further research for public use in the near future.

![Figure 1: Finite element model of a novel bridge bearing in the free-free and fixed condition.](image-url)
Table 1: Engineering properties employed in the dynamic simulation.

| Model width | 300.00 | mm |
| Model height | 250.00 | mm |

4 RESULTS

The outcomes of numerical modal analysis for the novel bridge bearing are shown in Table 2 and Table 3 for free-free condition and fixed condition, respectively. For the two bridge bearing models under free vibration with different boundary conditions, it was observed that the first twisting mode in vertical plane certainly controlled the first resonant mode of oscillation in free-free condition. Whilst appearing the first rolling mode for fixed conditions. For a free-free condition, the first five modes of free vibrations are shown in Table 2. Surprisingly, the minimum harmonic corresponded to the fundamental twisting mode, the second harmonic to the first rolling mode, the third harmonic to the second rolling mode, the fourth harmonic to the first shrinking mode, and lastly the fifth mode to the first buckling mode.

However, it is different to the modes of vibration which were obtained for the bearing model in the fixed condition. Table 3 exhibits the first five modes of free vibration in fixed condition. Surprisingly, the minimum harmonic corresponded to the fundamental rolling mode, the second harmonic to the first torsional mode, the third harmonic to the first shrinking mode, the fourth harmonic to the second shrinking mode, and finally the fifth mode to the third shrinking mode. The most dramatic change in fundamental harmonic between the free-free and fixed condition was the second rolling mode in free-free condition, but the first rolling mode in fixed condition, respectively. The highest frequency decrease was approximately 47.36 percent. It is clear that the fixed support played an important role in decreasing the frequency values of all vibration modes, except the twisting mode due to the increase in the frequency values. In addition, it resulted in all the different mode shapes, especially for the lowest fundamental frequency when compared to free-free condition.

According to a mention in [33], the effect of free vibration, there are several factors affecting the natural harmonics and mode shapes, which are the mass, shape, constraint, stiffness, and applied tensile or compressive loads of material and structure.

On the other hand, the validation of this simulation should be conducted by a comparison between experimental data and numerical results, in order to obtain the improved model and to be safely used in public. It is significant to note that these results are highlighted the dynamic properties because of a development in health monitoring of bridge bearing elements which one typically measures the dynamic behaviours in the bridge system by accelerometers on the bridge bearing surface [34].
<table>
<thead>
<tr>
<th>Mode no.</th>
<th>Mode shape</th>
<th>Natural frequency (Hz)</th>
<th>Behaviour</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td><img src="image1.png" alt="Image" /></td>
<td>6.996</td>
<td>Rolling</td>
</tr>
<tr>
<td>3</td>
<td><img src="image2.png" alt="Image" /></td>
<td>8.308</td>
<td>Rolling</td>
</tr>
<tr>
<td>4</td>
<td><img src="image3.png" alt="Image" /></td>
<td>10.110</td>
<td>Shrinking</td>
</tr>
<tr>
<td>5</td>
<td><img src="image4.png" alt="Image" /></td>
<td>10.280</td>
<td>Buckling</td>
</tr>
</tbody>
</table>

Table 2: Natural frequencies of a conceptually novel bridge bearing (Hz) under the free vibration condition with free-free boundary condition.
5 CONCLUSION

Vibration characteristics of a novel bridge bearing play a major role in developing the realistic dynamic simulation of the bearing able to predict its dynamic response. The modal parameters of a novel bridge bearing in bridge system were investigated for modal analysis under free vibration with two different boundary conditions, through the finite element method using 360 Fusion software. The three-dimensional model using a honeycomb structure provides good mechanical properties and lightweight. Obviously, the resonant frequencies connected with the lower mode of oscillation of novel bridge bearing were dramatically influenced by the support boundary condition. Additionally, the mode shapes, which can behave the damaged condition of the novel bridge bearing, were affected by the fixed condition. To sum up, the fixed boundary condition had a particular effect on the vibration mode shapes and natural frequencies of a novel bridge bearing, particularly in the low frequency range. It is suggested that the determined modal parameters of the novel bridge bearing components were utilised to model bridge bearings where the influence of the boundary condition will be calculated. Nevertheless, the model should be created from composite materials that can provide superior mechanical properties. Furthermore, additional research for experiments of the novel bridge bearing fabricated by an additive manufacturing approach should be performed to compare the results between simulation and experiment.
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Abstract. The problem of unsupervised robust vibration based damage detection under assembly–induced uncertainty is considered with a focus on the non–measurable excitation (output–only) case. The study employs a composite aerostructure and damage scenarios based on bolt loosening and characterized by ‘minor’ effects on the dynamics which are appreciably ‘masked’ by those of assembly–induced uncertainty. Detection is based on two Statistical Time Series type methods: a Multiple Model (MM) based and a Principal Component Analysis (PCA) based. The results, based on hundreds of test cases, indicate that both methods achieve very good detection performance, with the PCA–based one exhibiting an edge over its MM–based counterpart (99.5% versus 96% correct detection at a 5% false alarm rate). Although the non–measurable nature of the excitation unquestionably increases the problem difficulty, the degradation in performance is quite small, especially for the PCA–based method (from 100% to 99% at 4% false alarm).
1 INTRODUCTION

Vibration based Structural Health Monitoring (SHM) has received significant attention in recent years as vibration signals are often naturally available and may be measured in a cost effective way and without interrupting the structure’s normal operation [1, 2]. Yet, a main difficulty with this technology is related to the fact that most structures operate under varying Environmental and Operating Conditions (EOCs) and uncertainty, factors often inducing significant changes in the dynamics which may appreciably ‘mask’ those due to damage, thus rendering vibration based Structural Health Monitoring challenging.

Various classes of vibration based SHM methods aiming at overcoming this difficulty by exhibiting robustness to varying EOCs and uncertainty have been developed over the past several years. These attempt to ‘separate’ the effects of minor or incipient damage from those of EOCs and uncertainty, and may be classified as either ‘implicit’ or ‘explicit’. ‘Implicit’ methods attempt modeling that portion of the structural dynamics that is not significantly influenced by varying EOCs and uncertainty; they include Principal Component Analysis (PCA) [3, 4] and Factor Analysis (FA) [5] based approaches for damage detection. On the other hand, ‘explicit’ methods attempt modeling the complete structural dynamics, explicitly including the effects of varying EOCs and uncertainty, via deterministic or stochastic relations; these include Functional Model (FM) based methods [6, 7], Gaussian or non-Gaussian Random Coefficient (RC) model based methods [8, 9], and Multiple Model (MM) based methods [10, 11].

Robust methods have been assessed in various experimental studies under varying Environmental (usually temperature and humidity) or Operating (such as payload) Conditions [12]. Yet, systematic and statistically reliable performance assessments based on sufficiently high numbers of experiments are relatively scarce. Moreover, damage detection under the practically important assembly–induced uncertainty has been barely considered, with the exception of a recent companion paper by the authors [13]. This has been based on hundreds of laboratory test cases involving re–assembly with a simple composite aerostructure and three distinct bolt loosening damage scenarios. Based on single–excitation trivariate–response signals, it has served to demonstrate that: (i) Detection is challenging, as the effects of damage may be indeed largely ‘masked’ by those of assembly–induced uncertainty, (ii) the use of robust Statistical Time Series (STS) methods may still lead to high detection performance reaching 100% correct detection at a false alarm rate of 3.5% or higher.

The aim of the present study is on addressing the problem of robust damage detection under assembly–induced uncertainty and non–measurable random (white noise) excitation (the output–only case). This is a case of high practical importance as the excitation is often non–measurable, for instance in flying aircraft, sea vessels, surface vehicles, wind turbines and many more structures under normal operation. Evidently, dropping the excitation signal information renders the damage detection problem more challenging, with the main question thus being on assessing the extent of the resulting degradation in detection performance.

For achieving this goal the present study employs the set–up, damage scenarios, and signals of our companion paper [13], in conjunction with two, properly adjusted, robust Statistical Time Series damage detection methods based on Vector AutoRegressive (VAR) modeling of the trivariate vibration response signal: (a) An Unsupervised Multiple Model VAR (U–MM–VAR) method, and (b) an Unsupervised Principal Component Analysis (PCA) VAR (U–PCA–VAR) method [14]. It is important to note that the unsupervised nature of both methods is of high practical importance as well, implying the use of vibration response signals exclusively from the healthy structure in the baseline (training) phase.
The rest of this article is organized as follows: The experimental set-up and the damage scenarios are briefly presented in section 2. The robust output-only damage detection methods are briefly outlined in section 3, while damage detection performance assessment and comparison with the measurable excitation case are presented in section 4. The conclusions drawn are finally summarized in section 5.

2 THE EXPERIMENTAL SET-UP AND THE DAMAGE SCENARIOS

2.1 The structure, the damage scenarios, and the experiments

The experiments are based on the composite aerostructure of our companion paper [13], representing the boom of a Unmanned Aerial Vehicle (UAV). The structure is clamped at its right end simulating the connection to the UAV fuselage, while its left free end is attached to an aluminum mass representing the aircraft tail (Figure 1). Both connections are bolted, with the nominal (corresponding to the healthy state) tightening torques being equal to 2 Nm and 4 Nm, respectively. The exciting random (white) force is applied at Point X, while the resulting vibration acceleration response signals are measured, at points Y1, Y2 and Y3, via lightweight accelerometers. Further details are provided in [13].

![Figure 1: Experimental set-up: A random excitation is vertically applied at Point X and the resulting vertical vibration acceleration is measured at Points Y1, Y2, Y3 [13].](image)

Three distinct damage scenarios are considered, each one characterized by a specific reduction (10%, 30% or 50%) in the tightening torque of its clamped end (fuselage connection). Details and the total number of experiments per health state are provided in Table 1.

<table>
<thead>
<tr>
<th>Structural Health State</th>
<th>Clamping Torque [N-m]</th>
<th>Tail Mass Torque [N-m]</th>
<th># of Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>2</td>
<td>4</td>
<td>600</td>
</tr>
<tr>
<td>Damage 1</td>
<td>1.8</td>
<td>4</td>
<td>70</td>
</tr>
<tr>
<td>Damage 2</td>
<td>1.4</td>
<td>4</td>
<td>70</td>
</tr>
<tr>
<td>Damage 3</td>
<td>1.0</td>
<td>4</td>
<td>70</td>
</tr>
</tbody>
</table>

Table 1: The three health states and the corresponding numbers of experiments [13].
2.2 Assessment of the effects of damage and assembly–induced uncertainty on the dynamics

The effects of each damage scenario, along with those of assembly–induced uncertainty, on the dynamics are demonstrated in Figure 2 via Welch–based Power Spectral Density (PSD) estimates [15, pp. 173-187] for signals measured at Point Y1. Evidently, the assembly–induced variability in the healthy dynamics (blue zone) is quite significant, and, to a very considerable extent, ‘masking’ that due to each damage scenario (especially for scenarios 1 and 2). These results imply a challenging damage detection problem, especially for the aforementioned two damage scenarios.

3 THE ROBUST OUTPUT–ONLY DAMAGE DETECTION METHODS

3.1 VAR modeling

For uncorrelated (white) force excitation the observed $s$-dimensional vibration acceleration signal, say $y(t)$ ($t = 1, \ldots, N$ indicating discrete time, with the corresponding analog time being $t \cdot T_s$ with $T_s$ designating the sampling period), may be modeled as an $s$-variate (presently $s=3$)
Vector AutoRegressive model of order $n$, that is a VAR($n$) model, of the form [16, 17] (notice that bold face lower/upper case characters indicate vector/matrix quantities, respectively):

\[
y[t] + \sum_{i=1}^{n} A_i \cdot y[t-i] = e[t]
\]

\[
E\{e[t] \cdot e^T_{t-\tau}\} = \Sigma
\]

with $A_i (s \times s)$ designating the $i$-th AR matrix, $e[t] (s \times 1)$ the model residual (one–step-ahead prediction error) signal characterized by the non–singular (and generally non–diagonal) co–variance matrix $\Sigma$, and $E \{ \cdot \}$ statistical expectation. Given the vibration signal measurements $y[t] (t = 1, \ldots, N)$, the estimation of the VAR parameter vector $\theta$ comprising all AR matrix elements $\theta = \text{vec}([A_1 \ldots A_n]^T)_{(n \times s^2) \times 1}$ and the residual covariance matrix $\Sigma$ is accomplished via linear regression schemes based on minimization of the Ordinary Least Squares (OLS) or the Weighted Least Squares (WLS criterion) [15, p. 206].

### 3.2 The U–MM–VAR method

This method is based on a MM representation of the healthy structural dynamics under uncertainty [18]. This representation consists of a set of VAR($n$) models along with their estimated parameters vectors $\theta$. The method operates under two distinct phases: A baseline (training) phase and an inspection (operational) phase.

**Baseline phase.** ($s \times p$) (presently $s = 3$) vibration response signals from $p$ different experiments under healthy structural state are obtained. Based on them, a set of $p$ VAR($n$) models $m_o = \{m_{o,1}, \ldots, m_{o,p}\}$ is estimated, constituting the MM representation of the healthy dynamics.

**Inspection phase.** Whenever a new set of vibration response signals, obtained under unknown structural state, is obtained, a new VAR($n$) model $m_u$, of the same order as those in $m_o$, is estimated. A proper pseudo–distance metric, say $D(m_u,m_o)$, between the current model $m_u$ and the MM representation $m_o$, is then computed.

The unknown health state is then declared as healthy if and only if the pseudo–distance metric $D(m_u,m_o)$ is lower than a user specified threshold $l_{lim}$, which is taken to imply that $m_u$ belongs to the $m_o$ MM representation; otherwise it is declared as damaged.

In the present study the pseudo–distance metric $D(m_o,m_u)$ employed is defined as:

\[
D(m_u,m_o) := \min_k d(m_u,m_{o,k}) \quad (k = 1, \ldots, p)
\]

with $d(m_u,m_{o,k})$ designating the Kullback–Leibler (KL) divergence (pseudo–distance) [19] between two individual VAR($n$) models.

### 3.3 The U-PCA-VAR method

This method employs the centered PCA [20, 21] for defining an $n'$-dimensional orthogonal coordinate system (where $n' = n \times s^2$, due to the dimension of the estimated VAR($n$) parameter vector $\theta$), on which the VAR parameters vector estimates corresponding to the healthy structural state may be projected, forming a set of mutually uncorrelated random variables [14].

**Baseline phase.** ($s \times p$) (presently $s = 3$) vibration response signals from $p$ different experiments of the healthy state are initially obtained and then a set of $p$ VAR($n$) models $m_o = \{m_{o,1}, \ldots, m_{o,p}\}$ and their parameter vectors are obtained. These parameter vectors are sample
mean corrected [22], leading to the parameter vectors \( \{ \theta_o \} = \{ \theta_o,1, \ldots, \theta_o,p \} \). The sample co-variance matrix \( P = \frac{1}{p-1} \sum_{k=1}^{p} \theta_{o,k}^T \theta_{o,k} \ (n' \times n') \) \( (^T \) designating matrix transposition) is then computed and, via PCA transformation, it is decomposed into \( P = US^2U^T \), where \( S^2 \ (n' \times n') \) is a matrix which includes the squared singular values (positive eigenvalues) of \( P \) (arranged in decreasing order) and \( U \ (n' \times n') \) a real unitary matrix containing the corresponding eigenvectors of \( P \). The first \( q < n' \) columns (principal components) of the eigenvector matrix \( U \) – corresponding to the largest eigenvalues that explain a certain fraction \( \gamma \% \) of the total parameter vector variability – are then associated with uncertainty, while the remaining \( m \) principal components are considered sensitive to damage.

**Inspection phase.** Whenever a new set of vibration response signals, obtained under unknown structural state, is obtained, a new VAR\((n)\) model \( m_u \) and its parameter vector is estimated. Each estimated parameter is then centered by subtracting its sample mean (as obtained in the baseline phase), thus giving rise to the parameter vector \( \theta_u \). This is then transformed into the \( m \)-dimensional space as \( \bar{\theta}_m = U \theta_u \). Damage detection may be then based on the Euclidean norm of the transformed parameter vector \( \bar{\theta}_m \), following the decision making mechanism:

\[
D = \| \bar{\theta}_m \|_2 \leq l_{lim} \rightarrow \text{Healthy structure} \\
\text{otherwise} \rightarrow \text{Damaged structure}
\]

where \( D \) designating the method’s test pseudo–statistic and \( l_{lim} \) a user–specified limit.

### 4 DAMAGE DETECTION RESULTS

**4.1 VAR modeling of the vibration response**

Based on each set of vibration response signals measured at points Y1, Y2 and Y3 (Figure 1), each one being \( N=12000 \) samples long, the modeling procedure involves the successive fitting of VAR\((n)\) models for increasing AR order \( n \), until an adequate model is reached. Model adequacy is judged via the trace of the estimated residual covariance matrix \( \hat{\Sigma} \) and the Bayesian Information Criterion (BIC) [15, pp. 505-507]. The ratio of the number of signal scalar samples to the number of model parameters (Samples Per Parameter – SPP) should be maintained at sufficient levels (for instance above 20). Final model acceptance is based upon formal verification of the model residual uncorrelatedness (whiteness) hypothesis. This procedure leads to a VAR\((55)\) model for the healthy structural dynamics (details in Table 2).

**4.2 Comparative assessment of the methods**

Damage detection performance is assessed via Receiver Operating Characteristics, ROC, curves, each representing the True Positive Rate (TPR, that is correct detection rate) versus the False Positive Rate (FPR, that is false alarm rate) for varying decision threshold [23].

\( p = 300 \) randomly selected experiments with the healthy structure are included in the baseline (learning) phase, while the remaining 300 healthy and 210 damaged (70 per each damage scenario) are reserved for inspection (testing). As \( p \) should be greater than the total number \( n' \) (presently \( n' = 495 \)) of the estimated model parameters for the PCA (see subsection 3.3), a reduced number of VAR\((55)\) scalar parameters should be employed. Indeed, the first 150 scalar parameters from the diagonals of the VAR\((55)\) model AR matrices are selected, while \( \gamma \) is selected at 99.6% (U–PCA–VAR method). On the other hand 300 conventional VAR\((55)\) models are included in the MM representation (U–MM–VAR method). Details are summarized in Table 3.
Non–Parametric Analysis

<table>
<thead>
<tr>
<th>Sampling Frequency (Hz)</th>
<th>Signal Length (samples)</th>
<th>Estimation Method</th>
<th>Window Type / length</th>
<th>Overlap (%)</th>
<th>( \delta f ) (Hz)</th>
<th>Bandwidth (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 654.5</td>
<td>120 000</td>
<td>Welch</td>
<td>Hamming / 4 096</td>
<td>80</td>
<td>1.14 / 143</td>
<td>3 - 2 327.25</td>
</tr>
</tbody>
</table>

Matlab function: \texttt{pwelch.m} (PSD)

Parametric (VAR) Analysis

<table>
<thead>
<tr>
<th>Signal Length (samples)</th>
<th>Selected Model</th>
<th># Estimated Parameters</th>
<th>BIC</th>
<th>SPP</th>
<th>Trace of Residual Matrix</th>
<th>Condition No of Inverted Covariance</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 000</td>
<td>VAR(55)</td>
<td>495</td>
<td>-20.95</td>
<td>46.51</td>
<td>(10^{-3})</td>
<td>(10^6)</td>
</tr>
</tbody>
</table>

Estimation method: OLS with QR implementation (Matlab function: \texttt{armax.m})

\( \delta f \): frequency resolution. BIC, Trace, and Condition number refer to an indicative healthy test case.

Table 2: Non–parametric and parametric estimation details.

<table>
<thead>
<tr>
<th>Method</th>
<th>VAR Model Order</th>
<th># Baseline Exp/s</th>
<th># Inspection Exp/s</th>
<th># ROC Points</th>
<th># VAR Parameters (for detection)</th>
<th>PCA Threshold ( \gamma ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U–MM—VAR</td>
<td>55</td>
<td>300</td>
<td>510</td>
<td>510</td>
<td>495</td>
<td>-</td>
</tr>
<tr>
<td>U–PCA–VAR</td>
<td>55</td>
<td>300</td>
<td>510</td>
<td>510</td>
<td>150(^\dagger)</td>
<td>99.6</td>
</tr>
</tbody>
</table>

Scalar signal length \(N=12\ 000\) samples.
\(^\dagger\)The first diagonal AR parameters (U–PCA–VAR).

Table 3: Detection method parameters and numbers of baseline and inspection experiments.

Performance assessment results for both methods are presented in Figure 3, in terms of pseudo–distance metric \(D\) and ROC curves, distinctly for each damage scenario. The U–MM–VAR method achieves correct detection rates that, for damage scenarios 1 and 2, approach 91% and 98%, respectively, for 5% or higher false alarm rate. The performance is even better for damage scenario 3, with 100% correct detection achieved for false alarm rate 1.5% or higher. This performance is quite impressive in view of the effects of the damage scenarios and uncertainty on the dynamics! The U–PCA–VAR method achieves even higher performance, as the correct detection rates for damage scenarios 1 and 2 approach 98.6% and 100%, respectively, for 5% or higher false alarm rate, while it achieves 100% correct detection rate for false rates of 0.4% or higher!

4.3 Comparison with the case of measurable excitation

The performance achieved by each method is now compared to that of its counterpart additionally employing the excitation signal (measurable excitation case); the latter methods are based on VAR models with Exogenous excitation (VARX models) and are thus referred to as U–MM–VARX and U–PCA–VARX methods [13]. As expected, the inclusion of excitation signal information leads to somewhat improved performance (Figure 4). This improvement is more evident for the MM–based methods (Figure 4(a)) where the correct detection rate improves from 94% to 100% for false alarm rate of 3.6%. On the other hand, the improvement is less significant for the PCA–based methods, as the correct detection rate improves from 99% to
100% for false alarm rate of 4% (Figure 4(b)).

In general, the results indicate that the deterioration in damage detection performance due to dropping the measurement in the excitation signal is rather small, especially within the context of the PCA–based methods.

5 CONCLUSIONS

The problem of robust vibration damage detection under assembly–induced uncertainty has been considered with the focus set on the practically important non–measurable excitation (output–only) case. For this purpose experiments with a composite aerostructure under repeated assembly operations have been employed under three damage scenarios corresponding to 10%, 30%, or 50% reduction in a clamping bolt tightening torque. The problem has been tackled via two unsupervised and robust Statistical Time Series methods employing Vector AutoRegressive (VAR) modeling: The first is based on Multiple Model (MM) representations (U–MM–VAR
method) and the second on Principal Component Analysis (U–PCA–VAR). Performance assessment has been based on 510 inspection experiments. The main conclusions drawn may be summarized as follows:

1. Despite the relatively ‘minor’ effects of each damage scenario on the structural dynamics and their appreciable ‘masking’ by those of assembly–induced uncertainty, both output–only methods lead to very good detection performance.

2. Although the performance characteristics of the two methods are largely similar, the PCA–based method offers an edge over its MM–based counterpart (correct detection rate of 99.5% versus 96% for 5% false alarm when all three damage scenarios are included).

3. As expected, the 1st damage scenario (10% torque reduction) is the most challenging, with scenarios 2 (30% torque reduction) and 3 (50% torque reduction) following in that order.

4. Although excluding the excitation signal from the damage detection procedure unquestionably increases the problem difficulty, the resulting performance degradation is relatively small, that is from 100% to 94% correct detection for the MM–based method (at 3.6% false alarm rate) and from 100% to 99% for the PCA–based method (at 4% false alarm rate).

Overall, the results of the study indicate that the use of proper robust random vibration based methods may effectively overcome the effects of assembly–induced uncertainty and achieve high detection performance even for relatively ‘minor’ damages and in the absence of measurable excitation.
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Abstract. Vibration-Based Monitoring (VBM) can constitute a successful approach for Structural Health Monitoring (SHM) of civil structures, but natural frequencies and displacement mode shapes can exhibit a low sensitivity to certain types of damage when compared to their sensitivity to environmental influences such as temperature. Modal strains are more sensitive to local damage and laboratory experiments have shown that they can also be insensitive to temperature changes. The direct monitoring of modal strains from very small strain levels occurring during ambient, or operational excitation has also become possible thanks to two recently developed optical interrogation techniques. The present work demonstrates for the first time the use of modal strains for VBM purposes through the monitoring a full-size civil structure. A steel railway arch bridge is monitored for a period of more than a year with eighty Fiber-optic Bragg Grating (FBG) strain sensors, multiplexed in four fibers. Thanks to a highly accurate optical interrogation technique, the ambient dynamic sub-microstrains of the monitored bridge are continuously measured with high accuracy and precision. Subsequently, the identification of its modal characteristics (modal strains and natural frequencies) is conducted on hourly basis and in a fully automated manner with the use of hierarchical clustering for the automated interpretation of the obtained stabilization diagrams. Ten modes are systematically identified from dynamic strains with a typical measured root mean square (RMS) strain value of the order of 0.01 micro-strains. The modes are tracked over time as new data are acquired. The influence of the temperature fluctuations on the modal characteristics of the bridge is extensively investigated. The results confirm that, for the achieved temperature range and temperature distribution, the modal strains of the bridge are not influenced by the temperature.
1 INTRODUCTION

Vibration-Based Monitoring or VBM is a valuable tool for non-destructive damage identification and condition assessment of civil structures [1, 2]. The idea behind VBM is to identify changes in modal characteristics of a structure that are directly related to damage [1, 2]. The main challenge for VBM is to identify characteristics that are as sensitive as possible to structural damage and at the same time as insensitive as possible to measurement noise, loading, and environmental factors such as temperature [3, 4].

Natural frequencies are probably the most commonly used modal characteristics for damage identification [4]. Natural frequencies can be easily obtained with only a few sensors that are placed at proper locations. However, natural frequencies are influenced by environmental factors, such as temperature, and that influence can be high enough to completely mask the presence of even severe damage, necessitating data normalization [1].

Mode shapes consist another modal characteristic that is used for VBM [4]. The advantage of mode shapes over natural frequencies is that they contain local information, facilitating in this way the localization of damage. Mode shapes are also less sensitive to temperature variations, when compared to natural frequencies [4]. However, an array of sensors is required to obtain the mode shapes, which can be difficult and/or uneconomic to install in many civil structures.

Modal strains consist a modal characteristic that can be obtained from strain-based modal analyses, where dynamic strains are used as input [5, 6, 7]. Thanks to two recently developed methods for dynamic sub-microstrain measurements, the dynamic strains that occur on civil structures during ambient or operational excitation can be measured with high accuracy and precision with the use of Fiber Bragg Grating (FBG) sensors [5, 6]. Consequently, the modal strains can be identified from the measured dynamic strains with the use of subspace identification [8, 9]. Several experiments on laboratory tested concrete beams have illustrated that modal strains are highly sensitive to local damage of even moderate severity, while insensitive to temperature changes [6, 10]. Furthermore, modal strains can be obtained in a very dense grid with the use of FBGs. The advantage of FBGs is that multiple sensors can be multiplexed on a single optical fiber, offering valuable local information that facilitates the localization of damage.

The present work demonstrates the use of modal strains for VBM purposes through the long-term monitoring of a steel railway bridge. The monitoring campaign has three main goals. First, to investigate the ability of the strain monitoring method [6] to accurately measure dynamic strains and consequently identify the modal strains of a full-size civil structure under operational excitation. Second, to study the influence that environmental factors and more specifically temperature might have on the modal characteristics of a structure with complex boundary conditions and non-uniform temperature distribution. Third, to use this case study as a proof of concept of the methodology for potential end-users.

2 THE KW51 BRIDGE

The KW51 is an 117 m long railway bridge, located close to the city of Leuven in the Flemish region of Belgium. The bridge is part of the 100 km Line 36 that runs from Brussels to Liège and enables the crossing of two roads and the Leuven-Dijle channel. Line 36 is operated exclusively by passenger Thalys, ICE, Intercity, Suburbain and Omnibus trainsets.

The KW51 is a steel single-span arch bridge with a two-track deck that is suspended from the arch with thirty-two inclined braces (figure 1). The deck consists of two main girders that are stiffened by thirty-three transverse beams. The bridge is supported on four neoprene bearings at its ends, which directly sit on two concrete abutments.
3 STRAIN MONITORING

The bridge is monitored with four chains of FBG sensors for more than a year, since 14 February 2019. The temperature of the bridge is also measured with one thermocouple. In the current paper, the results form the first three months of monitoring, up to 15 May 2019 are presented.

3.1 Experimental setup

The four chains of FBG sensors are located at the top surface of the bottom flange of the main girders of the bridge (figures 2 - 4). The fibers are attached to the flanges via a custom clamping system [6], to measure axial dynamic strains (figure 4a). The bottom part or "base" of a clamping block is directly glued on a strong magnet, which is then placed on its designated location on the flange (figure 4a). Then, the fibers are firmly fixed at the discrete clamping blocks (figure 4b) to ensure the proper transfer of strains from the span to the sensors. The distance between two consecutive clamping blocks varies from 2.3 m to 2.5 m. One sensor exists between two blocks, measuring the average macro-strain between both blocks. Each fiber contains 20 FBGs, except from the northwest one that contains 19 (figure 3b). The fibers are prestressed to ensure that they remain in tension when the corresponding bridge part is being compressed. The gap that exists between the bottom flange of the transverse beams and the bottom flange of the girders (figure 4f), allows the fibers to pass below the transverse beams and get stretched along the girders.

Figure 2: Typical cross-section of the deck of the KW51 bridge. The small cubes represent the clamping blocks (dimensions in m).
Figure 3: (a) South view of the KW51. (b) Schematic representation of the attachment of the optical fibers. The small cubes represent the clamping blocks and the rectangles the FBGs in between the clamping blocks. All FBGs are labeled; NE stands for northeast, NW for northwest, SE for southeast and SW for southwest. B denotes the box where all fibers are connected to the telecom fiber. C denotes the cabinet that contains the laptop and the acquisition system. T denotes the thermocouple. The telecom fiber is represented with a line connecting B and C (dimensions in m).
Since FBGs are sensitive to both strain and temperature, the fibers are covered with thermal insulation (figure 4c), to ensure that fast temperature fluctuations would not affect the dynamic measurements. Furthermore, the thermal insulation is covered with plastic foils to protect it against the environment. The plastic foils are secured with magnets (figure 4d).

![Images](a) Photo of mounted clamping blocks and glass fiber. (b) The thermal insulation, covering the clamping box and the fiber. (c) The plastic foil, covering the thermal insulation. (d) One of the steel connection plates. (f) The gap between a transverse beam and a girder.

The strain acquisition is conducted with an interrogator that offers the required high accuracy and precision in dynamic sub-microstrain measurements [5, 6], the FAZ Technologies FAZT-I4. The sampling frequency is $f_s = 1000$ Hz. The acquisition system and the laptop that is required to operate the acquisition system, perform the measurements and save the data, are placed inside a cabinet that is located close to one end of the bridge and is attached on a transverse beam via magnets. The FBG fibers are connected to the acquisition system through a telecom fiber that spans the distance ($\approx 60$ m) between the cabinet and the midspan of the bridge, where all four fibers are connected to the telecom fiber in a wall mount box (figure 3).

The temperature of the bridge is measured throughout the monitoring period with a thermocouple that is used for this purpose [11]. The thermocouple is attached on the same transverse beam as the cabinet that contains the acquisition system (figure 3). The maximum recorded temperature during the first three months of the monitoring is $26^\circ$C and the minimum $4^\circ$C.

4 STRAIN-BASED MODAL ANALYSIS

Dynamic strain data are used for the identification of the modal characteristics of the bridge, i.e. natural frequencies and strain mode shapes. The strain data are obtained from operational excitation tests that were conducted on an hourly basis and had a duration of 900 s each. The strain data are used in strain-based Operational Modal Analyses (OMA), to identify the modal
characteristics of the span under changing temperature conditions and in a repetitive way. In total, 2139 operational excitation tests were conducted during the first three months (table 1).

<table>
<thead>
<tr>
<th>Period</th>
<th>Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-28/2/19</td>
<td>316</td>
</tr>
<tr>
<td>1-31/3/19</td>
<td>743</td>
</tr>
<tr>
<td>1-30/4/19</td>
<td>720</td>
</tr>
<tr>
<td>1-15/5/19</td>
<td>360</td>
</tr>
<tr>
<td>Total</td>
<td>2139</td>
</tr>
</tbody>
</table>

Table 1: Monthly amount of operational excitation tests recorded during the monitoring period of the KW51 bridge.

4.1 System identification

The data processing and the system identification is conducted with MACEC [12]. First, the static or DC offset is removed from all measured strain signals. Second, the data are low-pass filtered with an 8th order Chebyshev Type I low-pass filter with a cut-off frequency of 16 Hz and then re-sampled at a lower frequency, resulting in a new sampling frequency $f_s = 40$ Hz. Then, a fourth-order Butterworth filter with a high-pass frequency of 0.35 Hz is applied to all channels, in order to remove the influence of temperature fluctuations on the FBGs. The position-averaged RMS strain values among all sensors is in the range of 0.01 $\mu\varepsilon$. The output-only, data-driven stochastic subspace identification (SSI-data) method [8] is employed for identifying a range of state-space models from the strain data. When the time signals include one or more train passages, the data Hankel matrix [8] is modified to exclude them from the identification process, i.e. the columns of the Hankel matrix that contain data from times when a train is on the bridge, are removed. The train passages are automatically identified by an algorithm that tracks peaks in the data with amplitude larger than $1\mu\varepsilon$, which correspond to train bogies. The computed modal characteristics are used for constructing stabilization diagrams (figure 5).

![Figure 5: Typical stabilization diagram, as obtained from an ambient excitation test.](image)

4.2 Automatic identification of modal characteristics

Modal analysis consists of four different stages: data collection, data processing, system identification and determination of a validated set of modal characteristics [13, 14]. The first three stages can be easily automated, e.g. with the use of MACEC. The user needs to make some initial choices, e.g. maximum system order, which can be used then for all data sets. The fourth stage, i.e. the determination of the modal characteristics, is also automated here by using the principles of hierarchical clustering, which is a method of cluster analysis [15] and allows to automatically select modes from the constructed stabilization diagrams.
The hierarchical agglomerative clustering is considered as a suitable procedure for clustering the estimated modes of a clear stabilization diagram and automatically obtain the psychical modes of the structure. This procedure has been successfully implemented on the "Infante D. Henrique” bridge in Porto and it was proved to be very efficient in the identification of the bridge’s first 12 natural frequencies [16]. The implementation of the hierarchical agglomerative clustering for automatically identifying the modal characteristics of KW51 is thoroughly explained in [17]. Ten modes are consistently identified during the considered period. In figure 6, the natural frequencies of these modes are displayed for the period 14/2/19 - 15/5/19.

Figure 6: Automatically identified natural frequencies of the modes of KW51, during the period 14/2/19-15/5/19.

The strain mode shapes, natural frequencies and modal damping ratios of the first six modes are displayed in figures 7 and 8. The physical interpretation of the mode shapes is possible thanks to a separate acceleration-based OMA [11]. The modes can be classified as deck or arch modes, depending on which part of the bridge is predominantly excited for every mode.

(a) Mode 1 - 1st lateral mode of the arch ($f_{1}^{SSI} = 0.51$ Hz, $\xi_{1}^{SSI} = 0.2\%$)

(b) Mode 2 - 2nd lateral mode of the arch ($f_{2}^{SSI} = 1.24$ Hz, $\xi_{2}^{SSI} = 0.1\%$)

Figure 7: Strain mode shape, natural frequency and damping ratio of modes 1 and 2 of the KW51 bridge, as identified from strain-based OMA using SSI-data. The left subplots illustrate the 3D view and the right subplots the front ($x$-$z$) view of the strain mode shapes.
(a) Mode 3 - 1st lateral mode of the deck ($f_{3}^{\text{SSI}} = 1.89$ Hz, $\xi_{3}^{\text{SSI}} = 0.9\%$)

(b) Mode 4 - 3rd lateral mode of the arch ($f_{4}^{\text{SSI}} = 2.45$ Hz, $\xi_{4}^{\text{SSI}} = 0.1\%$)

(c) Mode 5 - 1st bending mode of the deck ($f_{5}^{\text{SSI}} = 2.54$ Hz, $\xi_{5}^{\text{SSI}} = 1.8\%$)

(d) Mode 6 - 2nd bending mode of the deck ($f_{6}^{\text{SSI}} = 2.92$ Hz, $\xi_{6}^{\text{SSI}} = 0.3\%$)

Figure 8: Strain mode shape, natural frequency and damping ratio of modes 3, 4, 5 and 6 of the KW51 bridge, as identified from strain-based OMA using SSI-data. The left subplots illustrate the 3D view and the right subplots the front ($x$-$z$) view of the strain mode shapes.

### 4.3 Influence of temperature on modal characteristics

The influence of temperature on the modal characteristics of the bridge, i.e. natural frequencies and strain mode shapes is investigated in the following sections.

#### 4.3.1 Influence of temperature on natural frequencies

The time evolution of the natural frequencies of the ten systematically identified modes of KW51 is displayed in figure 6. In order to investigate the influence of temperature on natural frequencies, the natural frequencies of these modes are plotted as a function of temperature in figure 9. The natural frequencies in figure 9 are plotted within y-axis limits that are defined...
based on their mean value $\mu_f$, to provide with a common relative scaling for all modes. The limits of the y-axis in these figures are defined as $\pm 3\%$ of the mean value $\mu_f$. The linear regression and the coefficient of determination ($R^2$) between temperature $T$ and natural frequency $f$ is also computed. Based on the linear regression, the relative change of the natural frequency of each mode $\Delta f_j[\%]$, for a temperature change of $\Delta T = +10^\circ C$ can be obtained [17]. The coefficient of determination ($R^2$) and the relative change of the natural frequency $\Delta f_{10}[\%]$ of each mode are provided in figure 9.

It can be observed in figure 9 that temperature has an insignificant influence on the natural frequency of most of the modes of the deck (modes 3 and 5), while the modes of the arch (modes 1, 2 and 4) and the second bending mode of the deck (mode 6) appear to be more influenced from the temperature changes, for the given temperature range of about $24^\circ C$ that was achieved during the monitoring period. An increase of $\Delta T = 10^\circ C$ in temperature results in a relative decrease of about $\Delta f_{10} = 0.2 - 0.25\%$ for the natural frequencies of the arch modes and mode 6. The relationship appears to be relatively consistent among these modes, for the temperature range of $24^\circ C$. The scattering of natural frequency values for some of the modes, e.g. mode 5 in figure 9e, can be as large as $\pm 2\%$ from the mean value $\mu_f$, which creates a data “cloud”, as it is proved also by their low coefficient of determination ($R^2$). This data “cloud” poses no correlation with the temperature changes. Such large scattering can be attributed to several factors, such as: influence of other environmental factors than temperature (e.g. solar radiation), the loading amplitude (e.g. wind intensity), the thermal inertia of the structure, identification errors, and others. Similar conclusions are drawn from the rest of the identified modes [17] and thus they are not displayed here.

![Figure 9: Evolution of the natural frequencies of modes 1 to 6 of the KW51 bridge as a function of temperature, as identified from SSI-data ($f_{ssi}$) and during the period before the retrofitting. The dash-dotted line denotes the mean natural frequency $\mu_f$, while the dashed line denotes the linear regression of the data $f(T)$. The y-axis limits of the plots, which correspond to $\pm 3\%$ of $\mu_f$, are also denoted with dashed lines.](image-url)
4.3.2 Influence of temperature on strain mode shapes

The influence of the temperature fluctuations on the strain mode shapes $\psi_j^{ssi}$ is investigated. The strain mode shapes obtained from all modal tests are used. First, a normalization scheme [9] is applied which allows for a direct comparison of the strain mode shapes that have been determined at different temperatures [10]. Second, the strain mode shapes are clustered in temperature groups that each have a non-overlapping range of 2°C. Third, for each temperature group $k$, the sample mean $\mu[\psi_j^{ssi,(k)}]$ of all strain mode shapes in the group is computed, as well as the sample standard deviation $\sigma[\psi_j^{ssi,(k)}]$ and the related $\pm 2\sigma$ confidence interval $CI[\psi_j^{ssi,(k)}]$, which boils down to a 95% confidence interval when the samples are normally distributed [9, 10].

The mean strain mode shape with its 95% confidence interval for the different temperature groups of the second bending mode of the deck (mode 6) are displayed in figure 10b. It can be clearly observed that the confidence intervals for the different temperature groups overlap completely, and they all have nearly the same width. It can therefore be concluded that, in the present experiment, there is no statistically significant influence of the temperature on the strain mode shapes, for the given temperature range of 24°C. Similar conclusions are drawn from the rest of the strain mode shapes [17] and thus they are not displayed here.

Since temperature does not influence the strain mode shapes, the statistical uncertainty must relate to other causes of variability in the strain mode shapes at a given temperature group, such as identification errors. The fact that the confidence intervals in figure 10b all fall on top of each other, indicates that the identification errors have low bias. This implies that the uncertainty on the identified strain mode shapes can be reduced by averaging. Indeed, the standard deviation of the sample mean of the entire set of $N_k$ samples (i.e., identified strain mode shapes) obtained at a given temperature group $k$ is related to the standard deviation of the set as:

$$\sigma[\mu[\psi_j^{ssi,(k)}]] = \frac{\sigma[\psi_j^{ssi,(k)}]}{\sqrt{N_k}}$$

and the related 95% confidence interval reads:

$$CI[\mu[\psi_j^{ssi,(k)}]] = [-2\sigma[\mu[\psi_j^{ssi,(k)}]], 2\sigma[\mu[\psi_j^{ssi,(k)}]]]$$

Figure 10c displays, for the second bending mode, the sample mean of the complete set of all the repeatedly identified strain mode shapes $\mu[\psi_j^{ssi,(k)}]$ that are obtained at a given temperature group $k$, together with the 95% confidence interval of the sample mean of each set. Note that the sample mean values of figure 10b and figure 10c are identical, but that the width of the confidence intervals in figure 10c are a factor $1/\sqrt{N_k}$ narrower than in figure 10b, because in figure 10c the uncertainty of the averaged, sample mean values is considered. It can be clearly observed that the narrow confidence intervals of the sample mean of the different temperature groups overlap completely, and they all have nearly the same width, increasing the confidence that there is no statistically significant influence of the temperature on the strain mode shapes, for the temperature range of 24°C.

5 CONCLUSIONS

The KW51 railway bridge is monitored with four chains of FBGs for a period of more than a year. Modal tests, using ambient excitation as well as the free response of the bridge after train passages are conducted every hour throughout this period. The dynamic strain data from
Figure 10: (a) South view of the KW51. (b) Sample mean $\mu[\psi_{ji}^{\text{SSI}, (k)}]$ and 95% CI[$\psi_{ji}^{\text{SSI}, (k)}$] of the strain mode shapes that have been identified in each temperature group $k$ for mode 6. (c) Sample mean $\mu[\psi_{ji}^{\text{SSI}, (k)}]$ and 95% CI[$\mu[\psi_{ji}^{\text{SSI}, (k)}]$] of the sample mean, of the strain mode shapes that have been identified in each temperature group $k$ for mode 6. The top and bottom subplots contain the strains at the north and south sides of the bridge, respectively.

These tests are used in operational modal analyses. Results from the first three months of the monitoring are presented in this paper.

The modal characteristics of the bridge are identified in a repetitive and automated way with the implementation of a hierarchical agglomerative clustering algorithm. Ten modes are
successfully and continuously identified throughout the monitoring period. The influence of temperature on the natural frequencies and the strain mode shapes of the bridge is investigated.

A small influence of the temperature on the natural frequency of the arch’s modes is identified, while the natural frequency of the deck’s modes appears not to be influenced by temperature, for the given temperature ranges.

The strain mode shapes of all identified modes are found to be insensitive to temperature changes, for the given temperature ranges, confirming the observations from past experiments in laboratory tested beams [10]. This is an important conclusion, since a temperature-insensitive dynamic characteristic can be directly used for damage identification, without requiring data normalization.
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Abstract. For vibration-based structural health monitoring, a multilevel optimization scheme is applied to damage assessment of a prestressed concrete bridge. As a linear elastic problem to be addressed, damage was represented by reduction of structural stiffness of the reference model for the elements where the damage occurred. The Finite Element (FE) model updating problem is formulated as a nonlinear least-squares problem, which tries to minimize the differences between the reference model and the real (or simulated) structure with respect to the modal data. Due to the specific structure of the bridge, damage parametrization was introduced both using substructuring and a damage function. Consequently, the optimization variables were divided into global ones and local ones, which leads to the implementation of an iterative multilevel updating scheme. Satisfactory results were obtained for two numerical simulated damage scenarios: one with a single damage and one with multiple damage.
1 INTRODUCTION

FE model updating has been widely applied to vibration-based structural health monitoring for damage assessment using operational modal data [1, 2, 3]. The damage assessment procedure requires solving an inverse problem based on experimental data to detect, locate, and quantify damage. The model updating technique is generally formulated into a numerical optimization problem, which tries to minimize the differences between the reference model and the real structure with respect to the modal data, such as natural frequencies and mode shapes. The solution procedure often involves a large number of unknown parameters, especially when the structure being investigated is complicate. As a result, the associated numerical problem is usually ill-posed. It might not have an unique solution, or the numerical solution is highly sensitive to small changes of the input data.[4, 5]. For a civil structure, not only the experimental results are effected by noise, but also the numerical models can be inaccurate to reproduce the behaviour of the real structure due to modelling errors. Therefore, several important issues related to FE model updating need to be carefully addressed, such as parameterization of damage [6], modelling errors [7], objective function [8], regularization [9], environmental effects [10], and numerical optimization algorithms [11, 12, 13].

In practice, the most time consuming part is numerical modal analysis in the model updating process. Modal analysis of the reference model has to be repeated, since the objective function needs to re-evaluated with the updated parameters at every iteration step. Therefore, a simplified model of the bridge or structure is usually preferable as the reference model for the benefits of its computational efficiency [14]. Another practical problem often encountered for a civil structure is the lack of the baseline measurements for the undamaged state. Even though modal properties of the healthy structure can be estimated with a refined FE model [15, 16], the material properties and boundary conditions are influenced by environmental conditions like temperature, which increases the uncertainty of the estimation of damage parameters. In this paper, damage assessment is performed for a prestressed concrete girder bridge. It is a part of a long multispans viaduct, which consisted of a series of simply supported girder bridges. Extensive operational modal analysis was conducted by the Structural Mechanics section of KUL on the viaduct that was associated with corrosion-induced damage. It provided rich information for investigation and evaluation of the aforementioned engineering problems in a very realistic context. When an optimization problem can be divided into a series of smaller problems, an iterative multilevel solution scheme is of specific interest concerning the simplification and robustness of the numerical procedure. The multilevel optimization is a decomposition technique in which the problem is reformulated as several smaller subproblems (local problems) and a coordination problem (global problem) to preserve the coupling among the subproblems. Each span of the viaduct consisted of several main girders connected with transverse trusses. By taking into account the characteristics of the current structure, the multilevel approach described in [17] is adapted to the damage assessment of the bridge.

The paper is organized as follows. In Section 2, the context of the case study is presented regarding the bridge and the operational modal analysis. In Section 3, two different kinds of FE models were built with model calibration. The refined volume model serves as the baseline model. And the simplified plate model is used as the reference model to be updated. Two damage scenarios were simulated by the first model. In Section 4, the solution scheme is described, with the application to the two simulated damage cases. Discussion, conclusions and future perspectives are set forth at the last two sections.
2 BRIDGE DESCRIPTION AND OPERATIONAL MODAL ANALYSIS

2.1 The Boirs viaduct

The Boirs viaduct is a prestressed concrete bridge, which is composed of multiple simply supported spans at around twenty-five meters. The viaduct is a part of the roadway linking Antwerp and Liège in Belgium. There are two parallel bridges to accommodate the transportation in the opposite directions. The viaduct was designed and completed in the 1960s. In 2009, severe corrosion caused damage was found on the viaduct for several spans. Damage was mainly located on the main girders, with cracks, opening of the concrete surface, and exposure of the steel tendons (or even rupture). Humidity and leakage of the rainwater from the bridge deck was found to be the main cause of the damage.

![The Boirs viaduct, pictures taken during the tests: a) top view; b) bottom view.](image)

Figure 1: The Boirs viaduct, pictures taken during the tests: a) top view; b) bottom view.

![Elevation view of Span X and Span XI (units in meter). Note: the two adjacent Spans were of identical design.](image)

Figure 2: Elevation view of Span X and Span XI (units in meter). Note: the two adjacent Spans were of identical design.

As shown in Fig. 1, there were seven prestressed concrete main girders, simply supported on top of the piers by rubber bearings. The main girders were connected by five transverse trusses. They were assembled by triangle truss components with post-tensioning applied on-site. Extensive ambient vibration tests were performed on one of the mostly damaged spans, labelled as Span X, and the adjacent Span XI, in 2009 and early 2010 before the whole structure was demolished. See Fig. 2. As shown in Fig. 3, each span of the viaduct has similar dimensions.
in its longitudinal and transverse directions. Hence, the vibration characteristics of the bridge were more close to those of a plate, rather than a simply supported beam.

2.2 Operational modal analysis

Vibration tests of the Boirs viaduct were performed by using either operational modal analysis (OMA) or OMA with eXogenous inputs (OMAX) [18, 19]. Both traditional cabled sensors and latest wireless acquisition system were used to measure the acceleration responses of the deck, while the bridge was under the ambient excitation (e.g., wind and vehicles passing by on the neighbouring viaduct). See, for instance, Fig. 1. Highly reliable experimental modal results were obtained for the Span X, with the very dense sensor grid (9 by 14, equals to 126 nodes) [20]. In detail, nine cross sections of bridge, including those over the supports, were instrumented with fourteen measurement nodes on each. On the adjacent Span XI, operational modal analysis was performed with the less dense sensor grid (5 by 8, equals to 40 nodes) [21]. In detail, five cross sections were instrumented with eight measurement nodes of each. See Fig. 3 for the measurement plan. Both Span X and Span XI were of identical structure. No evident damage was found of Span XI by visual inspection, which was therefore considered almost undamaged. Accordingly, the operational modal data of Span XI could serve as the baseline data for the undamaged state of one span of the viaduct.

The experimental natural frequencies of Span X and Span XI are presented in Table 1. In total, five modes are identified. The corresponding mode shapes are plotted in Fig. 4 for Span X. And those of Span XI were however similar in appearance. Especially, m1 and m5 are not identified for Span XI. It was believed to related to the differences in the testing scheme. Since the number of the measurement nodes exceeds the number of the acquisition channels, the vibration tests had to be divided into several experimental setups concerning the measurement nodes. The incomplete mode shapes identified from each setups were combined lately by considering the predefined reference nodes or the fixed nodes as the basis for linear combination of vectors. For Span X, there were four reference nodes, which were located both at the south side and the middle of the deck, whereas for Span XI there was only one reference node located at
the north edge of the deck. As a result, the experimental modes with the modal displacements
mainly on the south side of the deck could not be obtained by the latter scheme, including m1
and m5.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Span X</th>
<th>Span XI</th>
<th>Vol.(0)</th>
<th>Vol.(d1)</th>
<th>Vol.(d2)</th>
<th>Plate(0)</th>
<th>Plate(d1)</th>
<th>Plate(d2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1</td>
<td>5.13</td>
<td>n/a</td>
<td>5.40</td>
<td>5.22</td>
<td>5.13</td>
<td>5.38</td>
<td>5.23</td>
<td>5.16</td>
</tr>
<tr>
<td>m2</td>
<td>5.53</td>
<td>5.64</td>
<td>5.64</td>
<td>5.64</td>
<td>5.51</td>
<td>5.65</td>
<td>5.64</td>
<td>5.49</td>
</tr>
<tr>
<td>m3</td>
<td>7.83</td>
<td>7.99</td>
<td>7.69</td>
<td>7.65</td>
<td>7.59</td>
<td>7.67</td>
<td>7.62</td>
<td>7.56</td>
</tr>
<tr>
<td>m5</td>
<td>15.52</td>
<td>n/a</td>
<td>16.99</td>
<td>16.33</td>
<td>16.33</td>
<td>17.04</td>
<td>16.28</td>
<td>16.22</td>
</tr>
</tbody>
</table>

Table 1: Identified natural frequencies $f_i$ of the Boirs viaduct and those predicted by the refined FE volume model and the simplified FE plate model (units in Hz). Note: 0 for undamaged state, d1 and d2 for the simulated damage scenarios.

Figure 4: Experimental mode shapes $\phi_i$, identified from the damaged Span X: m1 to m5.

3 NUMERICAL MODEL OF THE BOIRS VIADUCT

3.1 The refined FE volume model

A refined FE volume model of the viaduct was built in ANSYS mainly with eight-node solid elements, known as Solid45. The geometry of the model strictly follows the design drawings. Even the cantilever part of the deck that served as the side walk had been carefully modelled. See Fig. 5. The rubber bearing supports were modelled with 3-D spring elements, known as Link180. The stiffness of the elements was calculated according to the size of the bearing and its material. Linear elastic properties of the materials are assumed in the FE model. See Table 2. There are in total 91,647 nodes, 71,240 elements and 274,899 DoFs in the refined model.

The intention to build the refined FE volume model is to create an accurate baseline model of the structure, in addition to generate simulated damage scenarios. Operational modal data of the undamaged Span XI were taken as the reference for calibration of the refined FE model.
Figure 5: The refined FE volume model: a) single damage scenario; b) multiple damage scenario. Note: the sensor locations for the measurements on Span X are denoted with symbols on the deck.

<table>
<thead>
<tr>
<th>Components</th>
<th>E₀ (MPa)</th>
<th>E (MPa)</th>
<th>ν</th>
<th>G (MPa)</th>
<th>q (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main girder/ Slab</td>
<td>35,000</td>
<td>45,284</td>
<td>0.33</td>
<td>17,024</td>
<td>2,400</td>
</tr>
<tr>
<td>Transverse truss</td>
<td>35,000</td>
<td>26,723</td>
<td>0.33</td>
<td>10,046</td>
<td>2,400</td>
</tr>
<tr>
<td>Boundary spring</td>
<td>5,733</td>
<td>700,000</td>
<td></td>
<td>4,410</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Material properties of the refined FE volume model. Note: E for modulus of elasticity, ν for Poisson’s ratio, G for shear modulus, q for density and k for equivalent stiffness of springs.

By engineering judgement, the main uncertainties of the FE volume model were the stiffness of the main girders and the transverse trusses. FE model updating was conducted with the Young’s modulus E₁ and E₂ of the main girders (including the slab), and the transverse trusses, respectively, as the updating parameters. Both the residuals of the eigenfrequencies and the mode shapes were included to build the objective function (see the equations below). The three modes, i.e., m₂, m₃ and m₄, identified from Span XI were considered. In a greater detail, the residuals were defined by:

\[
\varepsilon_{\lambda_i} = \frac{(\lambda_i - \tilde{\lambda}_i)}{\tilde{\lambda}_i}, \text{ for } i \in \{1, 2, \ldots, n_\lambda\}
\]

\[
\varepsilon_{\phi_i} = \frac{(\phi_i - \tilde{\phi}_i)}{\|\tilde{\phi}_i\|_1}, \text{ for } i \in \{1, 2, \ldots, n_\phi\}
\]

with \(\lambda_i = (2\pi f_i)^2\), \(\phi_i\) the mode shape vectors, \(n_\lambda\) the number of eigenfrequencies to be considered and \(n_\phi\) the number of mode shape vectors to be considered. Herein, the upper tilde denotes the experimental results and the bold Greek letter denotes a vector. The mode shapes are normalized to the maximum unity with only the real parts being considered. In order to obtain the equivalent magnitude between \(\varepsilon_{\lambda_i}\) and \(\varepsilon_{\phi_i}\), the 1-norm, i.e., the sum of the absolute values of \(\tilde{\phi}_i\), had been introduced into the residuals of mode shape. On the basis of the residuals defined
by Eq.(1), the following nonlinear least-squares problem was solved.

$$\min_\theta \sum w_\varepsilon_i (\varepsilon_i)^2 = \min_\theta \varepsilon^T W \varepsilon$$  \hspace{1em} (2)

The initial values of E1 and E2 were taken as 35 GPa and $w_\varepsilon_i = 1$. The problem was solved by the Trust-Region-Reflective Algorithm (lsqnonlin) in MATLAB. The updated values were 45.3 GPa for E1 and 26.7 GPa for E2. Since the trusses were assembled by components with post-tensioning, the updating results were considered to be physically acceptable. The natural frequencies of the updated model Vol.(0) were listed in Table 1.

A single-damage scenario and a multiple-damage scenario were simulated with the calibrated FE volume model. For the single damage scenario, 25% reduction of the Young’s modulus was applied to the part of the side main girder at the south edge (Fig. 5(a)). For the multiple damage scenario, the reduction of the Young’s modulus was applied to both the middle parts of the side main girders at the north and south edge, but with different amplitudes. In particular, 15% reduction of the north and 25% reduction of the south. See Fig. 5(b). Natural frequencies of the damaged volume models Vol.(d1) and Vol.(d2) are listed in Table 1. The simulated modal data, including also the mode shapes will be used for damage assessment in the later section.

### 3.2 The simplified FE plate model

A simplified FE plate model of the viaduct was also built by ANSYS mainly with eight-node shell elements (Shell281). The plate model had the same geometry as the bridge deck on the horizontal plane. Each main girder and the adjacent slab was represented with 4 by 19, in total 76 shell elements. See Fig. 6. It was assumed that the plate model had a fixed boundary condition in translational DoFs at the supports. In addition, rotational springs were introduced at the supports to simulate the real constraints of the rubber bearings. Moreover, linear elastic properties were assumed for all the materials in the model.

As the reference model to be updated for damage assessment, the simplified FE plate model should be updated first in order to closely represent the real structure. Since the damage scenarios to be analysed were simulated by the FE volume model, the updating of the plate model took the modal data of Vol.(0) as the target. The model updating procedure followed the same rules as defined in the previous section, except that the dense measurement grid of the five mode shapes as was identified on Span X was considered. In detail, $n_\lambda = 5$, $n_\phi = 5$ in Eq.(1) and $w_\varepsilon_i = 1$ in Eq.(2), for which the five modes m1 to m5 as listed in Table 1 were considered. The updating parameters included flexural rigidities $D_{11}$ and $D_{22}$, the twisting rigidity $D_{33}$ and the Poisson’s ratio $\nu$ of the shell elements. For the cantilever parts of the slab at the north and the south edge, different values of elemental rigidities $D$ should respectively be applied, since the corresponding elements were obviously much more flexible than the others. They were indicated as substructure 1a and 7b in Fig. 6. In addition, the rotational stiffness of the boundary springs was chosen to be updated. In summary, seven parameters were updated for the plate model. The natural frequencies of the updated plate model, which is denoted by Plate(0), can be found in Table 1.

### 4 ITERATIVE MULTILEVEL UPDATING SCHEME FOR DAMAGE ASSESSMENT

Assessment of the simulated damage scenarios was performed by updating the Plate(0) model as the reference model. As a linear elastic problem to be solved, the structural damage was considered as the reduction of the Young’s modulus $E$ in the plate model for the shell
elements where the damage occurred. The optimization problem as stated in Eq.(2) was solved in order to match the modal data of the plate model as closely as possible to those of the damage scenarios simulated by the volume model.

Modelling errors of the reference model must be addressed carefully, because the optimization method itself could not distinguish the effects of inadequate modelling and the changes of the modal characteristics due to damage. Two approaches have been proposed by the precedent researchers: 1) to update the reference model with respect to the baseline measurement, in order to produce a reliable model (see the previous section); 2) to use the difference between the damage and undamaged modal data in the formulation of the residuals [5]. Herein, the following residuals were considered in FE updating for the damage assessment:

\[
\varepsilon_{\lambda,i} = \frac{\lambda_i}{\lambda_{0,i}} - \frac{\tilde{\lambda}_i}{\lambda_{0,i}}, \quad \text{for } i \in \{1, 2, ..., n_\lambda\} \tag{3}
\]

\[
\varepsilon_{\phi,j} = \frac{(\phi_i - \phi_{0,i}) - (\tilde{\phi}_i - \tilde{\phi}_{0,i})}{\|\phi_{0,i}\|_1}, \quad \text{for } i \in \{1, 2, ..., n_\phi\}
\]

where the subscript 0 denotes the undamaged state and again tilde denotes the experimental values or those simulated by the volume model. In order to have the equal amplitude between \(\varepsilon_{\lambda,i}\) and \(\varepsilon_{\phi,j}\), the weighting factors were introduced according to:

\[
w_{\varepsilon_{\lambda,i}} = \frac{1}{\sum_i (\varepsilon_{\lambda,i}^0)^2}, \quad \text{for } i \in \{1, 2, ..., n_\lambda\} \tag{4}
\]

\[
w_{\varepsilon_{\phi,j}} = \frac{1}{\sum_j (\varepsilon_{\phi,j}^0)^2}, \quad \text{for } i \in \{1, 2, ..., n_\phi\}, \quad j \in \{1, 2, ..., n_\phi \times n_{\text{DoF}}\}
\]

where \(\varepsilon_{\lambda,i}^0\) and \(\varepsilon_{\phi,j}^0\) were obtained from Eq.(3) by replacing \(\lambda_i\) and \(\phi_i\) with \(\lambda_{0,i}\) and \(\phi_{0,i}\), respectively. And \(n_{\text{DoF}}\) denotes the length of the mode shape vector.

Parametrization of the potential damage was another key issues to be addressed. As an inverse problem, solution of the unknown parameters, e.g., the Young’s modulus of the shell elements, through the FE updating procedure was prone to be ill-posed. Modification in stiffness
of two adjacent elements in a FE model has nearly the same influence on the modal characteristics of the structure. As a result, the sensitivity matrix that was calculated between the residuals and the updating parameters was likely to be ill-conditioned, especially when a large number of updating parameters was involved. As a solution, the number of candidate parameters should be reduced by including only those that were more likely to be changed due to damage. Mathematically, it suggests to introduce extract constraints to the optimization problem in order to guarantee an unique, stable and physically acceptable solution. Understanding of the damage mechanism and engineering judgement will play a very important role in this regard.

Figure 7: Damage parameterization: the global parameters $\alpha$, and the local parameters $\beta$, $\gamma$ and $n$ for the damaged main girder.

For the current problem, damage parametrization was considered as shown in Fig.7. The reference plate model was divided into seven substructures, labelled from nr. 1 to 7. Each substructure corresponds to one of the main girders. An unique reduction factor $\alpha_i$ of the substructural stiffness, i.e., of the Young’s modulus $E$ was applied. This defined the first-level problem, or the global problem to be addressed. Damage localization and quantification of the possibly damaged main girder was the second problem to be solved. Three local parameters $\beta$, $\gamma$ and $n$ were used by following the damage function defined in [6], which helps to characterize a typical damage pattern of a concrete beam. Fig 7 permits the partitioning of the updating parameters into two sets: the global parameters $\alpha$, associated with the global structure and the local parameters $\beta_j$, $\gamma_j$ and $n_j$, associated with the $j$th substructure with damage. The optimization problem to be solved however remains unchanged. In detail, the following two-level approach is applied.

**First-level (global) Problem.** Assuming that the damage area spans across the whole substructure, Eq.(2) is to be solved with the global parameters $\alpha_i$. It is somehow equivalent to set the local parameters $\beta = 1$, $\gamma = 0.5$ and $n = 100$, or a relatively large number. The damaged main girder is identified by checking $\alpha^*_i > \Delta_d$. Herein, the superscript * denotes the solution and $\Delta_d$ is the threshold value.

**Second-level (local) Problem.** In this stage, Eq.(2) is solved with the local parameters $\beta_j$, $\gamma_j$ and $n_j$, together with $\alpha_j$ for $j = 1, 2, ..., n_d$, if there were totally $n_d$ substructures identified with damage. Meanwhile, the global parameters $\alpha_i$, except of $\alpha_j$ for the damaged main girders, remain unchanged. Once the local parameters are found, one proceeds to solve the first-level problem. This process is to be continued until convergence is reached. The iteration can be summarized as follows:

1. Start with an initial local parameter sets such as $\beta = 1$, $\gamma = 0.5$ and $n = 100$ for all the
substructures.

2. Solve the first-level optimization problem by Eq.(2) for the global parameters $\alpha_i$ and find $\alpha_i^*$ and $n_d$.

3. Solve the second-level optimization problem for $\alpha_j$ and the local parameters $\beta_j$, $\gamma_j$ and $n_j$, for $j = 1, 2, \ldots, n_d$ by Eq.(2).

4. Check for the convergence on $\alpha_i$ by $|\alpha_i, n+1 - \alpha_i, n| < \Delta_\alpha (1 + |\alpha_i, n|) (n$ for the iteration steps and $\Delta_\alpha$ for the step size tolerance).

5. If the process has not converged, go to step 2 but with the newly updated $\beta_j$, $\gamma_j$ and $n_j$ ($j = 1, 2, \ldots, n_d$) and repeat the process until convergence.

The aforementioned multilevel updating scheme was applied to the simulated damage scenario Vol.(d1). The numerical optimization of both the First- and Second-level problems was solved by using the Trust-Region-Reflective Algorithm (lsqnonlin) in MATLAB. Generally, multiple initial points shall be considered in order to obtain the global minimum, instead of the local minimum. Nevertheless, multiple runs could be avoided or at least reduced by choosing appropriate initial points, which should be located in a physically feasible region. In the current case study, use of $\alpha_i, 0 = 0.01$ for the First-level problem leads to the satisfactory result without multiple runs. Similarly, $\beta_j, 0 = 1.0$, $\gamma_j, 0 = 0.5$ and $n_0 = 10$ were considered as the initial values for the Second-level problem. For the substructure identified with damage ($\Delta_d = 1\%$), $\alpha_j, 0$ took the corresponding solution of $\alpha_i^*$ of the First-level problem. The convergence criteria is on the relative step size with the tolerance $\Delta = 0.1\%$ for lsqnonlin and $\Delta_\alpha = 1\%$ for the multilevel scheme. The modal data of the five modes, m1 to m5 (see Table 1) were used to formulate the objective function of Eq.(2) with the residuals of Eq.(3) and the weighting factors of Eq.(4). Their mode shapes are similar in appearance to the experimental results in Fig. 4. The dense measurement grid of Span X was considered. The updating scheme stopped after three iterations, i.e., First-level, Second-level and then First-level. The respective iteration numbers of the individual problems were 10, 8 and 5. The natural frequencies of the updated plate model are listed in Table 1, denoted by Plate(d1). The final solution of the problem is shown in Fig. 8. The damage function for the south side girder was plotted with the simulated damage area and
damage level. Evidently, the damage location has been identified almost correctly, even though the damage level was a little underestimated.

While applied to the multiple damage scenario Vol.(d2), the multilevel updating scheme used the same settings as previously, except that the threshold of damage $\Delta d = 2\%$. The natural frequencies of the updated plate model can be found in Table 1, denoted by Plate(d2). The solution of the global and local problems are shown in Fig. 9. The two side girders were correctly identified as the damaged ones. On the south side girder, the damage location was almost properly characterized by the damage function. In comparison, on the north side girder the damage location was overestimated. On both sides, the damage levels were slightly overestimated. It may be explained by the inadequacy of the measurement nodes and the inaccuracy of the reference model. As shown in Fig. 5, the additional sensor array was placed on the cantilever part of the south side (on the side walk). Accordingly, more information about mode shape changes were available on the south side girder, as the objective function was more sensitive to damage on the south side than the north side. In Fig. 9, the convergence plot was also presented. The final solution was achieved after the First-level problem with 10 iterations, the Second-level problem with 10 iterations and the First-level problem with 5 iterations. Both the frequency residuals and the mode shape residuals were mostly smoothly reduced by iterations before the final solution.

5 DISCUSSION

On the basis of the presented case study, several issues related to FE model updating for vibration-based damage assessment of the bridge could be addressed. First, evaluation of the objective function was the most time consuming part during the computation. Since the solution used a gradient-based method, numerical modal calculation by ANSYS had to be repeated with multiple times in order to return the Jacobian matrix. It was found that use of the simplified
plate model greatly improved the computational efficiency. For instance, for each iteration the

time consumed for modal analysis of the plate model was around 11 seconds from a Laptop

with Intel-Core i5 and 4G Ram. In comparison, that of the volume model was more than ten
times on the same device.

Secondly, to formulate the residuals directly on the mode shapes as Eq.(3) rather than the cal-
culated MAC values significantly improved the sensitivity of the objective function to damage.

In the current case study, the mode shape residuals have the length of $126 \times 5 = 625$, equals the

number of the measurement nodes multiplied by the number of the modes. It is found that the

MAC values calculated between the Vol.(d2) and Plate(0) were mostly greater than 0.95 for the
five modes. After the updating, they were slightly improved by only around 0.01.

Thirdly, the condition numbers were calculated for the Jacobian matrix $J$ at the solution

points for both the First- and Second-level problems. It is defined as the ratio of the maximum

singular value to the minimum singular value of the matrix. For the multiple damage scenario,
in the global problem the maximum and the minimum singular values were, respectively, 11.58
and 2.05, of which the ratio was 5.64. In comparison, in the local problem the maximum and
the minimum singular value were, respectively, 9.45 and 0.10, of which the ratio was 90.77.
The lower the value, the better the conditioning of the Jacobian matrix. Therefore, the local
problem is much poorly conditioned than the global problem. It suggests the benefits of the
multilevel scheme. By considering the specific structure of the current optimization problem,
the division of the variables into global and local variables will improve the robustness of the
numerical optimization by solving them separately.

6 CONCLUSIONS AND FUTURE PERSPECTIVES

Based on extensive vibration measurements of the Boirs viaduct, a realistic case study for
vibration-based damage assessment using FE model updating is presented. Two damage sce-
narios were simulated by a refined FE volume model which had been calibrated according to
the baseline measurement of an undamaged span. A simplified plate model was taken as the
reference model for updating. The multilevel updating scheme leads to the satisfactory results
for both the single-damage and multiple-damage scenarios. Further improvement and future
work however remain to be done. The influence of the measurement errors has not been inves-
tigated in the case study. Moreover, application of the algorithms has to be extended for the real
damage on Span X of the Boirs viaduct.
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Abstract. Structural health monitoring is a vastly manual process that is both costly and time intensive. Implementation of distributed Internet of Things (IoT) sensor networks posits a robust alternative to current discrete-time monitoring techniques. Furthermore, IoT systems allow for long-term analysis to occur in real-time. However, existing IoT solutions for structural health monitoring do not account for remote sensing and often operate under the constraint of a readily available wireless connection. Thus, Wi-Fi-based solutions may not be conducive to remote applications. This study proposes an OpenThread mobile LTE Mesh Network using the Particle IoT development environment. The proposed development platform, in combination with a suite of distributed sensors, allows for the identification of structural degradation in critical infrastructure. In the study carried out herein, piezoelectric sensors are used to determine key salient factors contributing to the decline of overall structural health, particularly that of Canadian bridges and can be adapted for use with MEMS accelerometers or embedded Fiber Bragg gratings. The presented framework is validated through experiments on elastomeric bridge bearings, and is expected to demonstrate real-time, high-fidelity monitoring of critical structural components through a robust mesh network, especially for infrastructure located in remote areas.
1 INTRODUCTION

Over the past several decades, Canada has experienced accelerated aging of public infrastructure, particularly of crucial transportation arteries, bridges, and trade routes. Of these transportation assets, 40% have been estimated to be in poor condition in comparison to Canadian infrastructure developed over the last 20 years [15]. Specifically, the Gardiner Expressway – a large commuter road connecting the Greater Toronto Area (GTA) with Metropolitan Toronto – is responsible for immeasurable disruptions to commuter vehicles due to persistent retrofitting and repairs [5]. As Canadian transportation infrastructure continues to age and become a hazard on the Canadian public, on-going monitoring and inspection requirements are expected to become more substantial and stringent.

Robust analysis of Canadian infrastructure is – at present – constrained by the periodicity of on-site inspections, and the quantity of aggregate sensor data. Furthermore, the hindrance on the Canadian public is two-fold; as Canadian bridges continue to age, the material consequences manifest as financial and service disruptions to Canadians. Over the next 10 to 11 years, the Canadian government endeavours to mitigate the risk associated with the decline in the condition of its roads and bridges, through the investment of over $180 billion dollars towards advancing Canadian transportation infrastructure [10].

Innovation in real-time Structural Health Monitoring technologies in Canada is stagnant due to constraints pertaining to cost, scalability, and communication protocols (i.e. Wi-Fi, RF, WLAN, or Bluetooth) [1][3][6][11]. Furthermore, innovations in Structural Health Monitoring may benefit from a holistic approach to its design; as such, many existing SHM systems are suited for specific applications and are seldom universally applicable. The study carried-out herein provides a high-level framework for autonomous, real-time monitoring of critical bridge components (i.e. elastomeric bearings). The system architecture is validated experimentally through the instrumentation of elastomeric bridge bearings but can be adapted to suit the needs of alternative applications. The SHM system identified in this study endeavours to address the following objectives through its development:

1. Autonomous, real-time monitoring of critical bridge components through an LTE-based OpenThread Mesh Network;
2. Implementation of real-time Convolutional Neural Networks for robust classification and feature identification of sensor data;
3. Design of a real-time Human-Machine Interface (HMI) for data visualization at an end-user level.

This study addresses the first objective and provides a framework for the overall approach employed in this project; a path for which future developments can be made.

2 THE INTERNET OF THINGS

2.1 Overview

The Internet-of-Things (IoT) comprises all systems composed of autonomous, interrelated devices that communicate via a wireless network. IoT-devices seldom require much human or third-party input, and hence pose promising implications for developments in real-time SHM technologies. At a high-level, IoT systems are defined as the interconnection of wireless sensor nodes with a network gateway (i.e. Wi-Fi, RF, WLAN, Bluetooth, 4G LTE, LTE-M, 5G, etc...), and a network gateway with a cloud service (Figure 1) [3]. IoT systems are typically designed to carry-out tasks that may otherwise not occur in real-time. Current monitoring and inspection processes of critical transportation infrastructure is vastly manual, time-intensive, and expensive. The implementation of IoT systems in the context of SHM may alleviate the financial
burden associated with outdated approaches in infrastructure monitoring and is a robust tool for use in risk and hazard mitigation.

![Diagram of IoT Architecture]

**Figure 1: General IoT Architecture**

### 2.2 Shortcomings in Existing SHM Systems

There exists a paradigm-shift in the development of Structural Health Monitoring technologies that is largely driven by the emergence of robust IoT systems. Modern SHM subscribes to a divergence from manual monitoring and inspection processes, and places emphasis on an investment in autonomous, real-time, and wireless replacements.

#### Network Type

To their detriment, existing solutions in real-time SHM are widely dependent on Wi-Fi or WLAN communication protocols. These networks require substantially more power than their modern counterparts and can provide far less coverage in remote locations where a high-fidelity network may not be readily available. With bandwidth discrepancies becoming narrower between communication protocols, Wi-Fi is no longer as advantageous for use in SHM systems as it may have been in previous decades. LTE networks provide a low-power alternative to Wi-Fi/WLAN with similar bandwidth capabilities, and thus are a compelling alternative for use in SHM systems [2].

#### Sensor Node Communication

Intercommunication between wireless sensor nodes is *not* ubiquitous among existing IoT systems due to the nature of their network topologies. Star network topologies have substantial penetration in the field of SHM due to their ease of implementation, but are limited by their range of operability, and power requirements. Furthermore, in many applications where star topologies are used, there exists a single point of communication between sensor nodes and the network gateway. This poses limitations not only on the operating range of the SHM system, but on applications where redundancy between sensor nodes is required [8].

Until recently, mesh topologies remained somewhat esoteric in their design and implementation in SHM applications. Mesh networks are an emerging topology in the realm of IoT, that have yet to see extensive application-driven realizations in structural health monitoring. Mesh topologies provide a favorable alternative to traditional SHM systems, most of which are constrained by their security, operating range, and scalability. The mesh network framework
identified herein provides a scalable alternative to existing SHM technologies and aims to address emerging nuances in the field of real-time infrastructure monitoring.

3 MESH NETWORK ARCHITECTURE

3.1 Advantages of a Mesh Network

Mesh network topologies have comparatively less market penetration in the realm of structural health monitoring on account of their once nebulous implementation. The emergence of cost-efficient, high-fidelity mesh development platforms is particularly advantageous for use in industrial structural health monitoring systems. An industrial mesh network poses promising solutions to nuances arising in real-time SHM, particularly in the context of network security, range of operability, and scalability. The framework identified herein was validated through instrumentation of elastomeric bridge bearings.

Network Resilience: Self-Healing and Self-Formation

In traditional wireless sensor network topologies, a single point of communication is established between a sensor node and a network router or gateway. If the connection between a sensor node and the network gateway or router is interrupted, the node may remain offline until human intervention is established. Self-healing capabilities of mesh topologies are two-fold; (1) the network may re-establish the connection to offline nodes, and (2) the network may re-route or reconfigure itself through another router or node in the network so-as-to establish the most reliable connection [11][16]. The ability of a mesh topology to redirect network traffic and data streams is crucial for remote SHM applications, where routine maintenance is infeasible. In general, self-healing algorithms are comprised of three stages:

1. Disconnection – a node is disconnected or removed from the network due to an interrupted connection.
2. Detection – neighbouring nodes in the mesh detect the removal of the node from the network.
3. Reconnection – neighbouring nodes reconnect to the nearest stable nodes in the mesh.

If a node is inserted into the mesh, the network may re-establish its connections in a similar fashion known as self-formation.

Range of Operability and Signal Strength

In mesh topologies, sensor nodes may be configured to behave as Repeaters; furthermore, sensor nodes may establish and share a connection between each other to improve the range of operability within a network. Infrastructure monitoring systems have a tendency to span large distances. Specifically, structural health monitoring in the context of bridges necessitates a system with a broad range of operability; hence, such systems may benefit from a network that can operate reliably across long distances. Figure 2 identifies a four node, one gateway mesh network. The four sensor nodes reside within the signal range of the network gateway. In traditional non-mesh wireless sensor networks, if a node is inserted outside of the gateway’s range of operability, a connection will not be established. In the case of a mesh network, an inserted node may establish a connection with other sensor nodes, so long as it is in range of a sensor node’s shared connection. The inserted node may join the mesh and extend the signal range for subsequent nodes to join the network [9][13].

1126
3.2 Mesh Framework

The mesh framework identified in this study was founded on the open-source implementation of Thread®, a mesh protocol that facilitates intercommunication between IoT-enabled devices. OpenThread implements all network layers of the Thread protocol (identified in Figure 3), and provides a portable, low-power alternative to traditional non-mesh systems. OpenThread mesh networks support MAC-secure IEEE 802.15.4, a radio frequency communication protocol that enables low-power, short-range interactions between devices. The IEEE 802.15.4 protocol forms the basis for communication between sensor nodes in the overall mesh framework illustrated in Figure 4 [17][18].

![Figure 3: Thread Mesh Framework](image-url)
particularly advantageous in remote applications, where access to a reliable wireless connection may not be readily available. The particle development platform comprises a suite of nodes, routers, and gateways that establish connections with each other via System-on-Chip (SoC) Bluetooth, and proprietary RF communication protocols. The system designed for use in this study is illustrated – in its totality – in Figure 4.

![Diagram of the system architecture](image)

**Figure 4: System Architecture**

### 4 EXPERIMENTAL VALIDATION

#### 4.1 Experimental Setup

For demonstrative purposes, a single node single gateway mesh network was established. An elastomeric bridge bearing was instrumented with four Poly(vinylidene fluoride) (PVDF) membrane piezoelectric (PZT) sensors. When compressed, the PZT sensors produce a small voltage. To be provided as analog input to the sensor node, a conditioning and level shifting circuit was required. The top-level interconnection between PZT sensors, conditioning circuitry, and sensor node is identified in Figure 5. Per the setup identified in Figure 6, four piezoelectric sensors were placed along the surface of the elastomeric bridge bearing to measure the force (in kN) applied. For demonstrative purposes, a linearly increasing force of up to 20 kN was applied to the elastomeric bearing. It should be noted that these forces are _not_ representative; the force applied was limited so as not to inflict deliberate damage on the bearing.
4.2 Analysis Methodology

**Calibration and Level Shifting**

Each sensor was subjected to a 20-point calibration prior to testing. A linear regression was performed to identify the relationship between the response of the sensors (post analog-to-digital conversion) and the applied force in newtons. Due to uneven compression of the sensors from inaccuracies in the distribution of the force applied, sensor pairs $A_0$ and $A_1$, and $A_2$ and $A_3$ were averaged. An analysis of the high frequency noise intrinsic to the raw signal was performed as a means to identify a model for real-time filtering.

Due to the nature of the SHM system described herein, the convolution of a linear time-invariant (LTI) filter was not sufficient. Data shall not be subjected to analysis at discrete intervals; rather, the data shall undergo real-time analysis. The analysis described herein provides the framework for the design of a linear time-varying filtering model, for use in pre-processing sensor data.

**Outlier Identification**

Outliers were identified and replaced in the raw data to improve linearity in the response of the sensor data. Outliers were determined through application of a 35-point moving window. Data points that were outside 3 standard deviations of the 35-point moving average were identified as outliers (i.e. datapoints that do not reside within a 99.7% confidence interval).
Preliminary outlier identification was validated through comparison of the Mahalanobis distance with a critical value determined by the chi-square distribution, with 0.3% significance. The Mahalanobis distance is defined as:

\[ D_M(x) = \sqrt{(x - \mu)^T S^{-1} (x - \mu)} \]  

(1)

Where \( D_M \) is the computed distance for observations in the dataset, \( x \) is the array of observations, \( \mu \) is the sample mean within the set of observations, and \( S^{-1} \) is the inverse of the covariance matrix. Outliers were subsequently determined by computing the cumulative probabilities of the Mahalanobis distances using the chi-square distribution:

\[ 1 - \phi(D_M(x), k) \leq 0.03 \]  

(2)

Where \( \phi \) is the cumulative distribution function of the chi-square distribution, evaluated for the Mahalobis distances with \( k \) degrees of freedom (equal to the number of variates examined in the dataset) [8].

**Pre-filtering**

An 11-point moving average filter was applied to the dataset to separate the high-frequency noise components from the signal. The moving average filter was defined by:

\[ S_{out}[n] = \frac{1}{N} \sum_{i=0}^{N} S_{in}[n - i] \]  

(3)

Where \( N \) is the size of the filter’s window, \( n \) is sample size, and \( i \) is the current data point within the moving window [14]. Note that as the magnitude of the noise intrinsic to the piezoelectric sensor response is increased, the size of the window applied may vary; furthermore, this method is employed for preliminary noise separation only.

**High-Frequency Noise Separation**

High-frequency noise components of the input signal were separated from the filtered data, by subtracting the filtered data from the raw signal, i.e.:

\[ Noise[n] = S_{in}[n] - S_{out}[n] \]  

(4)

**Distribution of Noise**

Probability plots were generated to estimate the distribution of high-frequency noise present in the raw sensor data and goodness-of-fit statistics were determined through application of a chi-square test, i.e.:

\[ \sum_{i=1}^{k} \frac{(n_i - e_i)^2}{e_i} < C_{1-\alpha,f} \]  

(5)

\( k \) is the number of intervals in the data, \( n \) is the observed frequency for \( k \) intervals, \( e \) is the theoretical frequency of the assumed distribution, and \( C \) is the critical value in the chi-square distribution [4].
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4.3 Results

Descriptive Statistics

An observation of 1709 data points were sampled from the piezoelectric sensors and were compiled for analysis. No statistical outliers were determined and thus all data points were retained. Descriptive statistics were generated for each of the sensors and are identified in Table 1.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Sample Mean (N)</th>
<th>Standard Deviation (N)</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg (A₀, A₁)</td>
<td>1.28x10⁴</td>
<td>4.18x10³</td>
<td>-0.1370</td>
<td>1.8644</td>
</tr>
<tr>
<td>Avg (A₂, A₃)</td>
<td>1.27x10⁴</td>
<td>4.20x10³</td>
<td>0.0617</td>
<td>1.8031</td>
</tr>
</tbody>
</table>

Table 1: Raw Data Descriptive Statistics

Moving Average Filter

Post-application of the moving average filter, descriptive statistics of the filtered data remained within a margin of error of the raw data. The noise-filtered data is identified in Figure 8.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Sample Mean (N)</th>
<th>Standard Deviation (N)</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg (A₀, A₁)</td>
<td>1.30x10⁴</td>
<td>4.04x10³</td>
<td>-0.1283</td>
<td>1.8600</td>
</tr>
<tr>
<td>Avg (A₂, A₃)</td>
<td>1.29x10⁴</td>
<td>4.09x10³</td>
<td>0.0619</td>
<td>1.8000</td>
</tr>
</tbody>
</table>

Table 2: Filtered Data Descriptive Statistics
Distribution of Noise

Per the chi-square goodness-of-fit statistics, the null hypothesis is accepted for normally distributed noise, with a significance level of $\alpha = 5\%$. Values within the distribution of high-frequency noise are both positive and negative. For this reason, Rayleigh and lognormal distributions were not tested, as the characteristics of the noise intrinsic to the PZT sensors violates the non-zero, positive nature of these distribution types. The null hypothesis is accepted; the distribution of high-frequency noise is consistent with that of a normal distribution with 95% certainty. The results of the chi-square goodness-of-fit test for an assumed normal distribution are shown in Table 3:

<table>
<thead>
<tr>
<th>Sensor</th>
<th>DOF</th>
<th>$\alpha$</th>
<th>$C_{1-\alpha, f}$</th>
<th>$X^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg (A_0, A_1)</td>
<td>7</td>
<td>0.05</td>
<td>14.0671</td>
<td>13.2504</td>
</tr>
<tr>
<td>Avg (A_2, A_3)</td>
<td>7</td>
<td>0.05</td>
<td>14.0671</td>
<td>12.5474</td>
</tr>
</tbody>
</table>

Table 3: $X^2$ Goodness-of-Fit Statistics

The chi-square goodness-of-fit statistics for each sensor are below the threshold point indicated by $C_{1-\alpha, f}$, and hence, the null hypothesis is accepted.
Wiener Filtering

Due to the Gaussian nature of the high-frequency noise present in the raw piezoelectric sensor signal, a 1-D linear time-varying Wiener filter was selected for use in this application [7]. The descriptive statistics of the resulting signal are similar to those computed for the moving average filter; furthermore, the difference in signal quality is indiscernible. For the purposes of real-time analysis, a Wiener or moving average filter can be applied in data pre-processing.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Sample Mean (N)</th>
<th>Standard Deviation (N)</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg (A₀, A₁)</td>
<td>1.30x10⁴</td>
<td>4.04x10³</td>
<td>-0.1276</td>
<td>1.8600</td>
</tr>
<tr>
<td>Avg (A₂, A₃)</td>
<td>1.29x10⁴</td>
<td>4.09x10³</td>
<td>0.0615</td>
<td>1.8000</td>
</tr>
</tbody>
</table>

Table 4: Wiener-filtered Data Descriptive Statistics

![Wiener Filtered Data](image_url)

Figure 10: Wiener-filtered Piezoelectric Sensor Data
**Monte Carlo Simulations**

The signal conditioning methodology described in this study was validated through the iteration of ten thousand Monte Carlo Simulations. These simulations were performed for the addition of programmatically generated Gaussian noise to the original Wiener-filtered signal. A sample of a single iteration of the Monte Carlo simulation, with programmatically generated noise added to the original Wiener-filtered data, is shown in Figure 11. The signal was subsequently subjected to Wiener filtering, the results of which are identified in Figure 12. It was noted that the Wiener filtering algorithm is consistent for gaussian additive noise across all iterations of the Monte Carlo simulation; thus, the chosen filtration methodology is efficient in the removal of gaussian intrinsic to the piezoelectric sensors and is suitable for use in data pre-processing in preparation for deep learning. The mean error across all simulations was 41.3 Newtons or 0.21% of the maximum value in the target signal.

**Figure 11: Programatically Generated Signal with Gaussian Noise**

**Figure 12: Wiener-filtered Signal**
### Frequency Spectra Analysis

The efficacy of the chosen filtration methodology was further validated through analysis of the power spectral density (PSD) of each sensor signal. A comparison of each signal’s PSD is performed pre and post filtration to determine the extent by which the chosen methodology eliminates high-frequency components from the target signal. It is noted in Figure 13 and Figure 14, the high-frequency $n^{th}$ order harmonics are successfully eliminated from the target signal.

![Figure 13: Sensor 1 PSD](image1)

![Figure 14: Sensor 2 PSD](image2)

---

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Sample Mean (N)</th>
<th>Standard Deviation (N)</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg (A₀, A₁)</td>
<td>1.31x10¹</td>
<td>4.03x10¹</td>
<td>-0.1264</td>
<td>1.8600</td>
</tr>
<tr>
<td>Avg (A₂, A₃)</td>
<td>1.30x10⁴</td>
<td>4.09x10³</td>
<td>0.0634</td>
<td>1.8000</td>
</tr>
</tbody>
</table>

Table 5: Wiener-filtered Data Descriptive Statistics
5 CONCLUSION AND FUTURE WORKS

The study described herein explores the capabilities and efficacy of OpenThread mesh networks for real-time Structural Health Monitoring (SHM). Through experimental validation on elastomeric bridge bearings, it proposes a linear-time varying filtration model that is applied for pre-processing data for deep learning. The applicability of the proposed approach is investigated experimentally, through the instrumentation of elastomeric bridge bearings subjected to compressive loads. Probability plots and chi-square goodness-of-fit statistics were generated for raw piezoelectric sensor data to estimate the distribution of high-frequency noise intrinsic to the signal of interest. The chosen filtration and signal conditioning methodology was validated through 10000 Monte Carlo Simulations. The simulations were used to identify the efficacy of the chosen filter design for signals with random samples of gaussian noise superimposed on the signal of interest. The results suggest that the LTE-M mesh network identified in this study is a robust tool for long-term and real-time monitoring of elastomeric bridge bearings and provides an alternative for bridge infrastructure located in remote areas, where the use of Wi-Fi/WLAN networks is infeasible.

The proposed network design identified in this study provides a foundation for future developments, including the development of deep learning models for feature identification and classification of real-time data. Future work will examine the efficacy of Convolutional Neural Networks – an emerging deep learning architecture in the field of SHM – for use in pattern recognition, feature identification, and predictive modelling, with the aim to advance infrastructure monitoring capabilities in Canada. Furthermore, with Canada’s increasing interest in structural health monitoring and the revitalization of its aging infrastructure, the framework identified in this study poses a compelling solution to intermittent, manual, and time-intensive inspection processes that are currently available.
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Abstract. The resonance occurring when the excitation frequency of a running train coincides with the frequency of a bridge may considerably affect the safety and comfort of high-speed railway bridges. In Japan, train speed limits have been introduced in bridges operating for over 20 years because the resonance with their frequency has deteriorated. Their detection and monitoring by comprehensive and high-frequency measurements without the need to install sensors are important on many railway bridges. This study proposes a novel and efficient drive-by resonant bridge detection method using two track irregularity measurement devices that are already installed on some commercial high-speed trains. The proposed method enables the estimation of the resonance-induced bridge amplified response by comparing the two track irregularities measured on the first and last train vehicles. The simulation results confirm that the amplified bridge vibration between the passage of the last and first vehicles is accurately detected by the proposed method. In the field tests, the proposed method is applied to two track irregularities measured on the first and last vehicles of a train. The amplified bridge vibration of the resonant bridges validated by in-situ measurements is then detected using the proposed drive-by method.
1 INTRODUCTION

Resonance inducing a large amplitude vibration of a railway bridge is an inevitable issue in modern high-speed railways [1]. Resonance occurs when the excitation frequency of a running train matches the bridge frequency [2]. The excitation frequency of a running train is determined by the regular wheelset arrangement of its vehicles and the traveling speed. Therefore, resonance is an important issue when the increase of excitation frequency with the acceleration of a high-speed train coincides with the bridge frequency [3]. Moreover, resonance may become an important issue when the bridge frequency decreases because of deterioration and crack propagation associated with aging [4].

Detecting the resonant bridge and measuring the displacement and/or acceleration from the ground are important to confirm the bridge safety and usability at resonance [5]. However, bridges requiring inspection are numerous and involve high human and economic burden for individual ground measurements.

Therefore, efficiently and comprehensively inspecting many railway bridges in one run becomes possible if the condition of high-speed railway bridges can be estimated through on-board data measured by running trains. Moreover, implementing inspections at a high frequency is achievable if using a commercial train is feasible. Therefore, developing a method for evaluating the resonant state of bridges using on-board measurement data for efficient detection and management of resonant bridges is important.

This study introduces a novel drive-by detection method for resonant bridges using the track irregularity data measured on the first and last vehicles in a commercial train on a high-speed railway.

Hester and Gonzales [6] indicated that almost no drive-by bridge performance evaluation method is available for high-speed railways with the train passing through bridges at stages. The fact that a resonant bridge [1–4] in a high-speed railway, which is indirectly but closely related to the bridge performance, is detected by on-board measurements represents the novel and unique engineering contribution of this study. Although many studies involved numerical simulations only, the effectiveness of the proposed method is demonstrated herein by detecting a resonant bridge based on the measured track displacement of a high-speed railway and on-site bridge measurements. This also is another original contribution of this study.

2 DETECTION METHOD

We propose a method for detecting resonant bridges based on the track irregularities measured on the first and last vehicles of a running train. This method assumes that a track irregularity measurement system [7] for commercial trains is present in some high-speed railways in Japan. Details of the instrument and the measurement accuracy are provided in [7]. The track irregularity mentioned herein refers to the track displacement or rail profile, including the bridge’s static and dynamic displacement response.

The track irregularity measured at different points in time (two points in a train) includes the bridge’s dynamic response, rail irregularities other than the bridge’s response, and track structure displacement. Assuming that the track irregularities are unchanged when measured at two points in time, these components are offset by the difference in the two track irregularities measured at different positions, with these converted into functions of the positions. Conversely, when the dynamic response component of a bridge changes (amplifies) as the train passes, only the dynamic response component of the bridge is extracted by the processing difference even if the track irregularity is at the same position.
2.1 Dynamic response of a resonant bridge observed from a moving point

Now, let us consider a case where a concentrated load series at a fixed interval corresponding to a vehicle length $L_c$ runs on a bridge with a span length $L_b$ at a resonance speed $v_{res}$. Sufficient concentrated loads are assumed to have passed, and a steady state is assumed to have been attained. Here, if the position $x_p$ is a concentrated load and the fundamental frequency of the bridge is $f_1$, Eq. (1) is satisfied.

$$ f_1 = \frac{v_{res}}{L_c} = \frac{x_p}{L_c t} \quad (1) $$

The dynamic response component $z_{b,d}(x, t)$ of the bridge at a position $x$ ($0 \leq x \leq L_b$) and time $t$ on the bridge is given by Eq. (2).

$$ z_{b,d}(x, t) \approx \xi_{1,d}(t) \sin\left(\frac{\pi x}{L_b}\right) \quad (2) $$

Based on the steady-state assumption, the modal displacement $\xi_{1,d}$ satisfies Eq. (3).

$$ \xi_{1,d}(t) = A_{res} \sin(2\pi f_1 t + \theta_{res}) \quad (3) $$

The term $A_{res}$ represents the dynamic response amplitude under the steady state of the resonance. From the resonance condition, $\theta_{res} = \pi(1 - L_b/L_c)$. Equation (4) is obtained by substituting Eq. (3) in Eq. (2) and focusing on the dynamic response $z_{b,d}(x_p)$ of the bridge at the moving concentrated load’s position $x_p$.

$$ z_{b,d}(x) \approx A_{res} \sin\left(2\pi \frac{x}{L_c} + \theta_{res}\right) \sin\left(2\pi \frac{x}{2L_b}\right) \quad (4) $$

Equation (4) shows that the track irregularity waveform caused by the resonant bridge’s dynamic response component observed at a moving load position during the passage of the resonant bridge can be expressed by multiplying the two waves with the wavelengths representing the vehicle length $L_c$ and twice the bridge length $2L_b$. Figure 1 shows an example when the span length is 50 m. Note that $A_{res} = 1$.

![Figure 1: Dynamic response component of a bridge observed at a moving load position during the bridge passage (vehicle length: 25 m; bridge length: 50 m).](image)

2.2 Extraction method for the resonant bridge response

First, a vibration component with a wavelength corresponding to a vehicle length $L_c$ was extracted. A bandpass filter with a passing frequency band equivalent to the vehicle length $L_c$ was used, with bandpass filtering performed on the measured track irregularities. The track irregularities that underwent this processing are termed herein as vehicle length irregularities. Consequently, the track irregularity component, excluding the bridge vibration and the bridge static deflection component, was reduced.
Next, envelope processing, that is, estimating \(\sin(\pi x/L_b)\) in Eq. (4), was performed for the vehicle length irregularity. The amplitude of the vibration component with a wavelength equal to the vehicle length \(L_v\) was estimated by envelope processing. The track irregularity after this processing is referred to herein as the vehicle length irregularity amplitude. In the resonant bridge, a dominant sinusoidal component corresponding to the bridge span was formed based on the relationship in Eq. (4). By contrast, no dynamic response caused by the resonance existed in non-resonant bridges. The vehicle length irregularity amplitude lacked a dominant component.

Finally, the difference between the vehicle length irregularity amplitudes measured for the first and last vehicles was calculated. The measured track irregularities were assumed to be converted from time to position functions prior to the processing. Determining whether the dominant cause of the vehicle length irregularity in the last vehicle was resonance, static deflection component of the bridge, or irregular component corresponding to the vehicle length by the bandpass filter processing and the envelope processing alone was impossible. The dynamic response of the bridge at resonance gradually increased as the train passes, indicating that the bridge’s dynamic component, which was caused by the resonance predominating during the passage of the last vehicle, was hardly generated when the first vehicle passed. Conversely, the static deflection component of the bridge and the track irregularity component corresponding to the vehicle length were almost identical for the first and last vehicles. Common components, such as static deflection and track irregularity, can be removed by subtracting the vehicle length irregularity amplitude of the first vehicle from that of the last. Therefore, if the predominant component corresponding to the bridge length is observed in the irregularities subjected to difference processing, the bridge is said to be resonating.

3 VERIFICATION RESULTS ON THE NUMERICAL SIMULATION

The train speed effect on the proposed method was verified by a numerical simulation for a simply supported bridge. We calculated the bridge displacement component by using a general simulation model [6,8] involving a two-dimensional vehicle with six degrees of freedom (DOF) and a bridge with a three-DOF system. Vehicles are usually based on the multibody system, whereas bridges are based on the beam theory. The train was modeled herein by connecting 12 vehicle models. The vehicle length \(L_v\) was 25 m, with a bogie center interval of 17.5 m, an axle interval of 2.5 m, and an axle load of 120 kN. For other parameters and details, please see Ref. [6].

For the actual resonant bridge [4], the span length was 30 m with a unit length mass of 25 t, a natural frequency of 2.8 Hz at which the resonance speed was approximately 250 km/h, and a 2% modal damping ratio.

Considering the track irregularity measurement system, the displacements just below the first/second bogie centers of the last/first vehicle were extracted from the simulation results. When converting the time series response to distance, resampling was performed at 250 mm intervals in accordance with the actual track displacement measurement.

The train speeds were 200, 230, 250, 270, and 300 km/h, which corresponded to \(\pm 10\%\) and \(\pm 25\%\) of a resonance speed of 250 km/h. Figure 2(a) shows the bridge displacement response at each train speed. Figure 2(b) depicts the bridge displacement responses just below the first/second bogie centers at the last/first vehicle at each train speed. These displacements were assumed to originate from the irregular track measurements. The dynamic response of the bridge was greatly amplified at a resonance speed of 250 km/h, although the track irregularity (bridge displacement) when traversing the bridge, as measured by the first vehicle, was unchanged.
Figure 2: (a) Bridge displacement response at each train speed and (b) bridge displacement response just below the first/second bogie centers at the last/first vehicle at each train speed (vehicle length = 25 m; bridge length = 30 m).

Figure 3: (a) Track irregularity (Irreg) composed of the bridge displacement, (b) vehicle length irregularities, (c) vehicle length irregularity amplitudes, and (d) resonance detection index (A, B, C, D, and E are 200, 230, 250, 270, and 300 km/h, respectively).
Figure 3 illustrates the results of applying the proposed method to the bridge displacement components observed by the first and last vehicles. Figure 3(a) presents the track displacement consisting only of the bridge displacement component obtained by converting Figure 2 into a distance sequence. Figure 3(b) shows the vehicle length irregularities after bandpass filtering. Figure 3(c) displays the vehicle length irregular amplitudes after the envelope processing. Figure 3(d) exhibits the detection indices after the difference processing.

Figures 3(c) and (d) denote that in the resonance state, the vehicle length irregularity amplitude of the last vehicle is higher than that of the first vehicle. Therefore, the detection index forms a convex dominant component in the resonant bridge section.

4 VALIDATION RESULTS ON ACTUAL VEHICLE AND BRIDGE

4.1 Target high-speed railway

A resonant bridge was detected, and the resonance state was verified by an on-site measurement by applying the proposed method to a real high-speed railway. The method was applied to high-speed railway lines, where the first and last vehicles hosting the track displacement measurement devices, including the inertia measurement mounted on a bogie, were run. The train includes eight cars measuring 25 m, a bogie center interval of 17.5 m, an axle interval of 2.5 m, and an axle load of approximately 120 kN when empty. The running speed of the target section was approximately 230–250 km/h. The track irregularity measuring devices were installed at the second and first bogie centers of the first and last vehicles, respectively. The position detection devices were also installed on the first and last vehicles and converted from time to distance function by recording the communication with the ground terminal every 3 km. Furthermore, the relative position of the last vehicle was finely corrected by the cross-correlation based on the measured data of the first vehicle [9]. In this study, the time series response of the track irregularity measured from the vehicle at 2 kHz sampling was converted to a distance series response at 250 mm intervals.

4.2 Detection results of the resonant bridge

Figure 4 shows an example of the application result of the method. From the top, this involves the structure type; structure span; train speed; track irregularities, including the bridge displacement measured at the first and last vehicles; vehicle length irregularities; vehicle length irregularity amplitudes; and resonance detection index (RDI). The train speed was approximately 230 km/h, with six bridges from A1 to A6 in the section. Others frequently involved rigid frame viaducts instead of the embankments on Japanese high-speed railways.

The difference between the first and last vehicles for the measured track irregularities and the vehicle length irregularities is usually very small. However, the vehicle length irregularity of the last vehicle was confirmed to increase in the A3 section of the bridge. Consequently, the vehicle length irregularity amplitude of the last vehicle in the A3 section of the bridge was higher than that of the first vehicle. The RDI of the A3 section of the bridge displayed a dominant convex shape with a primary length almost equal to the bridge span length. This is consistent with the numerical calculation results. Therefore, resonance was determined for bridge A3 at a train speed of 230 km/h. The RDIs of the other bridge sections and the ramp viaduct section were generally less than 1 mm, and the train was not in resonance when running at a speed of 230 km/h.
4.3 *In-situ* measurement result of the detected bridge

The vertical displacement of bridge A3 during the train passage was measured by using a laser Doppler velocimeter with a self-vibration correction (U-Doppler II, sampling 2 kHz [10]). The details of U-Doppler II are provided in Ref. [10]. The measurement target position was the bridge’s mid-span. Figure 5 depicts the field measurements and the equipment used.

Figure 6 shows the time series response of bridge A3 from the *in-situ* field measurements. The dynamic response amplitude of bridge A3 increased as the train passes, with a large free vibration confirmed even after the train has passed. These responses are typical primary resonance waveforms; therefore, the resonance of the bridge detected by the proposed method was proven.

Figure 5: (a) Field test bridge and measurement environment. (b) U-Doppler II and its setup.

Figure 6: *In-situ* measured time series displacement response of bridge A3 detected by on-board measurement track irregularity data.
5 CONCLUSIONS

In this study, we developed a drive-by system for detecting resonant bridges from the data measured using high-speed railway vehicles. We proposed a novel methodology for detecting a resonant bridge by focusing on the track irregularity differences, including the bridge displacement components measured using the first and last vehicles. After a numerical verification, we applied the proposed method to the measurement data for the track irregularities from high-speed railways of Japan. We proved that resonant bridges were detectable on the track maintenance management system used daily by Japan’s railway companies. Our findings are summarized as follows:

- We proposed a bandpass filter and an envelope processing method for estimating the vehicle track length irregularity amplitudes that highlighted unique components of the resonant bridge. The difference between the filtered and enveloped track irregularities measured in the first and last vehicles was used as the resonant bridge detection index. We also proposed a methodology for detecting resonant bridges based on their peaks.

- Through a numerical simulation at different train speeds, the RDI was confirmed to form a convex dominant component, with the dominant length almost identical to the bridge span length only at resonance.

- We applied the proposed method to the track irregularities at the positions of the first and last vehicles measured by the bogie-mounted track irregularity devices installed in Japan’s high-speed railway trains. In fact, we detected a resonant bridge based on the RDI. Moreover, the in-situ bridge displacement measurements for a detected bridge demonstrated that the detected bridges actually resonated.

Despite these findings, problems associated with the construction of a generalized on-board measurement and diagnosis system still exist. We performed only limited numerical simulations and minimal verification. Therefore, the applications of the proposed method, such as the effects of the track irregularities, excluding the bridge displacement component, effects of the position synchronization errors, and effects of the measurement errors, require detailed studies in the future, especially in terms of the effects of the bridge span length.
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Abstract.

A study was undertaken to define which set of signal characteristics can be used to differentiate between various vibration sources in a built environment. Several datasets of vibration measurements on known sources are obtained and analyzed. A set of 11 signal characteristics were determined for all signals. Based on the correlation between these characteristics, 6 signal characteristics ($a_{max}$, $v_{max}$, $f_d$, $f_a$, $D_s$, $N_{peak}$) were selected for a detailed analysis. This analysis showed that differentiation between vibration sources based on signal characteristics is feasible. Further research should investigate the possibilities and limitations of the dataset and determined whether identification of vibration sources based on the obtained signal characteristics is attainable.
INTRODUCTION

Since 2014, a large building vibration monitoring network is in place in the province of Groningen in the North of the Netherlands [1]. The primary objective of this network is to monitor vibrations caused by shallow earthquakes, induced by natural gas production in this region. In approximately 350 buildings vibrations are measured in three orthogonal directions at foundation level in a stiff point near the corner of the building.

After an earthquake with a magnitude $M \geq 2.5$, building inspections are executed for those buildings that experienced a trigger event, i.e. a vibration velocity exceeding a threshold of 1 mm/s [2]. These inspections are performed to obtain information on the occurrence and progression of damage. Besides earthquake vibrations, the threshold is frequently exceeded due to vibrations from other internal and external causes (e.g. traffic, construction work, slamming doors, jumping). To obtain information on the cause of these triggers, building owners are asked to fill in a website-form and specify a reason for the threshold exceedance. The large amount of data collected on all these different types of vibration sources provide for a unique opportunity to obtain a better understanding of their characteristics and the possible influence these sources have on the occurrence of damage to buildings.

The ultimate aim of this research is to develop a method to identify vibration sources in the monitoring network. The goal of this study is to establish a set of signal characteristics and determine to what extent these characteristics can be used to differentiate between various vibration sources in a built environment. To that end, several datasets of vibration measurements on known sources are obtained and analyzed. The following datasets are used to study the set of vibration characteristics:

- Time traces measured in the monitoring network from verified events, i.e. the Garrelsweer earthquake of 9/6/2019 [3] and F16 sonic booms on 6/6/2016 [4].
- Data from measurement projects performed in the past by TNO on several external vibration sources (mass pile driving, vibratory pile driving, railway traffic and blasting).

This paper describes the setup of these datasets and discusses the findings of this research. Chapter 2 gives some background information on the monitoring network and discusses the state-of-the-art in vibration source analysis, with a focus on vibration research in the built environment. The datasets used in this research are detailed in Chapter 3; Chapter 4 explains the applied analysis techniques and the determined vibration characteristics. Chapter 5 presents and discusses the results and findings obtained from the various datasets. Chapter 6 gives the conclusions and recommendations of this research.
2 BACKGROUND

2.1 Seismic monitoring networks and seismic noise

Seismic monitoring networks can roughly be grouped in country-scale, urban-scale, and building-scale monitoring networks. Each network has different tasks, but all have a common objective of earthquake risk reduction. According to D’Alessandro et al. [6] the different scale monitoring networks generally have the following purposes:

- National seismic networks are intended for earthquake observation and seismological studies.
- Urban networks are used to map the earthquake intensity and as early-warning system.
- Building networks are applied for structural health monitoring purposes and also as on-site warning systems.

An increasing trend is observed in urban seismic monitoring networks around the world, which are mainly used to characterize the subsurface structure and improve seismic risk management in populated areas [6]. The introduction of low-cost MEMS sensor systems has further contributed to this development [7-9]. Although the original intention of most of these networks was for seismological purposes e.g. [10-13 (see [13] for an extensive reference overview), the data measured for non-natural vibration sources is being studied more thoroughly over the last decades.

Riahi and Gerstoft [14] studied the traffic-generated noise measured by 5200 geophones that covered a 7x10 km area in Long Beach (California, USA). From the seismic noise they were able to extract metro activity, departing and landing aircraft, and traffic movement along the highway at night.

Boese et al. [15] have investigated anthropogenic and natural noise recorded by borehole seismometers installed beneath the Eden Park stadium in Auckland, New Zealand. They observed elevated noise levels (10-15 dB) in records obtained during the 2011 Rugby World Cup matches.

Green et al.[16] studied the recordings of five broadband seismometers, deployed in central London during the summer of 2015. A comparison of power spectra with observatory stations in much less populated areas showed most of the spectrum is dominated by anthropogenic noise. For short periods (T < 0.4 s) road traffic was found to have the largest effect. In close proximity to the tracks, railways also generated observable signals for T < 0.3 s. At very long periods (T > 20 s) the influence of trains was observed across the city. The air movement through the subway also resulted in increased noise levels for periods T > 30 s.

Similar observations were made by Diaz et al. [17] through an analysis of the seismic records obtained from a broad-band seismic station located near the center of Barcelona. A spectrogram of the vertical seismic acceleration measured between 1/9/2016 and 13/9/2016 showed the frequency ranges dominated by traffic, ocean activity and subway activity. A decimated timeseries of the same period clearly showed the night/day and working day/weekend variations. Diaz et al. [17] could also relate some peaks in the time series to traffic increases before and after FC Barcelona football games.
Particular relevant for the current study is a statistical analysis performed by Groos and Ritter [18] on 4 hr timeseries for classification purposes. Their classification scheme is based on deviations from the Gaussian distribution. The parameters used in the classification are different ratios of percentile intervals of the vibration signal histogram. Based on these parameters Groos and Ritter [18] defined 10 noise classes, which account for non-corrupt (NC1 – NC6) and corrupt (NC10 – NC13) time series.

The current study investigates the characteristics of signals from vibration sources with frequency content between 1 and 100 Hz (T between 0.01 and 1 second). The studies by for example Green et al. [16] and Diaz et al. [17] show that in this frequency range, the largest contribution generally comes from man-made vibrations. Studies on man-made vibrations have mainly researched the effects on damage, e.g. [19-22], and comfort, e.g. [23-26]. Characteristics that have been extensively studied are the amplitude and frequency of the vibrations, mainly with the purpose of predicting and assessing the risk on damage or nuisance. A detailed discussion of studies into man-made vibrations is provided in chapter 5, where a comparison is made with the results of the current study.

2.2 The monitoring network building vibrations

The monitoring network building vibrations was designed and built with the goal to obtain more insight into the effects of earthquakes on buildings in Groningen. This chapter gives general background on the sensor network; a more detailed description of the monitoring network is provided in report TNO 2015 R10501 [1]. Figure 1 illustrates the approximately 350 locations in the monitoring network where vibrations are measured.

The vibration measurement systems were supplied by GeoSig and consist of a recorder (GMSplus measuring system) and a tri-axial sensor (AC-73 force balance accelerometer). The GeoSig sensors are located near a stiff corner of a building (~0.5 m) on the inside or outside, as illustrated in Figure 2(a) and (b). De X- and Y-direction of each sensor are respectively parallel and perpendicular to the façade, the Z-direction is pointing upwards. The GeoSig sensors continuously sample accelerations at 250 Hz, which are automatically integrated to velocities.

The sensor transmits full resolution (250 Hz) data when a velocity threshold is exceeded. After the exceedance of the threshold level of 1 mm/s in X, Y, or Z-direction, the trigger event is logged with a pre-trigger time of 10 s until 20 s after the last threshold exceedance.
3 DATA DESCRIPTION

3.1 Earthquake Garrelsweer

On June 9, 2019 an earthquake was measured near Garrelsweer with a magnitude $M = 2.5$, located at 3 km depth. Figure 2 shows the location of the epicenter as defined by the KNMI [27], and the locations of the triggered and non-triggered sensors.
Figure 2: Triggered and non-triggered sensors in the monitoring network during the Garrelsweer earthquake (9-6-2019), taken from [3].

A detailed analysis of the data from the monitoring network can be found in [3]. A total of 257 signals were applied in the current study. The majority of these signals did not result in a trigger, i.e. the maximum observed vibration velocity is lower than 1 mm/s.

3.2 Sonic booms of F16 aircrafts

On the 6th of June 2016 at 15.30 (local time), two F16’s crossed the sound barrier above the province of Groningen. The vibrations due to the low-frequency pressure waves were recorded by the monitoring network. Figure 3 shows two snapshots of a movie of the pressure waves due to sonic booms by the F16 aircrafts. These pressure waves were derived from the vibration signals measured by the monitoring network. A total of 271 signals measured in the monitoring network are used in this study to determine the characteristics of building vibrations due to sonic booms caused by supersonic aircrafts.

Figure 3: Two snapshots of a movie which shows the movement of the two pressure waves due to the two F16, based on the vibration signals measured in the monitoring network. Taken from [4].
3.3 Test campaign in the building monitoring network

To develop a database with measured vibration signals of internal and external sources, a test campaign was organized and executed, in which known vibrations sources were applied near sensors in the monitoring network. In this campaign two tests were performed:

1. Various internal and external vibration sources were applied in a house in Groningen, while vibrations were measured at various positions in the building.
2. A truck drove twice a predefined route along 17 sensors in the monitoring network.

Figure 4 shows some of the internal and external sources that were tested during this campaign. A detailed description of the tests and the results is given in [5].

3.4 Blasting

A measurement campaign was performed by TNO to assess the influence of blast induced vibrations in buildings around a defense exercise area in the Netherlands. Exercises with 8 different types of explosions were performed in the exercise area, while vibrations were measured at 4 different buildings in the surroundings at distances ranging between 3 and 7.5 km. Measurements were performed with Sundstrand QA-700. The sensors were sampled simultaneously with 2000 Hz. The data of some of these sensors were applied in the current study.
3.5 Mass pile driving and vibratory sheet pile driving

A series of tests were performed with mass pile driving and vibratory sheet pile driving near an office building in the province of North-Holland. Locations of the pile driving and the sensor locations used are specified in Figure 5. Since the building was about to be replaced by a new building, high vibration levels could be induced, and damage initiation was also monitored.

Measurements at these locations were performed with Sundstrand QA-700 sensors; the sensors were sampled at 2000 Hz. The data of the indicated sensors in Figure 5 were used in the current study.

3.6 Railway traffic

Between September and November 2012 measurements were performed by TNO at 3 buildings along the HSL-south track between Amsterdam and Rotterdam. The buildings were located at 125 m, 150 m, and 450 m from the railway track. Only the data of the buildings at 125 m and 150 m that exceeded the background noise were used in this study. The data from the building at 450 m was not clearly distinguishable from background vibration levels.

Accelerations were measured at the foundation, the ground floor, the first floor and outside near the building and 50 m from the track. The accelerations measured at the foundation are used in the current study. The measurements were performed with Sundstrand QA-700 sensors. The data were sampled with 500 Hz. Measurements were performed on Thalys and V250 trains with passage speeds ranging between 160 and 300 km/h.
4 ANALYSIS

Before computation of the various characteristics, some preprocessing is performed on the measured acceleration signals. This preprocessing consists of the following steps:

i. Offsets are removed, such that the acceleration signals have a zero mean value;
ii. A 4th order Butterworth high-pass filter with cut-off frequency of 0.8 Hz is applied to remove trends which might affect the integration to velocities;
iii. The acceleration signals are integrated to obtain velocity signals;
iv. The absolute maximum velocity is determined for the X, Y, and Z-direction;
v. The acceleration and velocity signal of the direction with the largest absolute maximum velocity is selected for further analysis, these are from here on referred to as a(t) and v(t);
vi. The time instance at which the absolute maximum or peak velocity occurs is determined and used to trim the signal;
vii. The acceleration and velocity signal a(t) and v(t) are trimmed from -10 s to +20 s of the peak velocity.

The processed acceleration and velocity signals were analyzed with the Fast Fourier Transform (FFT) and the Short Time Fourier Transform (STFT), and the Arias intensity function of all signals was determined. Finally, the number of peaks in the signals was analyzed through the derivative of the Arias intensity function. The following signal characteristics were determined from the acceleration and velocity signals, a(t) and v(t):

- The absolute maximum acceleration and velocity levels, \( a_{\text{max}} \) and \( v_{\text{max}} \);
- The acceleration and velocity peak factor, \( g_a \) and \( g_v \);
- The dominant frequencies of the acceleration and velocity FFT spectra, \( f_{d,f,a} \) and \( f_{d,f,v} \);
- The dominant frequencies of the acceleration and velocity STFT spectra, \( f_{d,s,a} \) and \( f_{d,s,v} \);
- The Arias intensity, \( I_a \);
- The significant duration, \( D_s \);
- The number of peaks, \( N_{\text{peak}} \).

A detailed explanation of the performed analysis is provided in [28].

5 RESULTS AND DISCUSSION

This chapter presents the results of the analysis on the datasets described in chapter 3. Section 5.1 presents and discusses the correlation of the characteristics computed for all vibration signals. Based on these results a set of characteristics is selected, for which detailed results are shown in section 5.2 to 5.6.

5.1 Correlation between determined signal characteristics

Each of the computed characteristics provide some information on the features of the measured signals. However, some characteristics can provide similar information. To filter the characteristics that provide new information, the correlation between each of the characteristics has been computed using the absolute value of the Pearson correlation coefficient, \( |\rho_{x,y}| \). If 2 variables are highly correlated then \( |\rho_{x,y}| \) tends to 1; if they are poorly correlated, \( |\rho_{x,y}| \) tends to 0.

The complete correlation matrix for all the signal characteristics is shown in Figure 6. This figure shows that the characteristics determined with the acceleration timeseries are highly correlated with those obtained from the velocity timeseries.
The interest of this study is on the signal characteristics that provide new information on a vibration signal, i.e. those signal characteristics that have relatively little correlation with each other (i.e. $|\rho_{x,y}| < 0.6$). The results of the following signal characteristics will be discussed in the next paragraphs:

- the maximum acceleration and maximum velocity, $a_{\text{max}}$ and $v_{\text{max}}$
- the dominant frequency of the acceleration signal, $f_{d,f,a}$
- the acceleration peak factor, $g_a$
- the significant duration, $D_s$
- the number of peaks, $N_{\text{peak}}$

Because a relatively large amount of literature can be found on the peak acceleration and velocity these are both discussed in detail in the next paragraph. The results of the other signal characteristics can be found in [28].

Figure 6: Correlation matrix of all computed signal characteristics. Note that the matrix is symmetric, i.e. the upper half gives the same information as the lower half.
5.2 Absolute maximum vibration levels, $a_{\text{max}}$ and $v_{\text{max}}$

Figure 6 and Figure 7 show box plots and individual samples of the absolute maximum acceleration and velocity determined per source type. The vibration sources are ranked in order of increasing median value of the boxplots. The background vibration results are placed at the top as reference.

![Boxplots and samples for the absolute maximum acceleration $a_{\text{max}}$ obtained in all tests. *(number of buildings/number of measured signals)*](image-url)
The smallest maximum vibration levels are observed for the train passages, the washing machine and the car with running engine. In the tests with these sources the vibration levels only just exceeded the measured background vibration levels. The main reason for the low values of the train passages is the large distance between the track and the buildings at which measurements were performed.
Connolly et al. [29] and Kouroussis et al. [30] found peak velocities of 0.1 mm/s and smaller for measurements on vibrations induced by high-speed trains at a distance of 100 m. This matches with the vibration velocities found here for high-speed train passages at distances of 125 m and 150 m. For distances down to 2 m from the track, maximum velocities up to 4 mm/s were measured by Connolly et al. [29].

The vibration levels observed for road traffic, particularly the truck passage, also match well with values found in literature for the range of distances studied here (i.e. between 10 and 30 m). Hao et al. [26] observed maximum accelerations of 0.006 – 0.015 m/s² for truck passages at a distance of 20 m. Hajek et al. [31] specify that for clay soils the maximum vibration velocities at 10 to 30 m are typically between 0.1 and 2 mm/s. For distances down to 3 m Hajek et al. [31] specify maximum vibrations velocities up to 3 mm/s. Staalduinen and Smits [32] describe maximum velocities ranging between 0.3 and 3 mm/s, based on 12 experimental studies performed by TNO (e.g. [33-36]).

The largest maximum vibration levels are determined for tapping the sensor and mass pile driving. The range of vibration velocities determined for mass pile driving (~1 – 40 mm/s) are similar to those specified by Staalduinen et al. [37] and Jongmans et al. [38]; these studies determined vibration velocities between 3 and 20 mm/s. For the tests performed at 10 m distance, lower values (around 1 mm/s) were found in the current study than in [37] and [38].

For vibratory pile driving Staalduinen et al. [37] found vibrations velocities up to 10 mm/s for distances between 10 and 20 m. Athanasopoulos and Pelekis [39] describe similar vibration levels for these distances. For distances between 1 and 10 m they found vibration velocities up to 25 mm/s. Lower vibration levels are observed for the vibratory pile driving data analyzed in the current study. A possible reason is that these pile driving tests were performed to depths of approximately 16 meter, while the stiff soil layer was at a larger depth.

The maximum accelerations and maximum velocities measured for the 2019 Garrelsweer earthquake range between 5x10⁻⁴ and 0.4 m/s² and 0.01 and 5 mm/s (see Figure 6.4 and Figure 6.5). During other earthquakes in the Groningen area (see [40]-[45]) vibration velocities up to 27 mm/s and accelerations up to 1.5 m/s² were measured by the monitoring network.

The vibrations induced by the air overpressure due to the sonic boom and the blasting exercises had acceleration levels between 0.002 and 0.5 m/s² and velocity levels between 0.03 and 4 mm/s. Much larger vibration levels (up to 500-600 mm/s) are described in other studies on blasting induced vibrations [46-48]. The main reason is these data were obtained for much shorter distances between the explosion and the sensor. Not only is the air overpressure larger at shorter distance, but there is also a large contribution of vibrations through the ground.

Few studies describe results of normal household vibrations such as presented in Figure 6.4 and Figure 6.5. Some velocity levels measured of typical building activities are given by Nicholls et al. [46], unfortunately it is not clear at which position in the building these levels were measured. Vibration levels measured by Nicholls et al. [46] for a door closing ranged between 0.1 and 1.4 mm/s. Considering the velocity levels measured in the slamming door tests presented in the current study, a better description is probably closing door tests. For jumping, Nicholls et al. [46] describe velocity levels between 1 and 125 mm/s. The large differences with the levels observed in the current study are probably due to the sensor location, and maybe to some extent due to the intensity of jumping.

In conclusion, the vibration levels observed for the various vibration sources in this dataset fit well with the ranges mentioned in literature. However, they do not give a good representation of the complete range of levels that can occur in the built environment. For most vibration sources the dataset is at the low end of these ranges. Therefore the ranges for \(a_{\text{max}}\) and \(v_{\text{max}}\) in Figure 6.4 and Figure 6.5 might not be very useful for differentiation between the studied vibration sources.
5.3 Acceleration dominant frequency, $f_{d,f,a}$

Figure 7 shows the box plots for the dominant frequencies $f_{d,f,a}$ of the acceleration FFT per studied vibration source. The vibration sources are ranked in order of increasing median dominant frequency. The dominant frequencies determined for the background vibrations are placed at the top as reference for the vibration sources.

Figure 7 shows that most signals with dominant frequencies $f_{d,f,a} < 35$ Hz are due to sources producing (repeated) transient vibrations, such as a truck or train passage, mass pile driving, or an earthquake. Sources which generate continuous vibrations, such as drilling, vibratory pile driving, a vibratory plate or a speaker set playing loud music typically have dominant frequencies $f_{d,f,a} > 25$ Hz.

According to Muller [49] the dominant frequency of mass pile driving signals is between 5 and 25 Hz, which is also observed in Figure 7. The dominant frequency $f_{d,f,a}$ determined for vibratory pile driving is concentrated around 37 Hz, which was the driving frequency of the vibratory machine. This frequency is within the range (30 – 40 Hz) for high-frequency pile-driving described by Deckner [22].

In Figure 7 dominant frequencies between 2 and 6 Hz are observed for the train passages. These low values are most likely related to the relative large distances (125 and 150 m) between the buildings and the track. Similar low frequencies were found by Ditzel [50] in measurements at two locations in the Netherlands. Ditzel [50] attributes the relative low dominant frequencies to a low-pass filter behavior of a ditch alongside the track. From measurements on passages of various types of trains, Suhairy [51] found dominant frequencies between 5 and 12.5 Hz. Measurements performed by the Dutch Railways [52] show that the dominant frequencies are generally smaller than 10 Hz.

Based on the previously mentioned studies on the effects of road traffic by TNO, Staalduininen and Smits [32] conclude that the dominant frequency is typically observed around 10 Hz, but can range between 5 and 15 Hz. The dominant frequencies for the car passages in Figure 7 are concentrated at 4-5 Hz, while the dominant frequencies observed for the truck passages are mainly observed between 5 and 15 Hz.

The dominant frequencies for the Garrelsweer earthquake are between 1 and 20 Hz (with one outlier at almost 30 Hz), this corresponds with the dominant frequencies determined for other earthquakes measured in the monitoring network [40-45]. This range is also very similar to that found for truck passages (see Figure 7).

The dominant frequencies for the sonic boom are generally observed between 1 and 25 Hz, which matches well with the range observed for earthquakes and truck passages. However, much larger dominant frequencies were also measured for the sonic boom (up to 95 Hz). For blasting the dominant frequencies were observed between 10 and 25 Hz. Nicholls et al [46] and New [47] found dominant frequencies mainly between 20 and 70 Hz, although they encountered values up to 500 Hz. Aloui et al [48] measured dominant frequencies between 1.5 and 11 Hz. These differences are mainly related to the applied explosion charge and the distances between the source and the sensor. The results of blasting in the current study were obtained for similar distances as applied in Aloui et al [48].
Figure 7: Boxplots and samples for the dominant frequency $f_{d,e}$ obtained in all tests.
*(number of buildings/number of measured signals)
Figure 8: Acceleration spectrograms and spectra of several vibration sources: (a) truck passage, (b) earthquake, (c) mass pile driving, (d) hammer, (e) washing machine, (f) vibratory pile driving, and (g) speaker music.
Figure 8 shows examples of the spectrograms (STFT) and spectra (FFT) of some of the measured acceleration signals. The spectrum of an earthquake and truck passage, Figure 8(a) and (b), are both concentrated in the low frequency range, with most energy content between 0 and 25 Hz. Similar spectra can be observed for a train passage, a sonic boom or blasting.

Similar to the earthquake and truck passage in Figure 8(a) and (b), mass pile driving shown in Figure 8(c), also has a large energy content in the low frequency range. However, for mass pile driving energy content is also found at higher frequencies. The spectral content of the hammer example shown in Figure 8(d) is mainly found above 30 Hz. Another distinguishing feature is the relatively broad spectrum compared to the earthquake, truck passage and mass pile driving.

Figure 8(e), (f), and (g) show STFT and FFT spectra of continuous vibration sources. Both the washing machine and vibratory pile driving have narrow band spectra with harmonic frequencies of the dominant frequency. Similar features are observed in the spectra of other types of machinery, such as the vibratory plate or drilling. The spectrum of the speaker playing music is more broadband, with large peaks at some distinct frequencies.

Based on these FFT and STFT spectra, other spectral features that could prove useful to allow for more differentiation between vibration sources the bandwidth of the spectrum (e.g. the 3 dB bandwidth) or harmonic frequencies (cepstrum analysis).

5.4 Acceleration peak factor, $g_a$

Figure 9 shows box plots of the acceleration peak factor $g_a$ per studied vibration source. The vibration sources are ranked in order of increasing peak factor; the background vibration results are placed at the top as reference. Figure 10 shows examples of the acceleration signals of some of the tested vibration sources.

The smallest peak factors are observed for signals of sources which produce a (monotonic) continuous vibration, such as a sanding machine or a vibratory hammer used in (sheet) pile driving. The peak factors for these continuous signals are generally even smaller than the peak factors determined for the background vibrations. Vibration signals with peak factors $g_a < 6$ are likely to have been caused by a continuous vibration source, and are unlikely to contain large pulses.

Examples of a monotonic continuous vibration signal from a sanding machine and a background vibration signal are shown in Figure 10(a) and (b). The signal of the sanding machine is much denser due to the high-frequency continuous signal produced by this source, while no large peaks are present. Due to the high-frequency content the standard deviation is larger, which results in a smaller peak factor.

The largest peak factors are observed for signals with a single pulse or small number of pulses or a single short-duration transient. These type of signals are for example caused by hitting the sensor (e.g. by hand or hammer), dropping a hard heavy object (e.g. a stone) or an air pressure wave (e.g. caused by a sonic boom or blasting).
Figure 9: Boxplots and samples for the acceleration peak factor $g_a$ obtained in all tests.
*(number of buildings/number of measured signals)
Figure 10: Acceleration signals of vibration sources with varying peak factors: (a) sandpaper machine, (b) background noise, (c) pile driving, (d) basketball against the wall, (e) truck passage, (f) sonic boom, (g) truck starting engine, and (h) hitting the sensor (by hand).

Figure 10(f), (g) and (h) show examples of a single short-duration transient due to a sonic boom, a starting truck engine near a sensor (~2 m) and a signal with several pulses due to hitting the sensor by hand. Signals with peak factors $g_a > 15$ are probably caused by sources which produce pulse-like or short-duration transient vibrations. These signals are unlikely to be the result of a source producing a monotonic continuous vibration. The only exception is the start-up or stopping of a source producing a monotonic continuous vibration, such as the starting truck engine in Figure 10(g).

Signals with $6 < g_a < 15$ are likely to be the result of sources generating repeated transient vibrations or a sustained transient vibration. Figure 10(c), (d) and (e) show examples of repeated transient vibrations (pile driving and throwing a basketball against the wall) and a sustained transient vibration (truck passage).
Several sources (e.g., mass pile driving, jumping, earthquake, and sonic boom) have relatively large ranges for the peak factor. These large ranges are the result of (1) the number of repeated transients over the 30 s period and (2) the distance between the sensor and the source.

Examples of the influence of the number of repeated transients are shown in Figure 11(a) and (b) for pile driving, and in Figure 11(c) and (d) for jumping. For a pile driving signal and a jumping signal with continuous regular transients over the full 30 s period the peak factor is low, whereas the signals with repeated transients over about 10 s has a relatively large peak factor.

Figure 11(e) and (f) show the velocity and acceleration signal of an earthquake measured at ~1 km and ~20 km. The signal at large distance has small peak factors and looks like a sustained transient vibration. At short distance, however, the signal mainly consists of a large pulse and has a large peak factor \( g_e \). A similar effect is seen in Figure 11(g) and (h) for sonic boom signals.

![Figure 11: Acceleration signals of various sources which have both small and large peak factors: (a) continuous pile driving, (b) short-period pile driving, (c) continuous jumping, (d) short-period jumping, (e) sustained transient earthquake signal at ~20 km, (f) pulse signal earthquake signal at ~1 km, (g) transient sonic boom, and (h) pulse signal sonic boom.](image-url)


5.5 Significant duration, $D_s$

Figure 12 shows time traces of the acceleration signals and the normalized Arias intensity function. The normalized Arias intensity function shows how the vibration energy is released over the 30 second period. This energy release profile gives useful information about the characteristics of the signal.

Figure 13 shows box plots of the significant duration $D_s$ per studied vibration source. The vibration sources are ranked in order of increasing significant duration, the background vibration results are placed at the top as reference.

Figure 12(a) shows the acceleration signal and normalized Arias intensity function of a hit on the sensor. A single pulse results in a very steep increase in the Arias intensity. The significant duration is therefore very short, i.e. less than 0.1 s. Figure 13 shows that similar short significant durations can occur for blasting, a sonic boom, an earthquake and a falling mass.

Although an earthquake can also have a large peak in the acceleration signal, see Figure 12(b), it is always preceded and followed by low-level vibrations. The resulting Arias intensity function is less steep, which generally gives a significant duration larger than 0.1 s, see Figure 13.

The more sustained the transient vibration becomes, the more gradual is the increase in Arias intensity and the larger the significant duration. Figure 12(c) shows the acceleration signal and Arias intensity function of a truck passage, the significant duration for this signal is close to 4 s. This type of transient vibration signal is for example observed for large road vehicles, trains and earthquakes, and typically has a significant duration larger than 1 s. For larger distance between the source and the sensor, the transient vibration becomes more prolonged and contains less significant peaks. This results in larger significant durations; Figure 13 shows significant durations up to 19 s for train passages. The main reason for these large values are the low vibration levels induced by the train passage, because of the large distance between railway and sensor (125 and 150 m).

A large significant duration can also be the result of a vibration signal consisting of repeated pulses or transients. Figure 12(d) shows a signal of a tennis ball hits against a wall. The repeated pulses result in a stepwise Arias intensity function. Because there are several seconds between each pulse the resulting significant duration is about 4 s, similar to what was observed for the sustained transient signal for the truck passage. This is the main reason for the large variation in significant duration seen in Figure 13 for several sources (e.g. sonic boom, vibratory plate, falling mass, etc.). When a source produces a vibration signal several times in the 30 s period, the significant duration will increase.

A regular repeating transient vibration signal, which can for example be observed for the mass pile driving signal shown in Figure 12(e), results in a regular stepwise Arias intensity function. The significant duration of this signal is $\sim 19$ s. A continuous vibration signal gives a similar significant duration. Figure 12(f) shows an example of a continuous vibration signal of a washing machine. The Arias intensity function of this signal increases linearly with time. The sources that are likely to produce these continuous or regularly repeating vibrations typically have significant durations larger than 10 s (see Figure 13). The significant duration for these type of signals is generally smaller than 21 s, i.e. the significant duration of a linearly increasing Arias intensity is 21 s (70% of 30 s).
Figure 12: Acceleration signals and the Arias intensity function of various signals: (a) tapping on sensor, (b) earthquake, (c) truck passage, (d) tennis ball, (e) mass pile driving, (f) washing machine, and (g) drilling.
The largest significant durations are found for vibration signals that consist of vibration signals with most energy content at the beginning and end of the 30 s period. Figure 12(g) shows an example of drilling, with two periods of drilling with in-between a 17-18 s period without any significant vibrations. A significant duration larger than 70% of the reference period (in this case 30 s) is an indication that the vibration signal has this particular feature of two separated vibrations at the beginning and end.

Figure 13: Boxplots and samples for the significant duration $D_s$ obtained in all tests.
*(number of buildings/number of measured signals)
5.6 Number of peaks, $N_{\text{peak}}$

Figure 14 shows the normalized Arias intensity function and the time derivative of the Arias intensity function for some of the signals in Figure 12. Although the time derivative is quite correlated with the Arias intensity function, i.e. $|\rho_{x,y}| \sim 0.5$, it does give some useful additional information on the characteristics of some signals.

Figure 14(a) and (b) show examples of a truck passage and a bouncing tennis ball. Both signals have a significant duration of around 4 s, but the number of peaks of the transient vibration signal of the truck passage is much larger than that of the bouncing tennis ball. This shows that the combination of the significant duration $D_s$ and the number of peaks $N_{\text{peak}}$ can in some cases be used to distinguish between a signal with a single transient vibration and a signal with repeated pulses.

A similar difference can be seen for the regular repeated transient and continuous vibration signals in Figure 14(c) and (d). The significant duration of both signals is close to 20 s, while the washing machine vibration signal in Figure 14(d) has a much larger number of peaks than the mass pile driving vibration signal in Figure 14(c).

The drilling vibration signal in Figure 14(e) has a number of peaks much smaller than the washing machine in Figure 14(d). Combined with the large significant duration, the number of peaks is an additional indicator that the vibration signal consists of two separated periods of vibrations at the beginning and end.

The significant duration and the number of peaks are two signal characteristics that mainly provide some quantification of the part of the signal record containing vibrations. Based on the graphs in Figure 14, the periods without (significant) vibration content could also provide useful information on the signal, e.g. the percentage of time the derivative of the Arias intensity function is (close to) zero.

Figure 15 shows box plots of the number of peaks $N_{\text{peak}}$ per studied vibration source. The vibration sources are ranked in order of increasing median value, the background vibration results are placed at the top as reference.

Figure 15 shows continuous vibration sources (e.g. a washing machine, drilling or vibratory pile driving) have numbers of peaks which are typically larger than 100.

Repeated or sustained transient vibrations have numbers of peaks which are mostly between 10 and 100. Typical examples are a bouncing ball, hammering, mass pile driving and road or railway traffic.

Vibration signals with a single or small number of pulses have a number of peaks smaller than 10. Sources which are likely to produce these type of vibration signals are tapping on the sensor, blasting or a starting or stopping truck engine.
Figure 14: The Arias intensity function and the time derivative of various signals: (a) truck passage, (b) tennis ball, (c) mass pile driving, (d) washing machine, and (e) drilling.
Figure 14: Boxplots and samples for the number of peaks $N_{\text{peak}}$ obtained in all tests. 
*(number of buildings/number of measured signals)
6 CONCLUSION

This article presented a study on a large dataset of vibration signals from various internal and external vibration sources. The goal of this study was to determine a set of signal characteristics that allow for differentiation between vibration sources in a built environment. The study focused on vibration sources with the main energy content 1 and 100 Hz. The signals in the dataset were trimmed to a period of 30 s. A set of 11 signal characteristics were obtained for all signals in the dataset.

Based on the correlation between these characteristics, 6 signal characteristics were selected for a detailed analysis. Three of these signal characteristics, i.e. $a_{\text{max}}$, $v_{\text{max}}$ and $f_{d,f,a}$, are well-established in literature for various vibration sources. The other three characteristics, i.e. $g_a$, $D_s$ and $N_{\text{peak}}$, have been studied very little for most vibration sources.

The maximum vibration levels $a_{\text{max}}$ and $v_{\text{max}}$ determined for the various vibration sources fit well with the ranges mentioned in literature. However, for most vibration sources the dataset represents the low end of these ranges; they do not give a good representation of the complete range of levels that can occur in the built environment. Therefore the determined ranges for $a_{\text{max}}$ and $v_{\text{max}}$ in this study might not be very useful for differentiation between vibration sources.

The results for the dominant frequency $f_{d,f,a}$ also correspond well with literature, and for several sources (e.g. earthquakes, mass pile driving, road traffic) provide a reasonable representation of the mentioned ranges. The results show that vibration signals with dominant frequencies $f_{d,f,a} < 35$ Hz are often due to sources producing (repeated) transient vibrations, such as a truck or train passage, mass pile driving or an earthquake. Sources which generate continuous vibrations, such as drilling or vibratory pile driving typically have dominant frequencies $f_{d,f,a} > 25$ Hz. Other spectral features that could prove useful to allow for more differentiation between vibration sources are the bandwidth of the spectrum (e.g. the 3 dB bandwidth) or harmonic frequencies (cepstrum analysis).

The peak factor $g_a$ provides information on the peakiness of a signal. The smallest peak factors were found for sources with a (monotonic) continuous vibration signal (e.g. vibratory pile driving); these type of signals typically have a peak factor $g_a < 6$. Large peak factors were observed for signals with a single or small number of pulses (e.g. hitting the sensor) or a single short-duration transient (e.g. sonic boom). Signals with peak factors $g_a > 15$ are likely to have been caused by these type of sources. Several sources (e.g. mass pile driving, jumping, earthquake, and sonic boom) have relatively large ranges for the peak factor. These large ranges were found to be the result of the number of repeated transients over the 30 s period or the distance between the sensor and the source, resulting in a prolonged transient vibration.

The significant duration gives information about the length of the period over which a large portion of the vibration energy is released. For a single pulse this gives a very short duration, typically smaller than 0.1 s. This type of duration is typically observed for a (single) hit on the sensor, but can also be observed for blasting, a sonic boom, an earthquake or a falling mass. Large significant durations (> 10 s) are observed for a regular repeated pulse or transient or a continuous vibration signal. The significant duration of these type of signals is generally not larger than 21 s. Signals with $D_s > 21$ s typically have large vibration content at the beginning and end of the 30 s period, with relatively little content in-between.

Although the significant duration $D_s$ and the number of peaks $N_{\text{peak}}$ are quite correlated, $N_{\text{peak}}$ does give useful additional information on some vibration sources. For example, a signal transient (e.g. truck passage) and a repeated pulse (e.g. tennis ball) a bouncing ball can have the same significant duration, while the number of peaks are generally quite different. A similar behavior was observed for a continuous signal and a repeated transient signal.
The significant duration and the number of peaks are two signal characteristics that mainly provide information on the part of the signal record with vibrations. The periods without (significant) vibration content could also provide useful information on the signal, e.g. the percentage of time the derivative of the Arias intensity function is (close to) zero.

This research presented in this paper indicates that differentiation between vibration sources based on signal characteristics is feasible to a certain extent. Further research should investigate the possibilities and limitations of the dataset and the obtained signal characteristics for identification of vibration sources in the monitoring network. The database with reasons provided by building owners for trigger events is a valuable source to test a first version of an algorithm for vibration source identification.
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Abstract. Fatigue monitoring and remaining fatigue life estimation of structures using output-only vibration measurements has recently garnered increasing attention, producing advances in theoretical, numerical and experimental studies of this phenomenon. The methodology presented in this paper combines methods for estimating stress time histories at the entire body of the structure with fatigue damage accumulation techniques for multiaxial stress state. A novel sequential Bayesian method is employed to estimate both input and state in the modal space and to reconstruct the full-field time-history response in the physical space using output-only vibration measurements. Stress and strain time histories at the finite element level are obtained by using a linear relationship with nodal displacements. Estimated stresses are then used to find the critical plane where the maximum fatigue damage is expected and the shear stress time histories are resolved on this plane. Shear stress cycles are counted by means of the Rainflow Counting Method, and a Modified Wöhler Curve Method is applied to estimate the fatigue damage, whereby normal and shear stress effects are accounted for. This procedure is capable of tackling inherent complexities found in real world applications, such as the multiaxiality of the applied loads and of the resulting stress state. A finite element model of a wind turbine tower was constructed based on reference specifications available from the National Renewable Energy Laboratory and used to illustrate the method presented herein. The results obtained demonstrate the applicability of the methodology as an efficient way to monitor fatigue damage accumulation in the entire body of a steel structure.
1 INTRODUCTION

Fatigue damage accumulation in ductile materials does not always produce identifiable indicators of damage. Thus, it is important to develop monitoring methods that would enable to diagnose the fatigue state of a metallic structure and to predict the location(s) where high fatigue damage is most likely to accumulate, as well as the remaining fatigue lifetime of the structure, based on output only vibration measurements.

The work by Papadimitriou et al. [1] was the first to promote the use of output-only vibration measurements to estimate fatigue damage accumulation. It introduced the idea of using a Kalman filter to estimate the stress responses of a metallic structure subjected to stationary stochastic loads, thereby estimating the remaining fatigue lifetime. Nevertheless, this approach and subsequent ones [2]–[4] developed to handle non-stationary unknown excitations, considered uniaxial fatigue damage. The present work expands on this idea and applies techniques capable of handling multiaxial stress states.

Thereupon model reduction techniques have been introduced and used in conjunction with SHM methods, e.g., modal decomposition-expansion was employed by Maes et al. [5] to reconstruct the dynamic strain response of an offshore wind turbine tower; Tchemodanova et al. demonstrated in [6] the use of a substructure approach to estimate remaining fatigue lifetime of a section of a rollercoaster; Eftekhar Azam et al. proposed the use of a Dual Kalman in modal space, allowing the use of a modally truncated model [7].

The purpose of this work is to propose a methodology to monitor fatigue damage accumulation on a structural system or its components when subjected to input or interface loads that are unknown. The present work expands on ideas presented in [3], [8] for response reconstruction and fatigue estimation in linear components of structural systems and applies techniques capable of handling multiaxial stress fields. Moreover, it benefits from the latest advances accomplished in the area of joint input-state estimation [7], [9]–[12], adopting a novel sequential Bayesian approach to reconstruct the full-field dynamic responses using sparse output-only measurements.

The organization of this work is as follows. In Section 2, we present pertinent mathematical formulations for the strain/stress response reconstruction of the entire structure by means of the novel sequential Bayesian filtering technique presented in Section 3. In Section 4, we outline the formulations for the full-field multiaxial fatigue damage accumulation. Section 5 shows an illustrative example of the application of the proposed methodology on a FE model of a land-based wind turbine tower structure subjected to wind loads. Lastly, conclusions are put forth in Section 6.

2 MATHEMATICAL FORMULATION FOR STRAIN/STRESS ESTIMATION

2.1 System and observation models

The dynamical response of a linear time-invariant system can be described through Newton’s second law of motion:

\[ M \ddot{x}(t) + C \dot{x}(t) + K x(t) = S_p f(t) \]  

(1)

where \( M \in \mathbb{R}^{N \times N}, C \in \mathbb{R}^{N \times N}, K \in \mathbb{R}^{N \times N} \), are the mass, damping and stiffness matrices, respectively; \( N \) is the number of degrees-of-freedom; \( f(t) \in \mathbb{R}^{N_f \times 1} \), is the dynamic force vector comprised of \( N_f \) independent components; \( S_p(t) \in \mathbb{R}^{N \times 1} \) is a matrix characterizing the spatial distribution of external forces; \( \dot{x}(t) \in \mathbb{R}^{N \times 1}, \ddot{x}(t) \in \mathbb{R}^{N \times 1} \) and \( x(t) \in \mathbb{R}^{N \times 1} \) are the
acceleration, velocity, and displacement responses, respectively. When the vibration response is transformed into a truncated modal space, the following equation of motion is obtained [9]:

$$\ddot{\mathbf{z}}(t) + \mathbf{I} \ddot{\mathbf{z}}(t) + \mathbf{\Omega}^2 \mathbf{z}(t) = \mathbf{\Phi}^T \mathbf{S}_p \mathbf{f}(t)$$  \hspace{1cm} (2)

where $\mathbf{\Phi} \in \mathbb{R}^{N \times N_m}$ is the truncated modal matrix whose columns are filled with $N_m$ mass-normalized mode shape vectors; $\mathbf{z}(t) \in \mathbb{R}^{N_m \times 1}$ is the response in the reduced modal space; $\mathbf{I} \in \mathbb{R}^{N_m \times N_m}$ and $\mathbf{\Omega}^2 \in \mathbb{R}^{N_m \times N_m}$ are two diagonal matrices with $2 \xi_i \omega_i$ and $\omega_i^2$ entries, respectively; $\xi_i$ and $\omega_i$ are, correspondingly, the modal damping ratio and modal frequency of the $i$th dynamical mode. This equation can be written in the state-space form as follows:

$$\dot{\mathbf{z}}(t) = \mathbf{A}_c \mathbf{z}(t) + \mathbf{B}_c \mathbf{f}(t)$$  \hspace{1cm} (3)

where $\mathbf{z}(t) = [\xi(t)^T \xi(t)^T]^T$ is the state vector; $\mathbf{A}_c$ and $\mathbf{B}_c$ are the system and feedthrough matrices, computed as:

$$\mathbf{A}_c = \begin{bmatrix} 0 & -\mathbf{\Omega}^2 \\ -\mathbf{I} & \mathbf{I} \end{bmatrix}, \quad \mathbf{B}_c = \begin{bmatrix} 0 \\ \mathbf{\Phi}^T \mathbf{S}_p \end{bmatrix}$$  \hspace{1cm} (4)

When the responses are discretized in $dt$ intervals and the variation of input forces is considered to be constant over each interval, the following stochastic state-space model is obtained in the discrete-time:

$$\mathbf{z}_k = \mathbf{A} \mathbf{z}_{k-1} + \mathbf{B} \mathbf{f}_{k-1} + \mathbf{v}_k$$  \hspace{1cm} (5)

where $\mathbf{A} = e^{\mathbf{A}_c dt}$ and $\mathbf{B} = (\mathbf{A} - I) \mathbf{A}_c^{-1} \mathbf{B}_c$ are the discrete-time system and feedthrough matrices; $\mathbf{z}_k$ is the state vector at $t_k = k dt$, $k = \{0,1,2, ..., n\}$; $\mathbf{v}_k$ is the process noise modeled as a Gaussian White Noise (GWN) process.

In a similar manner, the observed output quantities of interest can be written as a function of the state vector and the input forces leading to [7]:

$$\mathbf{d}_k = \begin{bmatrix} \mathbf{\varepsilon}_k \\ \mathbf{y}_k \\ \dot{\mathbf{y}}_k \end{bmatrix} = \mathbf{G} \mathbf{z}_k + \mathbf{J} \mathbf{f}_k + \mathbf{w}_k$$  \hspace{1cm} (6)

$$\mathbf{G} = \begin{bmatrix} \mathbf{S}_e \mathbf{T} \mathbf{\Phi} \\ \mathbf{S}_p \mathbf{\Phi} \\ -\mathbf{S}_a \mathbf{\Phi} \mathbf{\Omega}^2 \\ -\mathbf{S}_a \mathbf{\Phi} \mathbf{\Gamma} \end{bmatrix}, \quad \mathbf{J} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}$$  \hspace{1cm} (7)

where $\mathbf{d}_k \in \mathbb{R}^{N_o \times 1}$ is a vector containing the observed quantities at discrete time $t_k$, comprised by strains $\mathbf{\varepsilon}_k \in \mathbb{R}^{N_e \times 1}$, displacements $\mathbf{y}_k \in \mathbb{R}^{N_y \times 1}$, velocities $\dot{\mathbf{y}}_k \in \mathbb{R}^{N_y \times 1}$, and accelerations $\ddot{\mathbf{y}}_k \in \mathbb{R}^{N_y \times 1}$; the matrices $\mathbf{S}_d, \mathbf{S}_p, \mathbf{S}_a$ and $\mathbf{S}_e$ are selection matrices consisting of 0’s and 1’s used to extract the observed DOF; $\mathbf{T}$ is a matrix returning local strains from nodal displacements; $\mathbf{w}_k$ is observation noise considered to be GWN.

3 BAYESIAN ESTIMATION OF INPUT AND STATE

We build our method upon the foregoing state-space formulations and the sequential Bayesian method developed in [11], [13]. The reader is referred to [13] for detailed nomenclature and mathematical formulations. This implementation allows estimating the system state and input in real-time based on a limited number of output-only measurements. Another advantage of this novel algorithm is its robust capability to update the process and observation noise covariance matrices in an online manner. On the other hand, a caveat to this method is that, similar to other Kalman-type filters, some initial parameters need to be fine-tuned to
achieve best results; for the sequential Bayesian filter, these parameters are the initial covariance matrices. A good starting point to calibrate the filter is to set the initial state and input covariance matrices equal to identity matrices scaled by a very small number. A more accurate, albeit laborious approach to selecting appropriate initial noise parameters, is to consider different orders of magnitude for the elements the initial estimates for the covariance matrices, in accordance to the modal response quantities (displacement, velocity, acceleration) to which the element corresponds [14].

4 FATIGUE ASSESSMENT

4.1 Maximum Variance Method for locating the critical plane

The so-called critical plane approaches are based on the assumption that fatigue life is mainly dependent on cracks developing along shear planes or tensile planes [15]. Thus, the maximum fatigue damage experienced in an element can be expected to occur at such orientation. To find such orientation, we adopt the use of the Maximum Variance Method (MVM) proposed by Susmel et al. [16]. This method assumes that the critical plane lies along the direction which is anticipated to have the maximum shear stress variation; the rationale stems from the definition of the statistical variance, which measures how much the signal deviates from the mean. Since fatigue damage is caused by cyclic loading, the variance can be an appropriate measure to identify the plane where the signal presents the largest variation range. Therefore, the damage is expected to be the greatest at the aforementioned plane. The advantage of this method lies in that, once the critical plane is found, the shear stress signals can be readily resolved along this orientation by a simple stress transformation.

Lastly, it should be noted that by applying the MVM, the critical plane and its corresponding shear stress are obtained. The latter is a unidimensional parameter, so a cycle counting method, such as the Rainflow Counting Method (RCM), can be used directly with the resolved shear stress signal.

4.2 Modified Wöhler Curve Method for fatigue assessment

In addition to the MVM described above, Susmel et al. [17] formulated the so-called Modified Wöhler Curve Method (MWCM) to be used as a companion method. The motivation behind this method is that the MVM and subsequent cycle counting is based on shear stresses resolved along the critical plane; however, this stress signal alone may fail to account for the multiaxiality of the actual stress state. As such, a modification in the SN-Curve is introduced to account for the level of multiaxiality by considering the stress normal to the critical plane. Ultimately, a modified fatigue lifetime curve is obtained.

For brevity, the detailed formulations of the MWCM are omitted in this paper. The reader is thus referred to [17], [18] for a comprehensive explanation of this method and an illustrative example.

4.3 Fatigue damage accumulation

The last step in the fatigue assessment framework is to use the data generated throughout and to calculate the accumulated damage in the whole structure. The damage accumulation model used herein is the linear Palmgren-Miner’s rule, which states that the linear fatigue accumulation damage $D$ is found by [19], [20]:
where \( j \) is the number of different amplitude levels found through RCM; \( n_i \) is the number of counted cycles at a given amplitude level, and \( N_{f,i} \) is the number of cycles to failure at amplitude level \( i \), found directly in the constructed MWC.

Once the appropriate SN-Curve has been obtained from the MWCM, and the RCM has been applied to the time history of the shear stress relative to the critical plane, this information can then be used to compute the accumulated fatigue damage for each element in the finite element model of the structure. The procedure is repeated for every finite element in the discretized model. The final product is a full-field damage accumulation map.

5 NUMERICAL EXAMPLE

A reference land-based wind turbine tower model was used in this study. Physical and material specifications were obtained from the National Renewable Energy Laboratory (NREL) [21], from which a finite element model (FEM) was constructed. For simplicity, the dynamic response of the rotor nacelle assembly (RNA) was modelled by an equivalent system of forces at the RNA-tower interface, as shown schematically in Figure 1. The model was constructed using four-node shell elements, where at each node, 6 DOF are considered; the varying shell thickness was modeled using the NREL specifications. This type of element was selected due to the type of problem at hand: the structure is, geometrically, a hollow tube constructed by a comparatively thin sheet of steel. The tower model was discretized into 2444 elements, with 2455 nodes, for a total 14,730 degrees of freedom. The elements can be assumed to be in plane strain, which allows performing a reduced order analysis. This assumption also impacts the cost of multiaxial fatigue computations, since the problem reduces to a biaxial problem. Nevertheless, the principles applied still hold for triaxial fatigue computations.

\[
D = \sum_{i=1}^{j} \frac{n_i}{N_{f,i}}
\]

Figure 1. Equivalent system of forces at the RNA-tower interface.
The wind turbine simulation software FAST [22] was employed using the aforementioned tower model specifications. A simulation of 8 s was conducted, recreating operational wind conditions and loads on a tower model with the aforementioned specifications. The time history of the force transmitted through the RNA-tower interface was extracted. The obtained signal time history was subsequently used in the numerical analysis as the system input.

Structural matrices were obtained from the FE model shown in Figure 2, and a modal analysis was performed to obtain the corresponding natural frequencies and mode shape vectors. The dominating dynamic forces at the RNA interface pertaining to the wind loads and rotation dynamics were recorded as 2 concentrated loads and 2 concentrated moments, and frequency analysis was carried out on the input channels. Based on the frequency content of the input, we realized that the first 3 modes predominantly contribute to the system dynamical responses. The natural frequencies are reported in Table 1.

![Figure 2: Finite element model of NREL's 5MW land-based wind turbine tower: a) base state, b) first mode, c) second mode, d) third mode.](image)

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8761</td>
</tr>
<tr>
<td>2</td>
<td>4.1737</td>
</tr>
<tr>
<td>3</td>
<td>10.395</td>
</tr>
</tbody>
</table>

Table 1: Finite element model natural frequencies.

The observation model was constructed from a limited number of output measurements; the discussion of stability of an Augmented Kalman Filter (AKF) presented by Lourens et al. [10] pointed out that ill-conditioning in the joint input-state estimator might increase depending on the sensor placement. Additionally, Maes et al. [23] suggested that the number of sensors should at least be equal to the number of forces to be identified. Thus, 2 biaxial acceleration and 4 strain responses were treated as the observed quantities. One set of collocated sensors, comprising 1 acceleration and 2 strain observations, was placed at a height of 86.9 m. from the ground, i.e. in the near-vicinity of the load application point; a similar second set of sensors was placed at a height of 63.5 m. from the ground. Figure 3 shows the locations of the response observations. Noise was introduced to the measurements as 1% of the root-mean-square deviation found in the observed channels, i.e. strains and accelerations.
A dynamic simulation of the first 8 s of operation was conducted. The structure is initially at rest, and the equivalent force system is applied at the beginning of the simulation. The modally-reduced state was estimated using the sequential Bayesian filter, and the full-field system response was reconstructed from the state and input estimation. The stress state time history at the finite element level is computed from a linear relationship between displacements and stresses under static loading cases. Consequently, accuracy in the estimation of nodal displacements is prescribed. Figures 4-5 show the acceleration and displacement, and stress responses, respectively, of an unmeasured near the base of the tower, i.e. a location far from the observations. The response estimates show agreement between the real and estimated responses. Notably, the estimated displacement responses were highly accurate. The stress and strain fields, however, do not display the same level of accuracy; thus, deviations from the real response in the displacement field are amplified in the corresponding stress field.

Figure 3: Measurement locations: a) accelerations, b) strains.

Figure 4: Real vs. estimated acceleration and displacement at unmeasured location near the tower base.
The next step is to identify the critical plane for each finite element by applying the MVM. Figure 6 shows the real and estimated shear stresses resolved along the critical plane. Considering that the shear stress transformation is a function of the stress state, it is evident that the error in the critical plane shear stress depends greatly on the accuracy of the stress tensor estimate. The normal stresses $\sigma_{xx}$ and $\sigma_{yy}$ are markedly influenced by the drift in the response estimations. The critical plane shear stress time histories are used to compute the stress amplitude range and the number of cycles at each amplitude range by means of the RCM.

Lastly, a Modified Wöhler Curve and the linear Palmgren-Miner’s rule are applied to compute the accumulated fatigue damage at each finite element. A full-field damage accumulation map and the resulting error are shown in Figures 7-8. The error in the fatigue damage estima-
tion is caused by the deviations in the critical plane shear stress: the error is carried over to the cycle counting, and thence to the damage accumulation computation.

Figure 7: Full-field fatigue damage accumulation.

Figure 8: Damage estimation error.

6 CONCLUSION

A framework for computing full-field fatigue damage accumulation from a limited number of output-only measurements was presented. The proposed methodology promises real-world applicability on a variety of structures under unknown excitations, provided the proper calibration of the estimation algorithm is exercised, and an optimal observation location configuration is implemented. Its capability to efficiently produce a full-field fatigue map from limited measurements makes it a powerful tool for monitoring fatigue accumulation in wind turbine tower structures.
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Abstract. The Building Research Institute (BRI) of Japan is a national institute engaged in research and development in the fields of architecture, building engineering and urban planning. As one of its research activities, the BRI operates a strong motion network that covers buildings in major cities across Japan. As one of the stations in the BRI strong motion network, Miyako City Hall was instrumented in September 2018. More than 80 strong motion records were obtained within 16 months after the installation of the monitoring system.

The daily natural frequencies and damping ratios in both the horizontal directions of the building were identified from the ambient vibration data recorded on the sixth floor. The natural frequencies decrease slightly for three months after completion but then show stable values. The damping ratios are distributed between 3% and 7%, which are larger than those obtained from the strong motion records.

The fundamental dynamic characteristics of the building are discussed through the analysis of the strong motion data. The natural frequencies in the X-direction vary between 1.6 Hz and 1.9 Hz. It was confirmed that the variation was caused by the amplitude dependence of the natural frequency. The natural frequencies in the Y-direction are close to those in the X-direction and show amplitude dependence as well. The damping ratios in both directions are 3% or less and widely vary.

The seismic monitoring system of the new main building of Miyako City Hall revealed the fundamental dynamic characteristics of the building within 16 months after completion. These results will be useful for structural health assessments of the building in the future.
1 INTRODUCTION

The Building Research Institute (BRI) of Japan is a national institute engaged in research and development in the fields of architecture, building engineering and urban planning. As one of its research activities, BRI operates a strong motion network that covers buildings in major cities across Japan [1]. A great number of strong motion data has been accumulated in the long history of the BRI strong motion network.

As one of the stations in the BRI strong motion network, Miyako City Hall was instrumented in September 2018. The city of Miyako is on the Pacific side of northern Japan and was hit by a tsunami during the 2011 Great East Japan Earthquake (Tohoku Earthquake). The main building of the city hall at that time was inundated to the second floor. The building was restored and used for seven years after the disaster, and then a new office building was built at another location in 2018. BRI had a strong motion instrument in the old city hall building and installed a new system in the new building.

This paper discusses the fundamental dynamic characteristics of the new city hall building using strong motion data and ambient vibration data.

2 TARGET BUILDING

Miyako City Hall was built as a core facility for the central city area development project in 2018. The city hall building is a six-storey steel building and is a complex that combines the functions of a communication and health centre. Table 1 and Figure 1 show the overview and external appearance of the building.

<table>
<thead>
<tr>
<th>Use</th>
<th>City office, communication centre and health centre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>Steel frame</td>
</tr>
<tr>
<td>Number of storeys</td>
<td>6</td>
</tr>
<tr>
<td>Building area</td>
<td>4,842.31 m²</td>
</tr>
<tr>
<td>Total floor area</td>
<td>14,068.48 m²</td>
</tr>
<tr>
<td>Height</td>
<td>26.45 m</td>
</tr>
<tr>
<td>Foundation</td>
<td>Cast-in-place concrete pile (l=37m)</td>
</tr>
</tbody>
</table>

Table 1: Overview of the target building.

Figure 1: External appearance of the target building.
3 SEISMIC MONITORING SYSTEM

The seismic monitoring system installed in the new building has three triaxial acceleration sensors on the ground, first floor and sixth floor. The sensor configuration is illustrated in Figure 2. The acceleration sensors are installed along the axis of the building, and this paper treats the direction heading north as X and the direction heading west as Y. All acceleration signals are continuously recorded with the logging system placed on the first floor. The system can be accessed via the Internet using the mobile communication network from BRI.

Figure 2: Sensor configuration.
4 AMBIENT VIBRATION DATA

The seismic monitoring system stores continuous data as one-hour files. The data files from midnight every day are transferred to BRI manually. The natural frequencies and damping ratios in the X- and Y-directions of the building are identified by the random decrement (RD) technique [2] using the ambient vibration data on the sixth floor (“06F” in Figure 2).

Identified natural frequencies and damping ratios are plotted in Figure 3 as a relation to time. Red circles and blue triangles indicate values in the X- and Y-directions, respectively.

The natural frequencies appear to be stable throughout the monitoring period, and those mean values are 1.88 Hz and 1.79 Hz in the X- and Y-directions as indicated by red and blue dashed lines, respectively. After carefully comparing the daily natural frequencies and mean lines, it was observed that the natural frequencies have been gradually decreasing for a few months after completion.

The damping ratios in both directions widely vary. The mean values are 5.12 % and 4.04 % in the X- and Y-directions, respectively.

![Graph showing natural frequencies and damping ratios](image)

Figure 3: Natural frequencies and damping ratios obtained from ambient vibration data.

5 STRONG MOTION RECORDS

By the end of 2019, more than 80 strong motion records were obtained after the installation of the monitoring system. The amplitudes of the ground motions were small to medium, and the maximum JMA (Japan Meteorological Agency) seismic intensity was 3.

From each strong motion data, the fundamental natural frequencies and damping ratios in two horizontal directions of the building were identified using a parameter optimization technique [3]. With a single-degree-of-freedom system, the natural frequency and damping ratio that had the most fitted response displacement were determined using the grid search. Strong motion data on the first and sixth floors were adopted as the input and output motions, respectively.

Figure 4 indicates changes in the natural frequency and damping ratio of the building with time. Red circles and blue triangles correspond to the X- and Y-directions, respectively. The natural frequencies in both directions are distributed between 1.6 Hz and 1.9 Hz. The damping ratios vary somewhat but are less than 4%, which are smaller than the values obtained from the
ambient vibration data. In the identification using strong motion data, the influence of the soil-structure interaction (SSI) is eliminated by assuming that the first and sixth floors are input and output positions. In contrast, the identification using ambient vibration records is affected by SSI, since it uses only records on the sixth floor. This difference is considered to be one of the causes of difference in damping ratios.

Figure 4: Natural frequencies and damping ratios obtained from strong motion data.

Dependence of dynamic characteristics on response amplitude is examined using the maximum displacement angle $\theta_{\text{max}}$ defined by Eq. (1).

$$\theta_{\text{max}} = \frac{|x_{06F}(t) - x_{01F}(t)|_{\text{max}}}{H}$$  \hspace{1cm} (1)

where, $x_{06F}(t)$ and $x_{01F}(t)$ are the time histories of the displacements on the sixth and first floors, respectively, and $H$ is the height of the sixth-floor level from the first-floor level.

Figure 5: Relation of natural frequency and damping ratio to maximum displacement angle.
The relation of the natural frequency and damping ratio to the maximum displacement angle $\theta_{\text{max}}$ is plotted in Figure 5. Hollow red circles and solid blue triangles indicate the values in the X- and Y-directions, respectively.

There is evident amplitude dependence in the natural frequency. Dashed lines represent the results of the regression analysis. When the response amplitude increases ten times, the natural frequencies decrease by 0.1 Hz and 0.08 Hz in the X- and Y-directions, respectively. The damping ratios tend to increase as the response amplitude increases. For reference, the results of the regression analysis are indicated by broken lines in the figure.

6 CONCLUSIONS

As one of the stations in the BRI strong motion network, Miyako City Hall, which is a six-storey steel building, was instrumented in September 2018. This paper discussed the dynamic characteristics of the building using strong motion and ambient vibration data.

The daily natural frequencies in the horizontal directions of the building identified from the ambient vibration data were stable and decreased gradually for a few months from completion. The daily damping ratios widely varied and were 5.12 % and 4.04 % in the X- and Y-directions on average, respectively.

The natural frequencies and damping ratios of the building were estimated from the strong motion data as well. The natural frequencies in both horizontal directions showed apparent amplitude dependence and decreased with the increase of the response amplitude. In the case of this building, the natural frequency decreased by nearly 0.1 Hz when the response amplitude increased tenfold. The damping ratios estimated using the strong motion data varied somewhat and showed smaller values compared with the values obtained from the ambient vibration data.

The damping ratios from strong motion records are obtained by treating records of the first floor as inputs and records of the sixth floor as outputs and do not include the effect of the soil-structure interaction (SSI). On the other hand, the damping ratios from ambient vibration records are obtained only from the records of the 6th floor of the building and are affected by SSI. This can be considered to be one of the causes of the difference in damping ratios. The influence of other factors, such as differences in external force conditions, are also considered, and further investigation is necessary.
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Abstract. Structural health monitoring of concrete bridges can be achieved by tracking static load-testing results or dynamic properties as for example eigenfrequencies. Deviations from a healthy reference state can be used as damage indicators and even more, help to localize zones of stiffness reduction, i.e. cracking. However, outdoor temperature effects also lead to changes of monitored physical characteristics in the same order of magnitude as damage. Hence, temperature effects need to be removed prior to any condition analysis. The present paper presents a new two-step approach by applying physical compensation first, before using a statistical method based of Principal Component Analysis (PCA) or more exactly on principal vectors and singular values. This technique is here applied to eigenfrequencies, first of a new bridge without damage, but with extreme temperature variation due to thick asphalt layer and special bearing constraints, thus showing strong sensitivity along seasonal temperatures in the intact state. The second object is the Z24 Bridge in Switzerland, which is well documented in literature and where artificial damage was applied prior to demolition. The proposed techniques allow removing noise and temperature effects in a coherent and efficient way. The corrected measurement data can then be used in subsequent steps for its definite purpose, i.e. detection and localization of damage for instance by updating a numerical finite element model which allows assessing a stiffness loss.
1 INTRODUCTION

Damage diagnosis in civil engineering systems is often based on static or/and dynamic measurements, which allow to detect, localize and quantify stiffness reduction going along with concrete cracking. For instance, for bridge structures, static displacement or strain measurements are typically done along the length at defined positions for a known test-loading in regular time intervals. Alternatively, modal properties like eigenfrequencies, modeshapes, modal masses or damping values can be measured and tracked. However, both static and dynamic characteristics can show high sensitivity to temperature variations, which show important influence on asphalt-, soil- and bearing-stiffness. Variations of the measured characteristics due to temperature can be typically in the same order of magnitude than those caused by real damage. Therefore, prior to further analysis, compensation of measured data regarding temperature effects is mandatory. Furthermore, tests should be performed in similar conditions due to other non-linearities of concrete bridges, e.g. the level of excitation (force, load) either without temperature gradients or local differences in the structure. In real application, bridge temperature cannot be fully controlled due to day-night and seasonal changes, why compensation algorithms are so fundamental prior to further comparison and damage analysis. Lloyd et al. [1] used the bootstrap for temperature compensation of measured frequencies and displacements to assess bending and shear stiffness of a concrete bridge. Temperature and operational effects were removed by Magalhães et al. [2] through multiple linear regression analysis for damage detection in an arch bridge. Cury et al. [3] normalized data of a PSC box girder bridge by a prediction law using non-linear regression based on neural networks.

After temperature compensation, the measured data can be analyzed to evaluate a bridge’s current condition. For example, repeating measured static displacements at many points along the length of bridge can be directly taken to draw the deflection line in [4]. Several researchers fit responses of a finite element model to real measured data [5, 6, 7]. The fitting between numerical and experimental characteristics gives good insight to a structure’s behavior. But temperature effects must be removed from the raw measurements prior to their use as input for model updating. Schommer et al. [8] compensated static displacement measurements with a 3D finite element model of a prestressed concrete bridge. In the present paper, the same compensation with subsequent noise removal by PCA is applied for eigenfrequencies for two real bridges. Considerable reductions of the scatter are achieved and corrected data may later either be used for direct analysis or for further processing like the mentioned model updating. Finally, a yes-no indicator based on novelty-index is presented and applied to the two bridges with very good results.

2 TEMPERATURE COMPENSATION AND NOISE ELIMINATION

Two subsequent steps are used here for removal of temperature and noise effects: the first consists in shifting the measured characteristics to a reference temperature along a previously identified physical line, while the second step is based on a statistical mathematics with Singular Value Decomposition (SVD) for general noise removal.

2.1 Physical temperature compensation

Nguyen et al. [4] proposed a technique for temperature compensation and applied it to static displacement data. It is based on the projection of measured data along a measured regression line, identified within data from the intact state. Figure 1 illustrates how a set of data A (e.g. eigenfrequency \( f \)) from the healthy state of the structure changes versus temperature \( T^\circ \). Measurements for other states, possibly in different ranges of temperature, can be traced back
to a reference temperature and compared to the intact state. The comparison is based on linear dependency of the measured quantity \( f \) versus temperature, which is more or less true, as can be seen in two examples below. Hence, first data are measured at different temperatures in the reference state. Then a linear regression line is determined by its equation’s terms; a corresponding standard-deviation \( \sigma \) with respect to this line is also assessed. Once they are known, different sets of data A, B, C can be projected with the slope of the regression line to the reference temperature \( t_i \), referred here as A\(_i\), B\(_i\), C\(_i\). Thus, temperature effects can be reduced based on a physical measured line.

![Figure 1: Temperature compensation by data projection](image)

### 2.2 Principal Component Analysis and Novelty Index

It is known from statistics that Principal Component Analysis (PCA) can be used to remove environmental effects and noise [9]. The Singular Value Decomposition (SVD) of an observation matrix \( \mathbf{X} \) containing \( m \) records of \( N \) time samples (e.g. displacements or eigenfrequencies versus time) determines principal vectors and singular values of \( \mathbf{X}_{m \times N} \):

\[
\mathbf{X} = \mathbf{U} \mathbf{S} \mathbf{V}^T
\]

where matrices \( \mathbf{U}_{m \times m} \) and \( \mathbf{V}_{N \times N} \) are orthogonal; the diagonal matrix \( \mathbf{S}_{m \times N} \) contains in decreasing order non-negative singular values while \( \mathbf{U} \) contains column-wise corresponding principal vectors.

When the observation matrix \( \mathbf{X} \) contains for instance \( m \) eigenfrequencies after temperature compensation, the first singular value in \( \mathbf{S} \) is typically by far larger than subsequent singular values. Hence, there is only a unique dominant singular value and only one principal vector \( \mathbf{U}_1 \) in \( \mathbf{U} \) has to be considered for reconstruction of the data in order to remove noise:

\[
\mathbf{X}_{\text{reconstructed}} = \mathbf{U}_1 \mathbf{U}_1^T \mathbf{X}
\]

By doing so, PCA can be used as additional filter for data processing to clean it from environmental noise.

Furthermore, Novelty Index (NI) proposed by YAN et al. in [9] can be used as a damage index, in form of a red-green light index. NI sizes up the error of the reconstructed data from the initial observation data through Euclidean norm (Eq. 3) or Mahalanobis norm (Eq. 4):

\[
\mathbf{E} = \mathbf{X} - \mathbf{X}_{\text{reconstructed}}, \quad \text{NI}_k^{\text{Eucl}} = \frac{\mathbf{E}_k^T \mathbf{E}_k}{\sqrt{\mathbf{E}_k^T \mathbf{E}_k}}
\]

\[
\text{NI}_k^{\text{Maha}} = \frac{\mathbf{E}_k^T \text{cov}(\mathbf{X})^{-1} \mathbf{E}_k}{\sqrt{\mathbf{E}_k^T \text{cov}(\mathbf{X})^{-1} \mathbf{E}_k}}
\]

where \( \text{cov}(\mathbf{X}) = \mathbf{X} \mathbf{X}^T \) is the covariance matrix of the features.
Then an actual state can be assessed by two indicators: 1) ratio between the mean values of this actual state and the reference state $\frac{N_{\text{actual}}}{N_{\text{reference}}}$; 2) a statistical threshold as outlier limit e.g. $N_{\text{reference}} + 3\sigma$ that $\sigma$ is the standard deviation of $N$ in the reference (intact) state. A ratio close to unit together a low outlier limit can be assumed no change or damage (i.e. green light); otherwise, statistical relevant changes are very probable (i.e. red light).

3 ANALYSIS

An application of the physical temperature compensation algorithm was presented in [4] with static displacements, which require as reference long-term monitoring without environmental effects and noise. The present work examines eigenfrequencies as characteristic dynamic properties of structure. For bridge systems, the combination of physical and statistical PCA-based temperature compensation can be beneficial as shown below.

First a new composite bridge without damage but with extreme temperature sensitivity is analyzed. Second, an older bridge subjected to multiple artificial damage steps will be dealt with. The data matrix $X$ is here frequencies vs. temperature is processed here with the mentioned 2-step procedure. From the reference i.e. initial/ undamaged state, full range of temperature variation is known and a regression line is calculated, i.e. eigenfrequencies $f_i$ versus concrete temperature $T^\circ$. Data from actual measurements are projected with the identified slope of the regression-line to a chosen reference temperature, which is close to the average temperature. The subsequent PCA procedure according to Eq. (2) is also based on the same reference period. For both bridges, the first singular value of matrix $S$ is by far larger than the others and occupies more than 95% of the total energy. So only the first principal vector of the reference period $U_i^{\text{reference}}$ is taken into account for data reconstruction.

3.1 Bridge in Useldange, Luxembourg

In 2006 a new bridge was built in Useldange, Luxembourg and then monitored during 4 years. The steel-concrete composite bridge has a very thick asphalt layer, that’s why its eigenfrequencies strongly depend on the temperature, e.g. up to 7% per °C for $f_i$ [10].

Figure 2: First eigenfrequency $f_i$ vs. concrete $T^\circ$ for Useldange bridge (Luxembourg - ambient excitation)

Figure 3: Eigenfrequencies monitored during 4 years-Useldange bridge

Figure 2 show the first eigenfrequency measured from ambient excitation with its regression line. It has an important slope and a quite large scatter of 13%, determined here as 3 times of standard deviation $\sigma$. In Figure 3, the data-sets are simply superposed versus time: three classes of data are: original (raw) data in green, data after the physical compensation in
blue and statistical reconstructed data by PCA in red. The original data in green show clearly
the seasonal behavior: low stiffness with low frequencies in summer and vice-versa in winter.
This behavior is significantly attenuated after the physical temperature compensation and
even more after PCA-filtering.

![Graphs showing comparisons before and after PCA-filtering](image)

Figure 4: Comparison before and after PCA-filtering for Useldange Bridge

As reported in Figure 4 especially for modes 1 and 3, PCA-filtering reduces the standard
deviation $\sigma$ by approximately 25% in average even after physical temperature compensation.
Also in Figure 4, the mean frequencies are indicated in light blue solid lines with mark “$\times$”
referring to the right ordinate axis. It should be noted that for this new bridge without damage,
all eigenfrequencies show slight reductions over the first years, which fit well to other studies
and other bridges [10], thus confirming the quality of the 2-step compensation.

### 3.2 Bridge Z24, Switzerland

The Z24-bridge has been studied in several works by Peeters, Teughels, Reynders et al.
[11-13]. The bridge was monitored during 1 year and then demolished after about 40 days of
testing with progressive damage. Vibration analysis was performed by Peeters et al. [11] to-
gether with the measurement of temperature. In Figures 5 and 6, only positive temperatures
were selected to avoid freezing periods, where this Z24-Bridge showed quite different behav-
ior.

In Figure 5, the measured eigenfrequencies of 4 modes are plotted against concrete deck
temperature. Teughels et al. [12] stated that the first mode is pure bending; while the third and
the fourth are coupled bending-torsion modes. They all show decreasing frequencies with in-
creasing temperatures. In contrast, the second is a transversal mode and increases slightly with
temperature. Significant differences are noticeable especially for the damaged state, which is
shown by red dots.
Figure 5: Identified frequencies vs. structural temperature

- $f_1$ - reference state; $f_2$ - damaged state;
- xxx - regression line of the reference data

Figure 6: Slopes of the regression lines for the reference and damaged states

Figure 6 highlights the slopes of the regression lines for the reference and the damaged states for each mode. The frequencies $f_1$, $f_3$, $f_4$ show negative gradients whose magnitude decreases with damage. Only $f_2$ has opposite sign and increases considerably in the damaged state. These are individual characteristics and must be measured at site, i.e. today cannot be ad-hoc simulated.

Figure 7: Evolvement of eigenfrequencies during the monitored period

To carry out the physical temperature compensation, all data are projected according to the scheme in Figure 1 to a reference temperature, which is chosen here at medium value $t_{ref} = 20^\circ C$. A PCA-reconstruction step is also performed then the three families of data are presented in Figure 7. Only samples that all the modes could be identified are collected in the observation matrix, in total about 3400 samples. The dashed vertical line separates the intact from the damaged state of the bridge.
For better comparison, eigenfrequencies are analyzed in several small blocks of 150 samples. The scatter of data does not notably differ during the processing and is not presented here. The averaged values of eigenfrequencies are shown on the left of Figure 8, while on the right the relative difference by mean values of each block from the reference state within any family of data is deployed. These results reveal clearly that in the undamaged/reference state, $\Delta f_i$ can vary up to 2%, but less than 0.5% after the physical temperature compensation. PCA helps additionally a little bit to decrease variation. After introduction of artificial damage, the reduction of eigenfrequencies is much better observed by the proposed compensation procedures. Such processing ensures visibly reliability and thus facilitates comparison between different measurements. Schommer et al. [8] used static deformation data after physical temperature compensation for model-updating and so achieved very good results.

The proficiency of the temperature compensation for damage detection can also be assessed by Novelty Index $NI$, as proposed by Yan et al. [9]. Both initial raw data $X$ and compensated data - $X_{reconstructed}$ are used to compute $NI$. Figures 9-10 shows $NI$ versus time (or sample number) accordingly to Euclidean and Mahalanobis norms. In each figure, the top image presents the indexes from the original or raw data while the bottom image following to the physical and PCA compensation. Every chart is split into 2 parts, reference and damage states separated around sample n° 2900. An outlier limit is set for instance at $\bar{NI}_{reference} + 3\sigma$. Each state is characterized by its mean value and overshoot counting the percentage of indexes overpassing the outlier limit. By means of Euclidean norm, the ratio between the mean values of the damaged vs. the reference state $\bar{NI}_{damaged}/\bar{NI}_{reference}$ weighs 1.9 by the raw data and 2.8 by the compensated data, with overshoot of 16.2% and 41.6% respectively. As for Mahalanobis norm, the ratio is 1.5 with the raw data and doubled to 3.2 after the 2-step compensation, while overshoot grows from 0.6% to 46.6% respectively. So in term of overshoot by the raw data, there is a clear distinction between the two norms but they give quite equivalent outcome based on the compensated data. This confirms the performance and its stability of the proposed compensation technique.

4 CONCLUSIONS

Damage leads to micro-cracking or cracking of concrete and therefore to stiffness loss, which can be detected for instance by reduction of eigenfrequencies. But the stiffness of as-
phalt, bearing pads and subsoil can also be affected by environmental factors, which cause also important perturbation for eigenfrequencies. Hence if eigenfrequencies are used as input for detection, it is necessary to separate temperature from damage effects.

Figure 9: Damage detection by Novelty Index – Euclidean norm, Z24 bridge

Figure 10: Damage detection by Novelty Index – Mahalonobis norm, Z24 bridge
The present paper does not propose a new damage index, but focuses directly on eigenfrequencies identified from vibrational tests. A two-step procedure is proposed based on measured physical sensitivity and on de-noising by PCA. The technique's efficiency could be proved by its application to two real bridges.
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Abstract. Pavement roughness profile is one of the important factors for bridge and road health monitoring and there is a variety of methods to measure pavement roughness profile. Laser displacement sensors have been commonly used for measuring pavement roughness profile and they are attached on a measurement vehicle. However, a laser displacement sensor is relatively expensive than an accelerometer. Therefore, methods to identify pavement roughness profile by using accelerometers attached on the measurement car have been developed and relevant studies become more and more popular in recent years. The identification of pavement roughness profile is a challenging task as an inverse problem, especially which is so-called ill-posed problem. In an ill-posed problem, a slight change in the measurement data has a great effect on identification accuracy. In this paper, the accuracy of several methods for identification of pavement roughness profile using only accelerometers attached on the measurement car is investigated utilizing both data from simulation and experiment.
1 INTRODUCTION

Pavement roughness profile is one of the important indicators which represents conditions of roads or bridges. If a pavement roughness on a road is very rough, vehicles which run on the pavement are more easily vibrated than on a smooth pavement and would worsen the pavement condition. It is a vicious cycle, and appropriate monitoring and repairment are needed to avoid the vicious cycle. By keeping pavement roughness profile as smooth as possible, not only riding comfortability of cars but also a lifespan of roads and bridges can be increased [1].

There are several methods to measure pavement roughness profile. The basic one is direct and manual measurement, such as a profilometer which measures pavement roughness profile by laser displacement sensors and it needs to be run manually. It is an accurate method but takes much work. Therefore a measurement car, which can measure pavement roughness profile utilizing laser displacement sensors has been developed. There is another method to measure the vehicle axle forces directly and convert them to pavement roughness profile. Those direct measurement methods are reviewed in [2]. The direct method utilizing a measurement car has high accuracy and less labor, though the measurement car is a costly pavement measuring method. In recent years, methods to estimate pavement roughness profile utilizing accelerations on a running vehicle have been studied to reduce labor and cost while satisfying accuracy. The method using acceleration of a running vehicle, which is so-called a drive-by method [3], has been studied not only to estimate pavement roughness profile but also to detect change in dynamic parameters [4 - 6] of bridges. However, it is hard to secure higher accuracy in identification by means of the drive-by method, since the input data is only acceleration data which leads to an ill-posed condition in the inverse problem.

One of the ways to identify pavement roughness profile is to estimate the vehicle dynamic forces first, and next obtain the pavement roughness profile by solving a differential equation which represents a relationship between the vehicle dynamic forces and the pavement roughness profile. The estimated dynamic vehicle forces by the first step are useful information not only for estimating pavement roughness profile but also for bridge damage detection in terms of the drive-by bridge inspection. There are several researches relevant to identification of vehicle dynamic forces. Moving Force Identification algorithm (MFI) [7], especially adapting Tikhonov regularization [8], is one of the effective methods. Some numerical studies have been reported for the MFI using measured acceleration data on a moving vehicle [3], [9]. However, only limit number of studies consider experimental data [10 - 11]. Kalman filter method [12] for vehicle dynamic force identification also has been developed [12 - 14], which is an effective way especially if acceleration and angular velocity of vehicle are measured [13].

![Figure 1: 2 DOF vehicle model scheme.](image-url)
2 IDENTIFICATION METHOD

2.1 Vehicle model

A vehicle model used in this paper is a two-degree-of-freedom half-car model and a scheme of the vehicle model is shown in Figure 1. Properties of the vehicle utilized in pavement roughness profile identification is shown in Table 1. “X-trail” by Nissan Motor Co., Ltd is used during the field experiment as well as in the simulation. A free vibration test was also conducted to determine vehicle properties.

2.2 Method

A pavement roughness profile is identified utilizing accelerations of bounce and pitch motions of the moving vehicle. Here accelerations of bounce and pitch motions at the center of gravity of the vehicle body are estimated utilizing bounce accelerations measured at vehicle floor on the front and rear axles. This study adopts five minimization schemes for the pavement roughness profile identification, and the identification accuracy of each scheme is discussed. Features of those five schemes are summarized in Table 2. Those five schemes are named as DP+LC, PIM+LC, PIM+EM, PIM+LC(L1) and KF, respectively. A least square minimization with L2 norm regularization, which is so-called Tikhonov regularization, is applied in DP+LC, PIM+LC, and PIM+EM. A least square minimization with L1 norm as regularization term, which is called as lasso regression, is applied in PIM+LC(L1). A difference between DP and PIM is how to solve the least square minimization. In the DP the least square minimization is solved by dynamic programming [15], and in PIM it is solved by using a pseudo-inverse matrix [16 - 17]. In KF, Kalman filter is applied.

<table>
<thead>
<tr>
<th>Geometry (m)</th>
<th>Axle spacing</th>
<th>2.72</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Front axle - centroid</td>
<td>0.8225</td>
</tr>
<tr>
<td></td>
<td>Rear axle - centroid</td>
<td>1.8975</td>
</tr>
<tr>
<td>Mass moment of inertia (kg · m²)</td>
<td>Total</td>
<td>1994</td>
</tr>
<tr>
<td></td>
<td>Front axle</td>
<td>1391</td>
</tr>
<tr>
<td></td>
<td>Rear axle</td>
<td>603</td>
</tr>
<tr>
<td>Mass (kg)</td>
<td>Total</td>
<td>1994</td>
</tr>
<tr>
<td></td>
<td>Front axle</td>
<td>1391</td>
</tr>
<tr>
<td></td>
<td>Rear axle</td>
<td>603</td>
</tr>
<tr>
<td>Suspension spring constant (N/m)</td>
<td>Front axle</td>
<td>75749</td>
</tr>
<tr>
<td></td>
<td>Rear axle</td>
<td>99646</td>
</tr>
<tr>
<td>Suspension damping coefficient (N · s/m)</td>
<td>Front axle</td>
<td>12535</td>
</tr>
<tr>
<td></td>
<td>Rear axle</td>
<td>3602</td>
</tr>
</tbody>
</table>

Table 1: Vehicle properties.
Table 2: Features of five minimization schemes

In all schemes, vehicle dynamic forces are identified first and in the next step the pavement roughness profile is obtained by solving a differential equation for the relationship between vehicle dynamic forces and pavement roughness profile. Displacements under the front and rear tires of the moving vehicle are estimated by those five schemes. If the vehicle is running on a road, estimated displacements under the tires are equal to estimated pavement roughness profile. Details of each method in Table 2 are explained in the following sub sections.

2.3 DP+LC

Dynamic equation of motion of a vehicle is written as Equation (1).

\[ M_v \ddot{y}_v + C_v \dot{y}_v + K_v y_v = f_v \]  

(1)

where \( M_v, C_v \) and \( K_v \) are matrices of mass, damping and stiffness of 2DOF vehicle respectively. \( y_v \) contains vehicle displacements relevant to bounce and pitch motions. Dots above variables stand for derivative. \( f_v \) is the force vector applied to vehicle, which is generated by pavement roughness profile and its first derivative, and can be written as Equation (2).

\[ f_v = \begin{pmatrix} \sum_{i=1}^{2} (K_i w_i + C_i \dot{w}_i) \\ -\sum_{i=1}^{2} (-1)^i D_i (K_i w_i + C_i \dot{w}_i) \end{pmatrix} \]  

(2)

where \( w_i, K_i \) and \( C_i \) represent pavement roughness profile, spring constant and damping coefficient respectively. The subscription \( i \) is the operator to denote front and rear axles, i.e. \( i=1 \) is the front axle and \( i=2 \) is the rear axle. \( D_i \) is the distance from the centroid of the vehicle body to each suspension. The equation of motion of the vehicle can be rewritten in terms of the state-space representation as Equation (3).

\[ \dot{X} = AX + \bar{f}_v \]  

(3)

\( X, A \) and \( \bar{f}_v \) are defined as shown in Equation (4).

\[ X = \begin{pmatrix} y_v \\ \dot{y}_v \end{pmatrix}, \quad A = \begin{pmatrix} 0 & I \\ M_v^{-1} K_v & -M_v^{-1} C_v \end{pmatrix}, \quad \bar{f}_v = \begin{pmatrix} 0 \\ M_v^{-1} f_v \end{pmatrix} \]  

(4)
Equation (4) is converted to time series representation as Equations (5), (6) and (7) by solving the differential equation in Equation (3). \( h \) is a time step. The subscription \( j \) stands for a discretized time index.

\[
X_{j+1} = MX_j + Gg_j \quad ; \quad j = 1, \ldots, N
\]

\[
M = e^{Ah}
\]

\[
G = (A^{-1}(M - I))
\begin{bmatrix}
0 \\
M^{-1}
\end{bmatrix}
\]

where \( g_j \) is the vehicle dynamic force vector, which is identification target of dynamic programming. Furthermore, a new state vector and state-space model are defined as Equations (8) and (9) respectively.

\[
\hat{X}_{j+1} = \begin{bmatrix} M & G \\ 0 & I \end{bmatrix} \hat{X}_j + \begin{bmatrix} 0 \\ I \end{bmatrix} \hat{g}_j \quad ; \quad j = 1, \ldots, N
\]

\[
\hat{X}_j = [X_j \ g_j]^T
\]

A least square minimization problem is formulated as Equation (10) using \( \hat{X}_j \) and \( \hat{g}_j \).

\[
Err(\hat{X}_k, \hat{g}_k) = \sum_{k=1}^{m} \left\{ ((d_k - Q\hat{X}_k), (d_k - Q\hat{X}_k)) + (\hat{g}_k, B\hat{g}_k) \right\}
\]

Here \( d_j \) is measured acceleration data, \( Q \) is a selection matrix to relate \( d_j \) and \( \hat{X}_j \). The subscription \( m \) stands for bounce and pitch motions. \( (x, y) \) means outer product of \( x \) and \( y \). \( B \) contains the regularization parameter as \( B = \lambda I \) and \( \lambda \) is the regularization parameter which keeps a balance between first and second term’s volume. The optimal value of \( \lambda \) can be obtained by the L-curve method [18]. In the L-curve method, candidates of \( \lambda \) are prepared at first. In the next step, \( E_{norm} \) and \( F_{norm} \) are calculated for each of prepared \( \lambda \). \( E_{norm} \) and \( F_{norm} \) can be written as shown in Equations (11) and (12), and they are plotted on a log-log graph, then curvature of L-curve is calculated. At the point which has the maximum curvature, optimal regularization parameter value is obtained. Here \( E_{norm} \) and \( F_{norm} \) for each \( \lambda \) are obtained by solving Equation (10) by means of dynamic programming. Details on the dynamic programming are shown in [10, 11].

\[
E_{norm} = \sqrt{\sum_{k=1}^{m} ((d_k - Q\hat{X}_k), (d_k - Q\hat{X}_k))}
\]

\[
F_{norm} = \sqrt{\sum_{k=1}^{m} (\hat{g}_k, \hat{g}_k)}
\]

By the L-curve method, the optimal \( \lambda \) value, estimated \( \hat{X}_j \) and \( \hat{g}_j \) are obtained. \( g_j \) is also estimated utilizing \( \hat{g}_j \). Finally, pavement roughness profile is obtained by solving the differential Equation (2) by means of the 4th Runge-Kutta method, substituting estimated \( g_j \) as \( f_y \).
2.4 PIM+LC

In PIM+LC, unknown parameters are defined as Equation (13) and measured data are defined as Equation (14). Here \( y_{v,1} \) is a \( 2 \times 1 \) matrix and includes displacements for the bounce and pitch motions of the vehicle.

\[
x = \begin{bmatrix} \dot{y}_1 & \dot{y}_2 & \ldots & \dot{y}_N \end{bmatrix}^T
\]  

(13)

\[
y = \begin{bmatrix} y_{v,1} & y_{v,2} & \ldots & y_{v,N} \end{bmatrix}^T
\]  

(14)

A least square minimization problem is formulated as Equation (15).

\[
L_2 = \min_x \|y - Hx\|_2^2 + \lambda \|x\|_2^2
\]  

(15)

Here \( H \) is a model matrix, which is represented by Equation (16) where \( K \) and \( T \) are defined as Equation (17).

\[
H = \begin{bmatrix} QT & 0 & \ldots & 0 & 0 \\
QKT & QT & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
QK^{N-2}T & QK^{N-3}T & \ldots & QT & 0 \\
QK^{N-1}T & QK^{N-2}T & \ldots & QKT & QT \end{bmatrix}
\]  

(16)

\[
K = \begin{bmatrix} M & G \\
0 & I \end{bmatrix}, \quad T = \begin{bmatrix} 0 \\
I \end{bmatrix}
\]  

(17)

Under the assumption that initial conditions are defined as Equation (18), the solution of the least square minimization is obtained as Equation (19).

\[
X_0 = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}^T, \quad g_0 = \begin{bmatrix} 0 & 0 \end{bmatrix}^T
\]  

(18)

\[
x_{\text{est},LC} = (H^T H + \lambda I)^{-1} H^T y
\]  

(19)

where \( y \) indicates measured data. Optimal value of \( \lambda \) is obtained by the L-curve method, and finally pavement roughness profile is obtained by solving Equation (2) by means of the 4th Runge-Kutta method.

2.5 PIM+EM

The PIM+EM is basically same with PIM+LC, but the only difference is how to determine the optimal value of regularization parameter \( \lambda \). In PIM+EM the optimal \( \lambda \) is determined by the EM algorithm [19] while L-curve method is used in PIM+LC. In the EM algorithm, unknown and measured parameters are treated as random variables which follow a normal distribution. A relationship between \( x \) and \( y \) are modeled as Equation (20).

\[
y = Hx + \varepsilon
\]  

(20)

The matrix \( H \) is same with Equation (16). \( \varepsilon \) indicates a noise which follows a normal distribution as Equations (21) and (22).

\[
\varepsilon \sim N(\varepsilon | 0, \Lambda^{-1})
\]  

(21)

\[
\Lambda = \beta I
\]  

(22)

\( \Lambda \) is inverse covariance matrix of the noise. A prior distribution of \( x \) is defined as Equations (23) and (24), which follows normal distribution.
\[ f(x) \sim N(x | \mu, \nu^{-1}) \]  
(23)

\[ \nu = \alpha I \]  
(24)

There are two steps in the EM algorithm, which are called E step and M step and these two steps are conducted alternatively until estimated parameters converge. In the E step, estimated unknown parameters are calculated utilizing \( \alpha \) and \( \beta \) in Equation (25).

\[ x_{est, EM} = \left( H^T H + \frac{\alpha}{\beta} I \right)^{-1} \left( H^T y \right) \]  
(25)

An inverse covariance matrix of \( x_{est, EM} \) is estimated by Equation (26).

\[ \Gamma = \alpha I + \beta H^T H \]  
(26)

In the algorithm, an initial value of \( \Gamma \) should be defined before iterative calculation starts. In the M step, \( \alpha \) and \( \beta \) values are updated by using \( x_{est, EM} \) and \( \Gamma \) as Equations (27) and (28).

\[ \alpha^{-1} = \frac{1}{N} \left[ \| x_{est, EM} \|^2 + \text{tr}(\Gamma^{-1}) \right] \]  
(27)

\[ \beta^{-1} = \frac{1}{M} \left[ \| y - Hx \|^2 + \text{tr}(H^T H \Gamma^{-1}) \right] \]  
(28)

Repeating the E step and M step alternatively, we can identify unknown parameters by Equation (25) with converged \( \alpha \) and \( \beta \). Pavement roughness profile is obtained by solving Equation (2) by means of the 4th Runge-Kutta method with identified vehicle forces.

2.6 PIM+LC(L1)

In PIM+LC(L1) unknown parameter \( x \), measured data \( y \) and initial parameters \( X_0, g_0 \) are defined as well as PIM+LC. However, a regularization term of the least square minimization becomes different. In PIM+LC(L1), a least square minimization problem is formulated as Equation (29).

\[ L_1 = \min_x \{ \| y - Hx \|^2_2 + \lambda \| x \|_1 \} \]  
(29)

It is difficult to obtain an analytical solution of Equation (29) because a regularization term takes absolute value of unknown parameters. Therefore an iterative thresholding algorithm is adopted in order to obtain an approximated solution. In the iterative thresholding algorithm, the least square minimization which has a form as shown in Equation (30) is newly defined in order to make the solution obtainable.

\[ L_{new} = \min_x \{ \| y_{new} - x \|^2_2 + \lambda \| x \|_1 \} \]  
(30)

Equation (31) is a surrogate function which removes \( H \) from Equation (29) and help converting Equation (29) to Equation (30). Equation (31) considers any \( x_t \) as an input.

\[ G(x, x_t) = L_1(x_t) + \sum_{j=1}^{N} \frac{dL_1(x_{t,j})}{dx_j} (x_j - x_{t,j}) + \frac{\rho}{2} \| x - x_t \|^2_2 \]  
(31)

where \( \rho \) is a learning rate of the iterative calculation. Equation (31) can be rewritten as Equation (32).

\[ G(x, x_t) = \frac{\rho}{2} \sum_{j=1}^{N} \left( x_{t,j} - \frac{1}{\rho} \frac{dL_1(x_{t,j})}{dx_j} \right)^2 + \text{const.} \]  
(32)
The support function $G(x, x_{t})$ has following two characteristics: $G(x, x_{t})$ crosses with $L_1(x)$ at $x = x_{t}; L_1(x) \leq G(x, x_{t})$ for any $x$.

By using $G(x, x_{t})$, a new least square minimization problem is formulated as Equation (33).

$$x_{tu} = \arg \min_x (G(x, x_{t}) + \lambda \|x\|_1)$$  \hspace{1cm} (33)

$x_{tu}$ is a solution of the least square minimization. The solution of Equation (33) is shown in Equation (34), which is given by a soft thresholding function $S_\lambda$.

$$x_{tu,i} = S_\lambda \left( x_{t,i} - \frac{1}{\rho} \frac{dL_1(x_{t,i})}{dx_i} \right)$$  \hspace{1cm} (34)

Equation (34) can be expressed as Equation (35).

$$x_{tu} = S_\lambda \left( x_{t} + \frac{1}{\rho} A^T(y - Hx) \right)$$  \hspace{1cm} (35)

The soft thresholding function $S_\lambda$ is defined as Equation (36) for any $p$.

$$S_\lambda(p) = \begin{cases} p + \lambda & (p < -\lambda) \\ 0 & (-\lambda \leq p \leq \lambda) \\ p - \lambda & (p > \lambda) \end{cases}$$  \hspace{1cm} (36)

Again $1/\rho$ denotes a learning rate of repetitive calculation and the value of $1/\rho$ is defined as Equation (37).

$$\frac{1}{\rho} = \frac{1}{\max_j |\sum_i |H^T H_{ij}|}$$  \hspace{1cm} (37)

Until convergence Equation (35) is repetitively calculated and $x$ is updated. Once it converged, estimated $x$ is obtained. Details about all process of iterative thresholding algorithm can be confirmed in [20]. The optimal value of the regularization parameter $\lambda$ is obtained by the L-curve method as well as DP+LC. Finally pavement roughness profile is obtained by solving Equation (2) by means of the 4th Runge-Kutta method.

### 2.7 KF

In KF, unknown vehicle dynamic forces are estimated by the Kalman filter. Unknown parameters and state-space model are defined as Equations (38) and (39).

$$z_j = \begin{bmatrix} y_{v,j}^T & \dot{y}_{v,j}^T & \ddot{y}_{v,j}^T & g_j^T \end{bmatrix}^T$$  \hspace{1cm} (38)

$$z_{j+1} = Sz_j + U\varepsilon_{kj} \quad ; \quad j = 1, \ldots , N$$  \hspace{1cm} (39)

$S$ is obtained by applying Wilson-$\theta$ method to Equation (1), and how to derive $S$ and $U$ can be confirmed in [21]. The state-space model includes system noise term since unknown parameters and measurement data are treated as random parameters in the Kalman filter. System noise is assumed to follow a normal distribution as Equation (40).

$$\varepsilon_s \sim \mathcal{N}(\varepsilon_s|0, P)$$  \hspace{1cm} (40)

Here system noise is only applied to $1^{st}$ derivative of vehicle forces and it is treated as a driving noise of the whole system. Measurement noise is also introduced and a relationship between
unknown parameters and measurement data is defined as Equation (41). Measurement noise follows normal distribution as Equation (42).
\[ d_j = H z_j + \varepsilon_{m,j} \]  
\[ \varepsilon_{m} \sim \mathcal{N}(\varepsilon_{m}|0,R) \]  
At first it is needed to set up initial values of inverse covariance matrices $P$, $R$, and $W$. Here $W$ is an covariance matrix of state vector $z_j$. The main process of the Kalman filter includes two steps as follows.

(a) Prediction step
- Utilizing $z_j$, estimate a state vector of the next step, $\tilde{z}_{j+1}$ by Equation (43). (Prior prediction)
- Calculate the inverse covariance matrix of $\tilde{z}_{j+1}$ by Equation (44). (Prior distribution)

(b) Modification step
- Calculate Kalman gain $K_g$ by Equation (45).
- Modify the estimated state vector by Equation (46). (Posterior prediction)
- Modify the inverse covariance matrix of the state vector, $\tilde{W}_{j+1}$ as Equation (47). (Posterior distribution)

\[ \tilde{z}_{j+1} = K z_j \]  
\[ W_{j+1} = S W_j S^T + U P_j U^T \]  
\[ K_g = W_{j+1} H^T (H^T W_{j+1} H + R)^{-1} \]  
\[ \tilde{z}_{j+1} = \tilde{z}_{j+1} + K_g (d_{j+1} - H \tilde{z}_{j+1}) \]  
\[ \tilde{W}_{j+1} = (I - K_g H) W_{j+1} \]  

For each step from $j=1$ to $j=N$, (a)Prediction step and (b)Modification step are processed and $\tilde{z}_{j+1}$ can be obtained step by step. Then estimated $g_j$ is extracted from $\tilde{z}_j$. Finally, pavement roughness profile is obtained by solving Equation (2) by means of the 4th Runge-Kutta method with using obtained $g_j$.

3 DISCUSSION FROM SIMULATION

3.1 Setting

Accuracy of each method is compared utilizing simulated accelerations. 100 kinds of pavement roughness profiles are generated randomly, and all of them are categorized as rank A following ISO 8608. First, acceleration data are simulated utilizing generated 100 kinds of pavement roughness profiles and the vehicle whose properties are summarized in Table 1. Those simulated accelerations are assumed as measured data. Vehicle running speed is 10.8 m/s and sampling frequency is 100Hz. The Wilson-$\theta$ method was adopted to solve Equation (1) with $\theta = 1.420815$. Acceleration data is contaminated by measurement noise and the noise follows a normal distribution whose mean value is 0 and standard deviation is 1/5 of original measured data’s standard deviation. For each of simulated acceleration data, pavement roughness profile is identified utilizing methods introduced in section 2. The range and interval of regularization parameters in the L-curve method are summarized in Table 3. Candidates of regularization parameters are expressed as a form of $10^n$ and by changing the value of $n$, an array
of candidates of regularization parameters is set up. An example of L-curve is shown in Figure 2.

For the EM algorithm of PIM+EM, initial values of \( \alpha \) and \( \beta \) are defined as 0 and 1 respectively. A number of iterations of the EM algorithm is 300. For the KF, a setting of the parameters is shown in Table 4. Those parameters are determined by trial and error. In order to assess identification accuracy of each method, Effective Error Function (EEF) defined as equation (49) is used.

\[
EEF = \min_{\alpha} \frac{1}{N} \sqrt{\sum_{l=1}^{N} (r_{true,l} - r_{est,l} - \alpha)^2}
\]  

(48)

where \( r_{true} \) and \( r_{est} \) are true and estimated pavement roughness profile respectively. The identified pavement roughness profile means the identified displacement under the rear tire of the moving vehicle. Subscript \( l \) indicates a discrete distance index in vehicle running direction. Shift parameter \( \alpha \) is introduced in order to measure the identification error more precisely than the normal RMSE (Root Mean Square Error). The range of shift parameter is from \( -10^2 \) to \( 10^2 \) and the interval is \( 10^{-5} \).

3.2 Results and discussion

Table 5 shows average and standard deviation of the EEF for 100 identification results by each identification method. EEF of 100 pavement roughness profiles are shown in Figure 3. KF shows the maximum average EEF and PIM+LC(L1) shows the minimum average EEF among all schemes. An example of the identified pavement roughness profiles is shown in Figure 4.

When comparing EEF between DP+LC and PIM+LC, DP+LC showed smaller EEF value, while theoretically same solutions should be obtained by these two methods. A possible reason is that there are errors related to numerical calculation of inverse matrices and it leads to difference in optimal regularization parameter values. Especially PIM+LC includes a calculation of a large inverse matrix, which may lead to a greater error than DP+LC. In DP+LC, a total cost function is broken down into simpler sub-problems in a recursive manner and the process does not include the large size inverse matrix calculation. In terms of accuracy, DP+LC is better than PIM+LC, while PIM+LC has an advantage on simplicity. As already shown in Equation (19), the solution of PIM+LC is much simpler and easier to understand than that of DP+LC. Therefore, it can be said that PIM has much higher potential to be developed and improved than DP.
Table 3: Range of regularization parameter candidates in L-curve method in simulation discussion.

<table>
<thead>
<tr>
<th>Method</th>
<th>Lower edge of $n$</th>
<th>Upper edge of $n$</th>
<th>Division interval of $n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP+LC</td>
<td>-7</td>
<td>-6</td>
<td>0.1</td>
</tr>
<tr>
<td>PIM+LC</td>
<td>-25</td>
<td>-15</td>
<td>0.1</td>
</tr>
<tr>
<td>PIM+LC(L1)</td>
<td>-19</td>
<td>-14</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 4: Initial parameters in KF.

<table>
<thead>
<tr>
<th></th>
<th>DP+LC</th>
<th>PIM+LC</th>
<th>PIM+EM</th>
<th>DP+LC(L1)</th>
<th>KF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>0.00115</td>
<td>0.00184</td>
<td>0.00183</td>
<td>0.00111</td>
<td>0.00203</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.00033</td>
<td>0.00106</td>
<td>0.00106</td>
<td>0.00041</td>
<td>0.00141</td>
</tr>
</tbody>
</table>

Table 5: Average and deviation of EEF of each method.

Figure 3 EEF of all methods for 100 pavement roughness profiles in simulation.

Figure 4: Example of identified pavement roughness profiles by each method.

When comparing EEF between PIM+LC and PIM+EM, little difference on EEF value was observed. The L-curve method needs much less time than the EM algorithm, therefore basically PIM+LC is better than PIM+EM considering calculation time. In comparison of EEFs between
DP+LC and PIM+LC(L1), no clear difference was observed, even though PIM+LC(L1) showed a little smaller EEF. However, PIM+LC(L1) needs more calculation time than DP+LC as PIM+LC(L1) takes an iterative calculation. When comparing EEF between DP+LC and KF, DP+LC resulted in much less EEF than KF. Standard deviation of EEF of DP+LC was smaller than KF. Therefore DP+LC was more accurate and stable method.

4 DISCUSSION FROM EXPERIMENT

4.1 Experimental setting

For further discussion about accuracy of each method, data from a field experiment were examined. In the field experiment, accelerations of the moving vehicle are measured, and then pavement roughness profile under the vehicle passage is identified. Accelerometers were installed at two points in the left side of the test vehicle. The measured acceleration data in the vertical direction are converted to acceleration for the bounce and pitch motions. Quartz sensors (M-A550AC2x by Seiko Epson Corporation) are used in the experiment. The sampling frequency of measurement was 200Hz. The target road was located on a steel plate girder bridge whose span length is 40.5m. An accurate pavement roughness profile is measured by a laser profilometer. This pavement roughness profile measured by the profilometer is called as “True” pavement roughness profile in this paper and compared with identified results. The pavement roughness profile was measured three times during the experiment and called as T1, T2 and T3 respectively.

Identified pavement roughness profiles by DP+LC and KF are compared with the true profile. Two methods were chosen since DP+LC showed higher accuracy and shorter calculation time in simulation based investigations, while KF adopts different concepts comparing to other methods. The range and interval of regularization parameters in the L curve method are shown in Table 6. Those parameters in KF to determine the experimental data are shown in Table 7. Vehicle running speeds for T1, T2 and T3 were about 2.9m/s, 3.2m/s and 3.0m/s respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Lower edge of n</th>
<th>Upper edge of n</th>
<th>Division interval of n</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP+LC</td>
<td>-6.19</td>
<td>-4</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 6: Range of regularization parameter candidates in L-curve method in experimental discussion.

<table>
<thead>
<tr>
<th>Initial value of state vector</th>
<th>$[0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0]^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariance matrix of system noise</td>
<td>$10^{-2} \times I_{2 \times 2}$</td>
</tr>
<tr>
<td>Covariance matrix of measurement noise</td>
<td>$10^{-13} \times I_{2 \times 2}$</td>
</tr>
<tr>
<td>Initial value of covariance matrix of state vector</td>
<td>$10^{-14} \times I_{8 \times 8}$</td>
</tr>
</tbody>
</table>

Table 7: Initial parameters of KF in experimental discussion.

Figure 5: Identified pavement roughness profile in experiment (T1).
Figure 6: Identified pavement roughness profile in experiment (T2).

Figure 7: Identified pavement roughness profile in experiment (T3).

Figure 8: PSD of identified pavement roughness profile in experiment (T1).

Figure 9: PSD of identified pavement roughness profile in experiment (T2).

Figure 10: PSD of identified pavement roughness profile in experiment (T3).
4.2 Results and discussion

Identified pavement roughness profiles by DP+LC and KF are shown in Figures 5, 6 and 7 for T1, T2 and T3 respectively. The pavement roughness profiles are identified in good accuracy by DP+LC. However, KF resulted in poor identification of the pavement roughness profile. It is noted that running speeds were not constant during the experiment and as a result the location of true and identified pavement roughness profiles did not coincide with each other. Therefore, power spectral density (PSD) of the identified pavement roughness profiles are examined. PSD curves of identified pavement roughness profiles by DP+LC and KF are shown in Figures 8, 9 and 10 for T1, T2, and T3 respectively. PSD curves show that DP+LC has comparable results with the true one. On the other hand, the PSD of KF is completely different level from the true one. In the simulation, by KF, a rough shape of pavement roughness profile is identified even if the accuracy is worse.

5 CONCLUSIONS

From the discussion utilizing simulation data, observed results are summarized as follows.

- Dynamic Programming (DP) has a less identification error than Pseudo Inverse Matrix (PIM) method as the latter method includes a calculation of large size inverse matrix in the identification process.

- Little difference between L-curve method and EM algorithm was observed for determining the optimal regularization parameter value. It was also observed that the L-curve has less calculation time than EM algorithm.

- The least square minimization with L₁ norm (DP+LC(L1)) showed the most accurate identification result. However, it takes more calculation time than L₂ norm regularization as it needs repetitive calculation until the convergence of parameters.

From the discussion utilizing measured data from the field experiment, observed results are summarized as follows.

- DP+LC shows the reasonable accuracy of pavement roughness profile identification. Identified PSD is also comparable with the true.

- KF resulted in poor identification of the pavement roughness profile, which was far from expectation. The remaining task is to investigate reasons for the poor identification results by means of the Kalman filter.
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Abstract. This document presents the Operational Modal Analysis and finite element update of the bell tower of the church of Castro (BG), in Italy. This procedure was adopted to identify the actual state of structural damage following the widespread carbonation and oxidation of the surface concrete layer and the significant localized damage of the rebars detected by visual inspections. The 39m high structure is a reinforced concrete tower with a hollow section with a double concavity and a tapered section in elevation. Four uniaxial piezoelectric accelerometers were adopted to record environmental vibrations for dynamic identification using the roving technique. After performing dynamic identification, two types of 3D structural models were compared, namely with shell elements and beam elements. Finally, a calibration of the shell finite element model was carried out to identify the boundary conditions and the extension of the damage. The knowledge of the actual state of the structural damage enables the definition and the design of the retrofit strategy aimed at guaranteeing both static and seismic safety, as well as the future preservation of the structure.
1 INTRODUCTION

The church of San Giacomo (Figure 1), with its adjoining bell tower, is located in the municipality of Castro in the province of Bergamo in the upper area of Lake Iseo at an altitude of about 200m. Located in the old part of the village, near to the lake, it was designed in 1966 by the architect Vittorio Sonzogni and built in 1969 to replace the pre-existing church. The reinforced concrete (RC) bell tower is 37m high and has a square cross-section, with a concavity on the four sides, tapered in elevation. There are also elongated openings alternating on the sides and horizontal joints with a regular pattern.

The bell tower is in a pronounced state of deterioration, with the presence of a significant crack at the third level, probably due to a number of factors: the concavity of the sections and elevations generates a clear washout of the concrete in the central area of each side, revealed by the chromatic alteration of the surfaces; the areas of discontinuity of the surface, such as the openings and the horizontal joints, collect a greater quantity of rainwater percolating from the top. In these areas, there is a greater presence of deterioration due to the corrosion of the reinforcing bars and the spalling of the concrete cover; and poor casting of the conglomerate is revealed by the gravel nests on the worn out surfaces.

Figure 1. View of the church with the adjacent bell tower.

For such reasons dynamic identification was carried out to evaluate the damage extension and provide a reference finite element model to be used in the conceptual design of the retrofit intervention. To record the environmental vibrations, 4 high sensitivity piezoelectric accelerometers (Wilcoxen 731A) were used. The sensors were placed at each floor level according to the scheme depicted in Figure 2: 2 sensors remained in the same position for all the acquisitions (reference) while the others were moved at each registration (roving) and changed in directions according to the Type A and Type B positions. The configuration A allows the identification of flexural and torsional modes at each level, while the configuration B enables the identification of the flexural modes in the orthogonal direction.
2 OPERATIONAL MODAL ANALYSIS

For the dynamic modal identification, the FDD algorithm was selected [1, 2]. Frequency Domain approaches are based on the processing of a time-correlated signal through a Discrete Fourier Transform (DFT). Frequency Domain Decomposition methods operate a Singular Value Decomposition (SVD) at each line of the frequency spectrum. This procedure separates noisy data from disturbances of various sources and appears to be able to capture close modes of vibration with good accuracy. Typical underlying hypotheses of Frequency Domain Decomposition (FDD) methods are: white noise input, low structural modal damping ratios and geometrically-orthogonal mode shapes of close modes.

The FDD algorithm was used for each recording in order to obtain the modal frequencies and the respective modal forms. A statistical analysis was carried out to obtain mean and variance modal frequencies and the modal forms have been reconstructed starting from the initial knowledge of the eigenvector for each acquisition and the subsequent normalization to the values of the reference sensors [4]. Figure 3 shows the estimated frequencies in a box and whiskers: the central mark indicates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the minimum and to the maximum values excluding the outliers, and the outliers, values that are more than 1.5 times the interquartile range away from the top or bottom of the box, are plotted individually using the '‡' symbol. In Figure 3 it is possible to notice the small variance of the estimated frequencies.
Figure 3. Statistical distribution of the identified modal frequencies.

Figure 4. 1\textsuperscript{st} and 2\textsuperscript{nd} modal shapes.
3 FEM CALIBRATION

3.1 FEM Model

A finite element model was built with Midas Gen [3] software using four-node shell elements (Figure 5) connected at the base to a ground point by means of rigid links. To capture the soil-structure interaction, the rotational degrees of freedom of the ground level were released, and two elastic springs were added to simulate rotational stiffness long the principal directions. The model (11412 nodes and 20516 elements) was validated against a brick elements model to check the presence of any geometric locking problem. The mechanical properties of the concrete were calibrated from compressive tests on the bell tower concrete.

![Figure 5. FEM model with shell elements.](image)

3.2 Sensitivity analysis

A sensitivity analysis was performed on the parameters that regulate the dynamic behavior: the stiffness of the springs at the base, the percentage and extension of the main crack located at the 3rd level and the Young's modulus of the concrete. The parameters were studied and varied independently from each other to eliminate those that made the matching between OMA and FEM badly conditioned. For example, the stiffness of the spring at the base was found to dominate the curvature of the modal form at the base; so, such stiffness was selected directly looking the modal curvature at the base and it was not further considered in the calibration problem (Figure 6). The elastic modulus of concrete affects mainly the modal frequencies rather than other dynamic properties (Figure 7). Finally, the extent of the main crack at the 3rd level affects the modal form rather than the frequency (Figure 8).

As for the percentage of damage in the crack (evaluated as a reduction of the elastic modulus of the concrete), from a first calibration it resulted in a 98% reduction of the Young modulus, a very high percentage which was confirmed by visual inspections. For such reason, this parameter was kept constant in the calibration problem.
Figure 6. Sensitivity of the 1\textsuperscript{st} and 2\textsuperscript{nd} modal shapes as the stiffness of the rotational base spring.

Figure 7. Sensitivity of the modal frequencies as the Young modulus of concrete.

Figure 8. Sensitivity of the 1\textsuperscript{st} and 2\textsuperscript{nd} modal shapes as the extension of damage in the crack at the 3\textsuperscript{rd} level.
3.3 FEM calibration

Starting from the sensitivity analysis, a preliminary manual match on each individual parameter was performed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>before calibration</th>
<th>after calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring Stiffness</td>
<td>500000000 kNm/rad</td>
<td>500000000 kNm/rad</td>
</tr>
<tr>
<td>Percentage of damage</td>
<td>0 %</td>
<td>98 %</td>
</tr>
<tr>
<td>Young’s modulus of concrete</td>
<td>2.86*10^7 kN/m^2</td>
<td>1.7*10^7 kN/m^2</td>
</tr>
</tbody>
</table>

Table 1: Comparison of parameters before and after calibration.

Figure 9. Comparison of modal frequencies before and after calibration.

Figure 10. Comparison of 1st and 2nd mode shapes after calibration: OMA (blue) and FEM (green).
Figures 9-10-11 show the very accurate matching for the first four modal parameters. This allowed to evaluate, with a good approximation, a first estimate of the state of health of the structure that may be useful for the future retrofit project. It is also interesting to note how the modal forms 1-3 and 2-4 (Figure 11) seem correlated; this is due to the fact that the modal shapes have been calculated only up to the 5th floor (Figures 2-4) and the MAC value of Figure 11 neglects the modal shape above such level.

4. CONCLUSION

The paper presented the dynamic identification of the bell tower of San Giacomo church in the municipality of Castro (Italy). The reinforced concrete tower showed very poor state of preservation with an evident crack extending on the third level. A dynamic identification was performed using the roving technique. The FDD algorithm was applied on each record set and then combined to obtain the full model mode shapes.

A sensitivity analysis was conducted to highlight the influence of a series of parameters on the dynamic properties. In particular, it was found that: damage in the cracked region results in a plan rotation of the modal shapes compatible with the OMA results; the stiffness of the rotational springs at the base can be selected to match the modal curvature at the base of the tower; the concrete modulus of elasticity significantly influences the modal frequencies. Finally, after tuning each parameter, it was possible to obtain a good match of the FE model with the identified OMA properties and quantify the extension of damage in the cracked region.
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Abstract. Almost all offshore wind farms across the world are equipped with a Structural Health Monitoring (SHM) system. Nevertheless, the benefit of using data analysis results for Operation and Maintenance (O&M) optimization is not yet effectively exploited. Reasons for this are manifold but dominated by the fact that usually the development of the SHM system is not integrated from the beginning as part of the project management process. Rather, in most cases, it is mainly implemented to fulfill the minimum requirements by relevant authorities. In addition to this, as the use of monitoring data for possible life time extension is well established, stakeholders miss the benefits for young age wind turbines. However, current research has shown that SHM results are also useful in the early life cycle range to determine healthy state reference parameters and also to optimize the variation of the as-built structure from the designed structure. The information obtained from an SHM system therefore is an added value, which can be estimated before implementing it using value of information concept.

The main purpose of implementing an SHM system is to reduce uncertainty. This paper makes use of SHM data analysis to reduce the uncertainty of stress ranges when performing reliability analysis for Risk Based Inspection (RBI) planning. For this study, one year strain time history data from four monitored wind turbines in an offshore wind farm in the North Sea is used. The measured stress cycles are counted by Rain Flow Counting (RFC) and grouped into stress range bins. Finally, the distribution of the counted stress cycles are used to fit a Weibull probability distribution function to estimate the parameters and compare them with recommendations from literature and standards. This way, an individual RBI planning for the monitored offshore wind turbines is enabled.
1 INTRODUCTION

In offshore wind energy industry, design optimization and development of innovative construction methods have significantly contributed to cost reduction and increased reliability of wind turbines. However, recently, the focus has shifted towards optimization of Operation and Maintenance (O&M) for further cost reduction. Especially for aging operating offshore wind turbines, with high O&M costs reaching from 25-30% of the energy generation costs [1], [2], [3], making use of this is economically attractive. Corrective maintenance activities are expensive in most cases, as the turbine is usually shutdown for maintenance resulting in loss of revenue from power production. To minimize or avoid corrective maintenance, it becomes necessary to detect faults or damages in their early stage. This can be achieved by having a continuous and reliable information about the performance and condition of the structures through Structural Health Monitoring (SHM). In this paper, one year strain time history data from strain gauges installed in four wind turbines in the North Sea are used. The distribution of the counted stress cycles from the measured stress time history data is fit into a Weibull distribution function to estimate individual Weibull shape parameters and compare them with the values obtained from literature and relevant standards. It is shown that the estimated individual parameters are significantly different from the standard recommendations and using them as an input for RBI planning will result in different inspection plans.

2 STRUCTURAL HEALTH MONITORING AND VALUE OF INFORMATION

The main purpose of implementing a Structural Health Monitoring (SHM) system is to decrease uncertainties and therefore being able to reduce risk. According to ISO 31000 [4], the definition of risk is ‘effect of uncertainty on objectives’. In many cases, the objective is the continuous safety and functionality of structures or systems according to design. For the case of offshore wind turbines, the objective is safe and continuous power production with minimum possible unexpected costs.

Vibration-based SHM has been in practice for many decades to monitor bridge structures [5]. The physical properties of a structure are affected by damage or deterioration. Changes in these physical properties (mass, stiffness and damping) of a structure will change its vibration behavior, which can be quantified in terms of the dynamic characteristics such as the Eigen-modes and modal damping or counted stress cycles. These damage and deterioration sensitive performance indicators can be directly measured and/or calculated from the measured quantities of an SHM system.

Earlier monitoring systems were implemented purely from structural engineering point of view for damage detection without Value of Information (VoI) analysis. The term VoI was first used in 1961 by Raiffa and Schlaifer [6] as decision support for selecting the experiment with maximum utility through Bayesian pre-posterior analysis of the experiments. Then, in 2004 VoI analysis was applied by Straub and Faber [7], [8] for inspection optimization of structural systems. Recently, the VoI analysis was applied to SHM [9] and made significant progress as part of the cost action TU1402 project [10], in which pre-posterior decision analysis was used to estimate the expected added value from implementing a monitoring system. Pre-posterior decision analysis is estimation of the VoI before doing the experiment or having any of the expected data [11]. VoI estimates the expected gain from decisions made using the information obtained from the SHM as compared to the decisions made without the SHM and after deducting the cost of the SHM system (or experiment).

The pre-posterior analysis for VoI analysis and comparison is made by Bayesian decision
tree to decide, whether it is beneficial or not to implement a monitoring system. Furthermore, different configurations can also be investigated to optimize for the maximum VOI [12].

\[
VoI_{\text{max}} = \max_{i,j} \{ E[C_{T,O}] - E[C_{T,M,i}(d_j)] \}
\]  

(1)

where \( E[C_{T,O}] \) is the expected total costs without monitoring and \( E[C_{T,M,i}(d_j)] \) is the expected total cost for \( i^{\text{th}} \) configuration with corresponding \( j^{\text{th}} \) decision. The benefit from VOI is incorporated to the total cost as a negative component.

VOI also helps to decide when it is most beneficial to start monitoring of a structure. Long et al. [13] investigated the VOI analysis for a truss bridge girder structure by comparing several sensor configuration scenarios. The VOI concept is highly attractive for many industries, which need incorporation of monitoring systems.

In the case of offshore wind industry, during its start the VOI concept was not a well established practice. Also, the pressure to reduce costs has forced the industry to deal with uncharted waters of building bigger wind turbines at deeper waters and far away from the coasts for higher power production. This results in higher uncertainty and made installation of monitoring systems a necessity. As an example, the implementation of a monitoring system on 10\% of the wind turbines in an offshore wind farm used to be a BSH (Federal Maritime and Hydrographic Agency) requirement in Germany until 2015 [14]. In 2015, the BSH regulation was revised [15], which gave the wind farm operators more flexibility, concerning the number of monitored turbines, as long as they can prove to the authorities that appropriate safety measures are being taken. After 2015, the operators had a chance to make VOI analysis before implementing a monitoring system and to incorporate the development of a monitoring system as part of their regular project life cycle management. However, still the majority of SHM systems are being implemented based on the outdated BSH recommendation of installing a monitoring system on 10\% of the wind turbines in an offshore wind farm. The lack of integrating SHM as part of design and construction process resulted in less interest by the operators to integrate the SHM data analysis results into the O&M decision-making procedures. As a result, the full potential of SHM data analysis results for O&M cost reduction is not yet being effectively exploited.

3 RELIABILITY ANALYSIS AND RISK BASED INSPECTION PLANNING

The expected results of a reliability analysis is estimation of a system’s or component’s probability of failure (or reliability index). For determination of a failure event it becomes important to formulate a limit state, which can be ultimate, serviceability or fatigue. Violation of the limit state is then considered as a failure event (Melchers and Beck) [16]. In a very simplified form, for a component with a resistance \( R \) when exposed to a load \( S \), the probability of failure could be represented by:

\[
P_f = P(R \leq S) = P(R - S \leq 0) = P[G(R,S) \leq 0]
\]  

(2)

where \( G() \) is a limit state function, for which \( G() < 0 \) represents a violation. The reliability index \((\beta)\) can be calculated from the Probability of failure \((P_f)\) as:

\[
\beta = -\Phi^{-1}(P_f)
\]  

(3)

with \( \Phi() \) assumed as a standard normal distribution function.
Offshore structures are exposed to cyclic loads. As a result, fatigue is the most significant deterioration mechanism. In fatigue reliability analysis, structural failure occurs as a crack growth and the limit state function is violated (failure occurs) when the crack size exceeds the critical crack size. In most cases, failure is considered to occur when crack grows through the steel thickness.

Fatigue analysis is usually done by using Palmgren-Miner rule and S-N curve to estimate fatigue damage. Also, the experiment based Paris law proposed by Paris and Erdogan [17] gives the rate of fatigue crack growth. Fatigue reliability analysis is commonly done by calibrating these both models, the S-N model and the Fracture Mechanics (FM) model [18], [19], [20] to establish the limit state function for crack growth. Furthermore, the calibrated models are also used for inspection planning, see e.g. [8] and [21]. The limit state function involves multiple random variable and is usually solved by making use of First Order Reliability Method (FORM), Second Order Reliability Order (SORM) and recently with the growth of computational capability Monte Carlo Simulation (MCS). The computational time of MCS can further be enhanced using advanced sampling techniques, specially when estimating very low probabilities.

The next step, after reliability analysis (estimating the probability of failure or the reliability index) is Risk Based Inspection Planning (RBIP), which starts by comparison of the estimated reliability index with the acceptance criteria (target reliability index). The central idea of RBIP is to assign the available inspection resources to the structure or component of a structure, where it is mostly needed (with highest risk). For the reliability analysis, input load and structural resistance defining the limit state function need to be analyzed.

Reliability analysis is commonly done using random variables to represent the uncertainty of the input variables to the limit state function. These variables are usually taken from design assumptions. One of the most important inputs is the number and magnitude of stress cycles the structure (hot spot) is exposed to. The probability density function of the stress ranges for offshore structures are commonly represented with a two-parameter (scale and shape) Weibull distribution [22], [23], [24]. The shape and scale parameters represent the distribution and magnitude of the hot spot stress range respectively. ABS (2003) [23] recommends a value which varies from 0.7 to 1.4 for the Weibull shape parameter, while Wirsching and Chen (1988) [25] recommended a value from 0.5 to 1.5. Furthermore, ABS (2003) [23] states that similar offshore fixed platforms structures built in the Gulf of Mexico and the North Sea experience stresses with shape parameter values of 0.7 and more than 1.4 respectively. Figure 1, an example adopted from Straub (2005) [8], shows visualization of stress range ($\Delta \sigma$) Probability Density Function (PDF) for varying shape parameters ($\gamma$) of 0.50, 0.75, 1.00, 1.25 and 1.50. A constant scale parameter of 5 MPa is used for all cases.

The Weibull shape parameter is a function of geometry and loading. Generally, an increase in slenderness and dynamic exposure will increase the shape parameter [8], [23]. DNVGL RP-C-210 document [24] illustrates with a graph, that for all S-N curves of varying structure detail, the allowable maximum stress range decreases with increasing Weibull shape parameter. This is obvious from Figure 1, since with increasing of the scale parameter, the contribution of the higher stress ranges become more significant.

The above mentioned Weibull shape parameters recommended in standards are mainly estimated based on wave data [23]. These values are being used for design and reliability analysis of offshore structures. DNVGL RP-C-210 [24] notes that the shape parameter significantly affects the estimated fatigue damage, therefore calibrating these parameter from long term measured stress time history data becomes very important.

For offshore wind turbine structures, there is the benefit of having permanent SHM systems,
which provide continuous information about the number and magnitude of stresses the structures are exposed to. Moreover, the SHM system measure responses, which represent the collective impact of loads and load combinations on the structure. Comparison of these measured responses against the capacity (resistance) of the structure helps in defining a more realistic limit state function. Experience from many monitored offshore wind turbines showed that most of the offshore wind turbines are built stronger (stiffer) than the design [27].

4 METHODOLOGY

In this section, the analysis procedure of one year strain time history data from four wind turbines in an offshore wind farm in the North Sea is discussed.

The monitoring system installed in all four wind turbines is identical, with eight strain gauges installed at two measurement levels, four sensors at each level at identical positions, in cardinal coordinates. The data is collected with a sampling rate of 100Hz. Before performing Rain Flow Counting (RFC) according to ASTM E1049-85 [28], the raw strain time history data is first pre-processed by removing erroneous data using median filter. Furthermore, the strain data is temperature compensated by removing the apparent strain calculated from the temperature sensors’ data installed together with every strain gauge. For calculation of apparent strains relevant manufacturer’s temperature compensation curves are used. Finally, the stress time histories are calculated from the corrected strain data by using the relevant young’s modulus of steel.

After that, RFC of the stress time history data is done and the counted stress cycles are assigned to predetermined stress range bin sizes. DNVGL recommends a minimum of 20 stress range bins. However, in this study two cases are considered. In case one, uniformly distributed 100 stress bins are used to classify the counted stress cycles. And in the second case, in order to get higher resolution of the bins with very high number of cycles, non-uniform 143 stress bins are used. Finally, for both cases, the counted stress cycles are fitted to Weibull distribution functions for estimation of the scale and shape Weibull parameters. The fitting process is done by using the least square method according to [23].

The estimated Weibull shape parameters are then compared with the values obtained from standards. Furthermore, for the first case, sensitivity analysis of removing the insignificant
stress cycles (the first and second stress range bins) is made. In addition, for both cases, the effect of applying low-pass filters to remove the very small stress cycles before doing RFC is investigated.

5 RESULT

5.1 For uniform sized 100 stress bins

In this subsection, the results obtained from the first case are presented. The stress bins used are 100 uniformly sized stress bins, each with a size of 0.51 MPa. Figure 2 shows the estimated Weibull shape parameters for all four turbines. The x-axis of each subplot indicate the turbine location, for example L-90° means lower level strain gauge at 90°N and U-180° means upper level sensor at 180°N.

The results are generally lower than the recommended value of 1.0 for the North Sea environment [23], [25], [26]. Although all turbines are from the same wind farm, differences between the different wind turbines can be clearly identified, ultimately leading to different risks. The turbines located in the interior of the wind farm (Turbines 02 and 04) have higher shape parameters than those located in the boundary of the wind farm (Turbines 01 and 03). The turbines located in the interior of the wind farm are exposed to higher cyclic loads due to wake effects. In addition, the results for sensors located opposite to each other are of equivalent magnitude and consistent. For example, in every turbine at each measurement level the results for the sensors located at 0°N and 180°N as well as for the sensors at 90°N and 270°N are comparable and consistent.

Furthermore, as expected and shown in all four subplots, the low pass filtering of the small stress cycles before RFC resulted in an increased Weibull scale parameters in all cases. The unfiltered data results in the lowest scale parameter estimation. With decreasing cut-off frequency of the low-pass filter, the magnitude of the scale parameter increases.

To study the effect of removing small stress cycles on the accumulated fatigue damage, the accumulated fatigue damage for every stress bin is calculated using Palmgren-Miner rule and

![Figure 2: Estimated weibull scale parameter for the 8 sensors in each of the four turbines](image-url)
Figure 3: Effect of data low-pass filtering on the accumulated annual fatigue damage

relevant S-N curve. Figure 3 shows the effect of increasing cutoff frequency for the applied low-pass filters. The accumulated annual fatigue damages are normalized to the maximum. This shows that as the sampling frequency decreases the estimated fatigue damage will not be drastically affected as the bigger stress cycles are mainly contributing to the accumulated fatigue damages. For example, using a low-pass filter of 5 Hz will result in an error of 3.35% as compared to the maximum estimate. Although with a very small amount of 0.05%, the fatigue damage estimated from 45 Hz low-pass filter is higher than the estimation from the unfiltered data. This might have something to do with measurement artifact as it was observed in all channels.

Figure 4: Percentage contribution of each stress bin to the total accumulated Fatigue damage

Furthermore, the fatigue results are used to observe the distribution of the total fatigue damage among the stress bins. Figure 4 show the percentage contribution of all 100 stress bins to the total accumulated fatigue damage. Although the small magnitude stress bins contain a very high number of cycles, they do not contribute to the accumulated fatigue damage. The 100 stress bins have each a size of 0.51 MPa. When the contribution of each stress bin is compared as percentage to the total fatigue damage, the percentage contribution of the first two bins for all three cases are less than 0.004%. The maximum percentage contribution is from stress bin number 20 with appr. 2.08% for all three cases. The third bin has a contribution of appr. 0.03%
in all three cases. From this finding, it might be possible to neglect the first two stress bins to estimate the modified Weibull shape parameter. Also in Figure 4, although not included in order to avoid congestion, the contribution for 45 Hz low-pass filter is higher than for the unfiltered data.

Figure 5: Estimated weibull scale parameter after removing the first stress bin

The estimations in Figure 5 are made by removing only the first stress bin of every sensor in all four turbines. The results plotted in Figure 5 show that all the newly estimated Weibull scale parameters increased, meaning the skewness of the distribution is shifting to the right as the higher stresses are becoming more involved. Another observation is that, the influence of low pass filtering on the estimated scale parameters is decreased, if the first bin with smallest magnitudes is already removed.

Figure 6: Estimated Weibull scale parameter after removing the first two stress bins
Furthermore, Figure 6 shows the estimated scale parameters after removing the first two stress bins. Again, the estimated scale parameters increased but not very significantly. This indicated that the first stress bin has most effect on the estimated values. Although insignificant on the fatigue damage the number of counted cycles with magnitude less than 0.51 MPa (in the first stress bin) are more than 95% of the total counted number of cycles for all 100 bins. The second bin contains less than 1% number of cycles.

5.2 For non-uniformly sized 143 stress bins

After observing that more than 95% of the total counted cycles belong to the first stress bin, the analysis was repeated by breaking down the first stress bin in to 10 classes. The bin sizes used for the stress ranges between 0 and 0.50 MPa is 0.05, between 0.50 and 2.50 MPa is 0.10, between 2.50 and 10.0 Mpa is 0.25, and for the rest is 0.50 MPa. In this case two, totally 143 non-uniformly sized stress bins are used.

![Figure 7: Estimated Weibull scale parameter for 143 stress bins](image)

Figure 7 shows the results for case two. Generally, the results are similar with Figure 2 indicating that increasing the resolution of the stress bins does not significantly affect the estimated Weibull shape parameters.

5.3 Summary of results

Generally, the results show that the Weibull scale parameters estimated from the measured one year strain time history data are less than those recommended by design standards and used for reliability analysis in the North Sea, even when the small value bin is neglected or small cycles are removed by low-pass filters during scale parameter estimation.

The paper shows that, the presence of the lower stress bins does not significantly contribute to the accumulated fatigue damage but significantly affect the estimation of the shape parameter. In addition, removal of high frequency stress cycles with a low-pass filter does not very significantly affect the accumulated fatigue damage and the shape parameter estimation. Furthermore, the wind turbines in the same wind farm have varying shape parameters indicating that they are
exposed to varying risks and can be used as an important input to RBI planning. An important result is also that the wind turbines located in the interior of the wind farm (Turbines 02 and 04) have higher Weibull shape parameters in all estimations than the turbines located at the exterior (boundary) of the wind farm (Turbines 01 and 03). The reason can be that the interior wind turbines are more exposed to cyclic loads from wake effects. This can be important information for extrapolation of the estimated parameters to the unmonitored turbines.

The obtained results, even after removing the lower stress bins are still lower than the recommended values, therefore when used as an input for reliability analysis, more realistic inspection plans can be made. The higher recommended values of scale parameter overestimates the stress cycles the structure is actually exposed to. These results can be considered as one of the added values obtained from incorporating SHM data analysis in the reliability analysis and Risk based inspection planning.

6 CONCLUSION

The paper uses one year strain time history data from four wind turbines in an offshore wind farm located in the North Sea. After pre-processing of the strain data, the corrected strain data is used for calculating the stress time history. Then, Rain Flow Counting (RFC) analysis of the stress time history was made to count the number and magnitude of the stress cycles, the structure is exposed to during the one year monitoring period. The counted stress cycles are first binned in to uniformly sized 100 stress range classes and then for comparison purpose in to a non-uniformly sized 143 classes. For each case, Weibull distribution function is fitted to the counted stress cycles using the least square method. Finally, the stress range Weibull scale parameters are estimated from the fitted Weibull distribution functions. The results obtained from the sensors located opposite to each other (at $0^\circ$N - $180^\circ$N and at $90^\circ$N - $270^\circ$N) and at the same measurement level showed good consistency. Furthermore, a sensitivity analysis is made by removing the very small stress cycles which contributed very insignificantly to the total accumulated fatigue damage. The modified scale parameters increased. However, when compared to the stress range scale parameters recommended for North Sea, they are still lower. It is shown that the reliability analysis made using the recommended Weibull shape parameter value of 1.0 for the North Sea would overestimate the stresses the structures are exposed to. In addition, the Weibull shape parameters calculated for the turbines located in the interior of the wind farm are higher than those located in the boundary of the wind farm possibly due to wake effect. This information can also be used for extrapolation of the parameters to the unmonitored wind turbines.

The results contribute as one part of the added values from implementing and analyzing of SHM data. When these results are used to update the scale parameters used for Risk Based Inspection Planning, more realistic inspection plans can be achieved.
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\textbf{Abstract.} This study proposes an efficient modal identification method for bridges under operation. The noisy condition caused by the traffic loadings is one of the difficulties involved in the operational modal identification. To cope with the problem, this study quantifies uncertainty involved in the modal properties utilizing Bayesian statistics. The quantified uncertainty enables to determine the reasonable model order and to extract the stably estimated modal properties from the determined model. The proposed method is applied to traffic induced vibration measured from an actual truss bridge. The extracted modal frequencies well correspond to peaks in power spectral density curves. Twelve bending and torsional modes are efficiently extracted by the proposed method. Six modes in the twelve is possibly newly observed modes.
1 INTRODUCTION

Vibration based structural health monitoring provides a research field for nondestructive evaluation based on physical measurements and computer analyses to complement existing visual inspection methods. Especially for short to medium span bridges, the traffic excites the bridges continuously, and thus vibration monitoring is available without interrupting the traffic. Most of the existing studies examined modal properties such as natural frequencies and mode shapes to assess the bridge condition [1-5].

In actual bridges, however, the noisy condition caused by the traffic loadings is one of the difficulties involved in the operational modal identification. That is because the noisy condition induces spurious estimators of modal properties. In existing methods, it is troublesome to distinguish the physically meaningful estimators from the spurious estimators [6-10]. Aiming at application in noisy condition, several studies provided methodology for uncertainty quantification using Bayesian statistics. For instance, Au [11] proposed a Bayesian modal analysis method using Bayesian inference of modal properties. Several studies investigated the posterior distribution of parameters to assess their variability [12 - 13]. For direct decision-making, Dzunic et al. [14] proposed damage detection and classification methods applying Gibbs sampling. Although the uncertainty is successfully quantified through the previous studies, most of the existing Bayesian methods require computational effort to provide numerical optimization or Monte-Carlo sampling. Aiming at application to on-site damage detection, the difficulty in computation may bother efficient decision making.

To cope with the problem, this study simplifies the uncertainty quantification process using a vector autoregressive (VAR) model. As proposed in an authors’ previous study [15], Bayesian inference produce the posterior distribution of regressive parameters of a VAR model without numerical iteration. The posterior distribution is converted to the distribution of poles of the linear system, which related to the modal properties. Uncertainty of the modal properties is quantified through the distribution of the poles. The quantified uncertainty indicates the physically meaningful modal properties among the estimators. The proposed method is applied to traffic induced vibration measured from an actual truss bridge.

2 METHODOLOGY

2.1 Bayesian inference

To formulate a VAR model, first we assume that a synchronized discrete time series of the acceleration measured at m measurement locations on a bridge, and assume that the time series includes n time steps. A zero-mean time series is produced by subtracting the mean values from the measured accelerations. Letting $y_k \in \mathbb{R}^{m \times 1}$ ($k = 1 ... n$) denote a column vector of the measured accelerations at the k-th time step of the time series whose components corresponding to the measurement locations, then the following VAR model with sufficient model order p is known to approximate the time series obtained from a linear structural system excited by white noise [16].

$$y_k = \Sigma_{i=1}^{p} \alpha_i y_{k-i} + e_k$$

(1)

Here, $\alpha_i \in \mathbb{R}^{m \times m}$ denotes the i-th AR coefficient matrix and $e_k \in \mathbb{R}^{m \times 1}$ denotes a zero-mean Gaussian white noise vector. Letting $\Sigma$ denote the covariance matrix of $e_k$, the PDF of $e_k$ is given as

$$p(e_k|\Sigma) = \mathcal{N}(e_k|\theta, \Sigma) = (2\pi)^{-m/2}|\Sigma|^{-1/2} \exp\left\{-\frac{1}{2}e_k^{T}\Sigma^{-1}e_k\right\}$$

(2)
where $\mathcal{N}(x|\mu, \Sigma)$ denotes the PDF of $x$ following the multivariate Gaussian distribution with expectation $\mu$ and covariance matrix $\Sigma$, and where $|\cdot|$ denotes the determinant of a matrix.

The VAR model given in Eq. 1 is a linear regressive model composed of the regressive coefficients $\alpha_1, \ldots, \alpha_p$, input variables $y_{k-1} \ldots y_{k-p}$, and output variables $y_k$. Letting $W = [\alpha_1, \ldots, \alpha_p] \in \mathbb{R}^{m \times mp}$ and $\Phi_k = [y_{k-1}; \ldots; y_{k-p}] \in \mathbb{R}^{mp \times 1}$ for simplicity, Eq. 1 can be rewritten as

$$y_k = W\Phi_k + e_k$$  
(3)

According to Eqs. 2 and 3, $y_k$ follows the following Gaussian distribution.

$$p(y_k|\Phi_k, W, \Sigma) = \mathcal{N}(y_k|W\Phi_k, \Sigma)$$  
(4)

This study presumes that the time series are independently measured $l$ times. Let $y_{k(i)}$ ($i = 1 \ldots l$) denote the measured acceleration at $k$-th time step in $i$-th time series and $n_i$ denote its data length. Let $Y_i = [y_{k(i)}^{(i)}; \ldots; y_{k(i)}^{(i)}] \in \mathbb{R}^{m \times (n_i-p)}$ and $\Phi_i = [\phi_{k(i)}^{(i)}; \ldots; \phi_{k(i)}^{(i)}] \in \mathbb{R}^{mp \times (n_i-p)}$. Because the noise term $e_k$ is white noise, the following PDF is obtained.

$$p(Y_i|\Phi_i, W, \Sigma) = \prod_{k=p+1}^{n_i} \mathcal{N}(y_k|W\Phi_k, \Sigma)$$  
(5)

In the proposed method, the PDF in Eq. 5 is regarded as the likelihood function for parameters $W$ and $\Sigma$. Accordingly, the Bayesian theorem provides the following relationship.

$$p(W, \Sigma|Y_i, \Phi_i) = p(Y_i|\Phi_i, W, \Sigma)p(W, \Sigma)p(\Phi_i)^{-1}$$  
(6)

For Bayesian inference, this study adopts conjugate priors [17], which produce posterior distributions with invariant functional forms. Aiming at fast computation for in-service damage detection, the conjugate priors are beneficial because they produce the posterior distributions without Monte Carlo sampling. For the VAR model, the conjugate prior for $W$ and $\Sigma$ is known to be given as the following matrix-normal inverse-Wishart distribution [14].

$$p(W, \Sigma) = \mathcal{MN}(W|M, \Sigma, L^{-1})\mathcal{IW}(\Sigma|\Psi, v)$$  
(7)

In that equation, $M \in \mathbb{R}^{m \times mp}$, $L \in \mathbb{R}^{mp \times mp}$, $\Psi \in \mathbb{R}^{m \times m}$ and $v \in \mathbb{R}$ are hyperparameters, i.e. the parameters composing the PDF for $W$ and $\Sigma$. $\mathcal{MN}(W|M, \Sigma, L^{-1})$ and $\mathcal{IW}(\Sigma|\Psi, v)$ respectively stand for the following matrix-normal and inverse-Wishart distributions as

$$\mathcal{MN}(W|M, \Sigma, L^{-1}) = \frac{1}{(2\pi)^{mp/2}L^{-1}|\Sigma|^{-mp/2}} \times \exp\left\{-\frac{1}{2} \text{tr}[L(W - M)^T \Sigma^{-1}(W - M)]\right\}$$  
(8)

$$\mathcal{IW}(\Sigma|\Psi, v) = 2^{-v/2}\Gamma_m\left(\frac{v}{2}\right)|\Psi|^{v/2}|\Sigma|^{-\frac{(v+m+1)}{2}} \times \exp\left\{-\frac{1}{2} \text{tr}[\Psi^{-1}\Sigma]\right\}$$  
(9)

where $\Gamma_m(\cdot)$ is the multivariate gamma function.

The likelihood function in Eq. 5 and Bayesian theorem given in Eq. 6 are known to engender the following posterior distribution [14].

$$p(W, \Sigma|Y_i, \Phi_i) = \mathcal{MN}(W|M', \Sigma, L'^{-1})\mathcal{IW}(\Sigma|\Psi', v')$$  
(10)

In the equation above, the following variables are used.

$$L' = L + \Phi_i\Phi_i^T$$  
(11)

$$M' = (ML + Y_i\Phi_i^T)L'^{-1}$$  
(12)

$$v' = v + n_i - p$$  
(13)
\[
\Psi' = \Psi + Y_iY_i^T + \text{MLM} - \text{ML}'M'T
\] (14)

For simplicity, this study adopts uniform prior distribution, i.e. \(p(W, \Sigma) \propto \text{Const.}\), to represent non-informative prior. That is, we assume the hyperparameters as \(L_{i,j} = 0 (i,j = 1 \ldots mp)\), \(v = -(mp + m + 1)\), and \(|\Psi|_{i,j} = 0 (i,j = 1 \ldots m)\). Adopting all of the measured time series, Eqs. 11-14 produces following distribution.

\[
p(W, \Sigma|Y_l, \Phi_l, \ldots, Y_l, \Phi_l) = MN(W|M'', \Sigma, L''-1)\mathcal{W}(\Psi'', v'')
\] (15)

where

\[
L'' = \sum_{i=1}^{l} Y_iY_i^T
\] (16)

\[
M'' = (\sum_{i=1}^{l} Y_iY_i^T)L''^{-1}
\] (17)

\[
v'' = -(mp + m + 1) + \sum_{i=1}^{l}(n_i - p)
\] (18)

\[
\Psi'' = \sum_{i=1}^{l} Y_iY_i^T - M''L''M''^T
\] (19)

### 2.2 Model selection

To find optimal model order \(p\), this study adopts following Bayesian information criterion (BIC) [17, 18].

\[
BIC = -2 \ln p(\mathcal{D} | \bar{\theta}) + M \ln N
\] (20)

where the PDF \(p(\mathcal{D} | \theta)\) represents likelihood function of parameters \(\theta\) with observed data \(\mathcal{D}\), and \(\bar{\theta}\) represents its most likelihood estimators. \(M\) denotes the number of parameter, and \(N\) denotes total data length.

In this study, the total data length of the observed data \(Y_1, \ldots, Y_l\) is given as \(N = \sum_{i=1}^{l}(n_i - p)\). It is known that the most log-likelihood of Gaussian distribution is given as

\[
\ln p(Y_1, \ldots, Y_l | \bar{\theta}) = -\frac{N}{2} (m \ln 2\pi + \ln |\bar{\Sigma}| + m)
\] (21)

where \(\bar{\Sigma}\) represents the most likelihood estimator of \(\Sigma\). According to Eqs. 16, 17, and 19, the most likelihood estimator is given as

\[
\bar{\Sigma} = \Psi''/N.
\] (22)

Therefore the BIC given in Eq. 20 is calculated with the following equation.

\[
BIC = N \left( m \ln 2\pi + \ln |\Psi''/N| + m \right) + \left( m^2p - \frac{m(m+1)}{2} \right) \ln N
\] (23)

It is supposed that the less BIC provides the better statistical model.

### 2.3 Uncertainty quantification

The uncertainty of the each identified mode is derived from Eq. 15 as follows. First, this study assumes \(\Sigma\) is fixed to the most likelihood estimator for simplicity, instead of the inverse-Wishart distribution. Therefore, the posterior distribution of \(W\) is given as follows instead of Eq. 15.

\[
p(W|Y_l, \Phi_l, \ldots, Y_l, \Phi_l) = MN(W|M'', \bar{\Sigma}, L''^{-1})
\] (24)

It is known that the VAR model in Eq. 1 is reproduced to the following state space model [19].

\[
\phi_{k+1} = A\phi_k + \begin{bmatrix} 1_m \\ 0 \end{bmatrix} e_k
\] (25)
\[ y_k = [I_m \ 0] \phi_{k+1} \]  

where \( I_m \) denotes the eigenmatrix of size \( m \), \( 0 \) denotes the zero matrix with the appropriate size, and \( A \in \mathbb{R}^{mp \times mp} \) represents the following matrix.

\[
A = \begin{bmatrix}
W \\
I_{m(p-1)} \ 0
\end{bmatrix}
\]  

The eigenvalue decomposition of the matrix \( A \) is given as follows.

\[ A = P \Lambda P^{-1} \]  

where \( \Lambda \) denotes the diagonal matrix composed of the eigenvalues of matrix \( A \), and \( P \) denotes the matrix composed of the corresponding eigenvectors. It is well known that the eigenvalues represent the poles of the transfer function of the dynamic model given in Eqs. 25-26. That is, letting \( \omega_i \) and \( \zeta_i \) respectively represent the \( i \)-th natural angular frequency and damping ratio, and \( \lambda_i \) denote the \( i \)-th eigenvalue of the matrix \( A \), the following relation is given.

\[ \lambda_i = \exp \left[ \left( -\zeta_i \omega_i + j \sqrt{1 - \zeta_i^2 \omega_i} \right) \Delta t \right] \]  

where \( \Delta t \) represents the sampling interval of the time series and \( j \) represents the imaginary unit.

Because the matrix \( W \) in Eq. 24 is composed of random variables, the random distribution of \( W \) is transformed into the the random distribution of \( \lambda_i \) according to Eq. 28. Accordingly, uncertainty involved in \( \lambda_i \) is quantified through there variables. Because \( \lambda_i \) will be an imaginary number, this study quantifies the uncertainty with the following equation.

\[ \text{var}(\lambda_i) = E[(|\lambda_i - E[\lambda_i]|)^2] \]  

where \( E[\cdot] \) denotes the expectation of a random variable and \( |\cdot| \) represents absolute value of an imaginary number. This study refers \( \text{var}(\lambda_i) \) in Eq. 30 as “variance of pole.”

For efficacy, this study produces approximated closed form solution of \( \text{var}(\lambda_i) \) as follows. First, according to Eqs. 24 and 27, the expectation of matrix \( A \) is given as

\[
\tilde{\Lambda} = \begin{bmatrix}
M'' \\
I_{m(p-1)} \ 0
\end{bmatrix}
\]  

Let the eigenvalue decomposition of \( \tilde{\Lambda} \) represent with the following equation.

\[ \tilde{\Lambda} = \bar{P} \tilde{\Lambda} \bar{P}^{-1} \]  

And let the deviation of matrices \( A \), \( P \) and \( \Lambda \) respectively be represented as \( \tilde{\Lambda} = A - \tilde{\Lambda}, \bar{P} = P - \bar{P} \) and \( \tilde{\Lambda} = \Lambda - \tilde{\Lambda} \). According to Eq. 28, following equation is produced.

\[
(\tilde{\Lambda} + \tilde{\Lambda})(\bar{P} + \bar{P}) = (\bar{P} + \bar{P})(\tilde{\Lambda} + \tilde{\Lambda})
\]  

Ignoring the squared deviations, Eqs. 32-33 approximately produce

\[ \tilde{\Lambda} = \bar{P}^{-1} \tilde{\Lambda} \bar{P} + \tilde{\Lambda} \bar{P}^{-1} \bar{P} - \bar{P}^{-1} \bar{P} \tilde{\Lambda} \]  

Since \( \tilde{\Lambda} \) is a diagonal matrix,

\[ \text{diag}(\bar{P}^{-1} \tilde{\Lambda}) = \text{diag}(\bar{P}^{-1} \bar{P} \tilde{\Lambda}) \]  

where diag(\( \cdot \)) represents a vector composed from the diagonal elements of a matrix. According to Eqs. 34-35, the variance of eigenvalues are approximated as follows.

\[ \text{diag}(\tilde{\Lambda}) = \text{diag}(\bar{P}^{-1} \tilde{\Lambda} \bar{P}) \]
Eqs. 27 and 31 ensures that matrix $\tilde{A}$ is given as

$$\tilde{A} = \begin{bmatrix} W - M'' \\ 0 \end{bmatrix}.$$  \hfill (37)

Letting $\tilde{W} = W - M''$ and $V = (\{P^{-1}\}_{[1:m]})^T$, where $\{\cdot\}_{[1:m]}$ denotes a submatrix consisting of the first $m$ columns, Eq. 36 is transformed as

$$\text{diag}(\tilde{A}) = \text{diag}(V^T \tilde{W} P).$$  \hfill (38)

Let the $\tilde{\lambda}_i$ represent the $i$-th diagonal member of $\tilde{A}$. Eq. 38 produces $\tilde{\lambda}_i = v_i^T \tilde{W} p_i$, where $v_i$ and $p_i$ are respectively represent the $i$-th column of the matrices $V$ and $P$. Accordingly, the following equation is given.

$$\tilde{\lambda}_i = v_i^T \tilde{W} p_i = (p_i \otimes v_i)^T \text{vec}(\tilde{W})$$  \hfill (39)

where $\otimes$ denotes the Kronecker product and $\text{vec}(\cdot)$ denotes a vectorization of a matrix.

According to the definition, the matrix $\tilde{W}$ follows the following matrix normal distribution.

$$p(\tilde{W}|Y_L, \Phi_L, ..., Y_l, \Phi_l) = \mathcal{MN}(W|O, \tilde{\Sigma}, L''^{-1})$$  \hfill (40)

It is known that the matrix normal distribution is equivalent to the following multivariable Gaussian distribution.

$$p(\text{vec}(\tilde{W})|Y_L, \Phi_L, ..., Y_l, \Phi_l) = \mathcal{N}(\text{vec}(\tilde{W})|O, L''^{-1} \otimes \tilde{\Sigma})$$  \hfill (41)

According to Eqs. 39 and 41, $\text{var}(\tilde{\lambda}_i)$ defined in Eq. 30 is calculated as

$$\text{var}(\tilde{\lambda}_i) = E[|\tilde{\lambda}_i|^2] = (p_i \otimes v_i)^T E[\text{vec}(\tilde{W}) \text{vec}(\tilde{W})^T] (p_i \otimes v_i)^*$$

$$= (p_i \otimes v_i)^T (L''^{-1} \otimes \tilde{\Sigma}) (p_i \otimes v_i)^* = p_i^T L''^{-1} p_i v_i^T \tilde{\Sigma} v_i^*$$  \hfill (42)

where $\{\cdot\}^*$ represents the conjugate pair. The uncertainty of the each mode are quantified using Eq. 42. This study presumes that the physically meaningful mode produces $\text{var}(\tilde{\lambda}_i)$ with lower value than the others. Thus, physically meaningful modes will be effectively extracted by sorting the calculated $\text{var}(\tilde{\lambda}_i)$ values.

3 CASE STUDY

3.1 Target bridge and preliminary investigation

This study provides a case study for a simply supported truss bridge to assess the feasibility of the proposed method through comparison to an earlier investigation [9]. Field experiments were conducted to the bridge with a moving vehicle. The bridge is a single-lane through-type

![Figure 1. Photo of the target bridge.](image-url)
steel Warren truss bridge with 59.2 m span length, 8 m maximum height, and 3.6 m width as presented in Fig. 1. The vehicle used for the experiment is a two-axle recreational vehicle with total weight of about 21 kN. During the experiment, all traffic except the loading vehicle was prohibited. Eight uniaxial accelerometers were installed on the deck of the bridge to measure vertical vibrations as presented in Fig. 2. The sampling rate of each sensor was set as 200 Hz.
Each of the sampled time series is de-trended: the linear trends in the time series are removed in advance. The vehicle was passed over at three speeds: 30 km/h, 40 km/h, and 50 km/h. Ta-
ble 1 presents the number of vehicle loadings.

Fig. 3 shows a measured time series at A3 accelerometer with vehicle passing by 40 km/h for instance. This case study adopts raw time series data with no pre-processing except the de-
trending. BIC in Eq. 23 is calculated using the measured 26 time series as shown in Fig. 4. Fig. 4 indicates that the optimal model order, which produces the minimal BIC, is $p=135$. This study adopts the optimized model order.

3.2 Identified modes

As mentioned above, the proposed method extract physically meaningful modes by sorting the calculated variance of poles. The proposed Bayesian inference applied to the 26 time series. Fig. 5 shows the sorted variance of poles. In the diagram, the 50 smallest results are displayed. It is observed that 13 poles have smaller variance, i.e. less uncertainty, than the others. This study extracts the 13 poles to identify the physically meaningful modes. In Fig. 5, the vertical dashed line shows the boundary between the extracted and the rest poles. Table 5, the vertical
dashed line shows the boundary between the extracted and the rest poles. Table 2 shows the 13 smallest variances and corresponding modal frequencies.

Fig. 6 shows comparison between the extracted modal frequencies and power spectral den-
sity (PSD) curves obtained from the 8 accelerometers. Fig. 6a provides the PSD curves below

![Figure 5. Sorted variance of poles](image)

<table>
<thead>
<tr>
<th>Variance of Pole</th>
<th>Modal frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.200×10⁻⁸</td>
<td>60.02</td>
</tr>
<tr>
<td>0.416×10⁻⁸</td>
<td>2.97</td>
</tr>
<tr>
<td>0.617×10⁻⁸</td>
<td>6.86</td>
</tr>
<tr>
<td>0.851×10⁻⁸</td>
<td>3.63</td>
</tr>
<tr>
<td>0.897×10⁻⁸</td>
<td>5.19</td>
</tr>
<tr>
<td>1.39×10⁻⁸</td>
<td>10.51</td>
</tr>
<tr>
<td>1.53×10⁻⁸</td>
<td>9.94</td>
</tr>
<tr>
<td>1.60×10⁻⁸</td>
<td>9.59</td>
</tr>
<tr>
<td>2.00×10⁻⁸</td>
<td>6.31</td>
</tr>
<tr>
<td>2.09×10⁻⁸</td>
<td>2.50</td>
</tr>
<tr>
<td>2.64×10⁻⁸</td>
<td>13.41</td>
</tr>
<tr>
<td>4.75×10⁻⁸</td>
<td>22.54</td>
</tr>
<tr>
<td>7.40×10⁻⁸</td>
<td>20.13</td>
</tr>
</tbody>
</table>

Tables 2 Variance of poles and extracted modal frequencies.
the Nyquist frequency, i.e. 100 Hz, and Fig. 6b provides the enlarged diagram below 30Hz in Fig. 6a. The PSD curves are estimated from the measured 26 time series as the modified periodograms adopting the Hamming window [20]. The extracted frequencies are depicted as the vertical dashed lines in Figs. 6a and 6b. One of the extracted mode correspond to the peak at 60Hz in Fig. 6a. Apparently, that is signal coming from the power supply in western region of Japan, and thus the mode at 60Hz is not a structural mode. The other 12 modes out of the 13 are below 30 Hz as shown in Fig. 6a. The extracted modes below 30 Hz seem well correspond to the peaks in the PSD curves. This observation describes that the proposed method is competitive to the conventional peak picking for dominant modes. The modes at 3.0 Hz and 3.6 Hz were not identified in the conventional time-domain modal analysis [9]. Fig. 6b also shows that the modes identified at 20.1 Hz and 22.5 Hz are not observed as peaks in PSD diagram. The validity of this result is discussed later considering the mode shapes.

It is well-known that the mode shapes are estimated as a real part of vector $\mathbf{v}_1$ [19]. The mode shapes corresponding to the extracted poles are also determined. Fig. 7 shows the extracted mode shapes. In the diagrams, the horizontal axis represents relative location of the sensors along the longitudinal direction on the bridge, and the vertical axis represents relative modal deformation. The markers depicted with blue circles represent the modal deformation from A1 to A5, the markers with orange squares represent the deformation from A6 to A8.

The mode shapes in Fig. 7b), i), c), i), and j) seem to correspond to bending modes because the modal deformations on A1-A5 edge and A6-A8 edge are deforms simultaneously. These results correspond to the previous study by Chang and Kim [9]. Contrarily, it is reasonable to regard the mode shapes in Fig. 7d), h), k), and l) as torsional modes because the both edge deforms alternately. The mode in Fig. 7d) is also observed in the previous study. The other three torsional modes are newly identified in this study. Especially, the modes in Fig. 7k) and l) are not observed in the PSD curves as mentioned above. Also the mode in Fig. 7h) was not observed in the previous study either. That is possibly because the mode is close to the others and Stabilization diagram [19] did not work well in the time-domain analysis. These results suggest that the proposed method has advantage to extract higher modes which is hard to find from the PSD curves.

The mode shapes in Fig. 7a), c), and e) seems like torsional modes also. However, the edges of the bridge do not deform alternately to each other. Further investigation is desired to validate these modes. As mentioned above, the mode shape in Fig. 7m) is derived from the power supply,
not from the structural deformation. That is why the mode shapes appear not to correspond to bending or torsional modes.

4 CONCLUSIONS

Aiming to develop effective modal analysis, this study proposed modal identification method applying Bayesian inference. Uncertainty involved modal identification was quantified to extract physically meaningful modes. A vector auto regressive model is applied to produce
posterior distribution of parameters in a dynamical model. Bayesian information criterion is applied to optimize the model order. The uncertainty of the identified modes is quantified evaluating variation of poles of the transfer function of the model.

Time series of acceleration which are actually measured on a simply supported truss bridge are applied for the proposed method. 13 poles produced the variation with lower values than the others. This study investigated the modal properties corresponding to the 13 poles. Power spectrum density curves were compared to the identified modal frequencies. Also, mode shapes were examined to validate the proposed method. One of the identified mode appears to be derived from power supply, and not from structural deformation. Except the one mode, 12 modes seem to correspond to the bending and torsional modes: 5 modes out from the 12 modes correspond to bending modes. 4 modes out from the 12 modes correspond to torsional modes. 5 bending modes and 1 torsional mode were also observed in a previous study [9]. 3 torsional modes were newly observed in this study. This result indicates advantage of the proposed method. The rest 3 modes seem like torsional modes. Further investigation is desired for validation of these 3 modes.
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Abstract. Inspection and maintenance contribute significantly to the lifetime cost of bridges. There is significant potential in using information obtained through structural health monitoring to update predictive models of the condition and performance of such structures, and thus enable an improved decision-making regarding inspection and maintenance activities. Within the AISTEC project funded by the German Federal Ministry of Education and Research, we develop vibration-based structural health monitoring systems aimed at continuously providing information on the structural condition of bridges. Environmental variations such as changing ambient temperatures can significantly influence the dynamic characteristics of bridges and thus mask the effect of structural changes and damages. It remains a challenge to account for such influences in structural health monitoring. To study the effect of ambient temperatures on the dynamic characteristics of beam structures, we monitor the vibration response of a reinforced concrete beam in the uncracked and cracked state at varying temperatures in a climate chamber. We postulate a set of competing parameterized probabilistic structural models, which explicitly account for the effect of varying ambient temperatures on the mechanical properties of the system. We then combine the information provided by the structural models with the information contained in the recorded vibration data to learn the parameters of the temperature-dependent structural models and infer the plausible state of the beam using Bayesian system identification and model class selection.
1 INTRODUCTION

As transport infrastructure networks are aging, the efforts and thus the costs for inspection and maintenance of the engineering structures within the networks such as bridges are steadily growing. Structural health monitoring (SHM) has the potential of improving predictions of the condition and performance of such structural systems and can thus enhance decisions on inspection and maintenance activities as well as possible lifetime extensions.

The variability in environmental factors such as ambient temperatures can significantly influence the results of structural health monitoring [1] and consequently increase the uncertainty in the prediction of the structural condition and performance. Two strategies have emerged to address this issue [2]: methods that include a model of the structure’s mechanics – here termed model-based methods – and methods that don’t – termed model-free methods. The latter eliminate the environmental effects from the data and/or analysis results [1-4]. In the simplest case, a linear regression on the air temperature can be performed. In any case, predictions of a structure’s condition and performance can only be made using model-based methods.

In model-based approaches, mechanical models of the structure – typically finite element (FE) models – are updated with knowledge gained from analyzing static or dynamic data [5]. Two approaches are possible to deal with the issue of environmental effects [2]: (a) eliminate these effects from the data prior to updating the model or (b) explicitly include these effects in the model. The former bears the risk of implicitly incorporating the temperature-dependent loadbearing effect of nominally non-loadbearing members such as ballast or asphalt layers. In the latter approach, the thermal actions on the structure and its effects are modelled and as a result, further knowledge on the structure can be gained.

Previous studies show that the environmental effects on structures can be of complex nature. These effects include – with no claims of comprehensiveness – effects of temperature gradients [6], differences between freezing and thawing periods [7], and non-linear behavior around the freezing point [8].

The updating of models can be accomplished either deterministically or probabilistically. The former employs optimization algorithms, which minimize the difference between model predictions and the measured data. The solution comprises of the optimal set of (deterministic) model parameters. Probabilistic model updating can be done within the Bayesian framework and is referred to as Bayesian model updating or Bayesian system identification [9-11]. This approach provides several advantages: No single true solution is identified. Instead, a range of plausible solutions and their relative plausibility in the form of the updated joint probability distribution of the parameters defining the problem. In this way, ill-posed problems with non-unique solution can be addressed. The approach explicitly quantifies the uncertainties in the model parameters, in the models themselves and in the data. Different sources and types of data can be included consistently in the analysis. Any prior knowledge on the structural system including expert judgement is quantified – even in the case where none is available. It is possible to perform the analysis with limited or incomplete data.

Bayesian system identification has been applied to several structural systems. Ntotsios et al. [12] used vibration data from a bridge to determine the plausible states of the structure via Bayesian model class selection [13, 14]. Zonta and Pozzi [15] compared two plausible states of a leaning bell tower. Pioneering work on including temperature-dependent material properties has been conducted by Bemanesh and Moaveni [16], who identified the temperature-dependent elastic modulus of a concrete deck of a footbridge. Recent methodological advances include hierarchical Bayesian frameworks [17-19] and sparse Bayesian learning [20].

In this work, we subject a reinforced concrete (RC) beam to different temperatures inside a climate chamber in a cracked and an uncracked state. We apply Bayesian system identification
and model class selection to determine the plausible states of the system based on modal properties extracted from vibration data. The updated model includes a sub-model of the temperature-dependent material properties and a sub-model of the system mechanics. Finally, a structural health monitoring scenario is created to demonstrate the potential of the proposed method.

2 BAYESIAN FRAMEWORK

2.1 System identification

The aim of system identification is to find a parametric model that adequately describes the physics of a system. Different models may be defined, and the parameters of each model are identified based on data obtained from the real system. The plausibility of the different models is subsequently compared. In Bayesian system identification, the parameters \( \theta \) of a model are modelled probabilistically and instead of identifying deterministic values of the model parameters, their probability distributions are learned from the measured data.

Let \( q(y, \theta) \) be the prediction that a deterministic model yields for observable quantities \( z \) for given parameters \( \theta \) and input \( y \) of a system. The system input \( y \) such as the observed temperature of the structural system is here defined deterministically, but the framework can be extended to also capture the uncertainties in the system input.

The model prediction \( q \) and the observable quantities \( z \) may be related by means of a multiplicative prediction error \( \exp(e) \), such that

\[
    z = q(y, \theta) \odot \exp(e).
\]

where \( \odot \) denotes the Hadamard (element-by-element) product and the random vector \( e \) follows a multivariate Gaussian distribution with zero mean and covariance matrix \( \Sigma_{ee} \). The prediction error \( \exp(e) \) jointly models the uncertainty in the data and the parametric model.

The process of linking the output of a parametric system model with the observable response of the system by means of a prediction error is known as stochastic embedding [9].

A natural logarithm transformation of the quantities in Equation (1) gives:

\[
    \ln z = \ln[q(y, \theta)] + e. \tag{2}
\]

The \( i \)th dataset \( D_i \) consists of the observed input \( \hat{y}_i \) and output \( \hat{z}_i \), i.e. \( D_i = (\hat{y}_i, \hat{z}_i) \). In a Bayesian setting, the observed data \( D_i \) is linked to the model parameters \( \theta \) by the likelihood function \( L(\theta|D_i) \), which is proportional to the conditional probability density of the data \( D_i \) given that the model parameters take a value \( \theta \), i.e.:

\[
    L(\theta|D_i) \propto p(D_i|\theta). \tag{3}
\]

Based on the error model introduced in Equations (1) and (2), the likelihood function of \( D_i \) can be formulated as:

\[
    L(\theta|D_i) = \frac{1}{\sqrt{(2\pi)^n \det(\Sigma_{ee})}} \exp \left[ -\frac{1}{2} \left[ \ln \hat{z}_i - \ln[q(\hat{y}_i, \theta)] \right]^T \Sigma_{ee}^{-1} \left[ \ln \hat{z}_i - \ln[q(\hat{y}_i, \theta)] \right] \right]. \tag{4}
\]

where \( n \) corresponds to the number of measurements, i.e. \( n \) is equal to the length of \( \hat{z}_i \).

When multiple datasets are available and the different datasets are conditionally independent for given model parameters \( \theta \), the likelihood function \( L(\theta|D) \) describing all available datasets is the product of the likelihood functions of the individual datasets \( L(\theta|D_i) \):

\[
    L(\theta|D) = \prod_{i} L(\theta|D_i).
\]
\[ L(\theta|D) = \prod_i L(\theta|D_i). \]  \hspace{1cm} (5)

The plausibility of different realizations of the parameters \( \theta \) prior to obtaining data is expressed in terms of the prior distribution \( p(\theta) \). Following Bayes’ rule, the posterior distributions of the parameters \( \theta \) conditional on the observed data \( D \) is computed as:

\[ p(\theta|D) = c_E^{-1} L(\theta|D) p(\theta), \]  \hspace{1cm} (6)

whereby the constant \( c_E \) is referred to as the model evidence, which is calculated by integrating the likelihood function and prior distribution over the outcome space of the parameters:

\[ c_E = \int_{\theta} L(\theta|D) p(\theta) \, d\theta. \]  \hspace{1cm} (7)

Samples from the posterior distribution \( p(\theta|D) \) and an estimate of the model evidence \( c_E \) are here obtained using BUS (Bayesian updating with structural reliability methods) with subset simulation introduced by Straub and Papaioannou [21] and improved by Betz et al. [22]. The simulations are performed with conditional probabilities of each intermediate event of 0.1 and 3000 Markov chain Monte Carlo samples per subset level.

2.2 Model class selection

Each parametric system model along with the formulation of the likelihood function and the prior distribution of the parameters \( \theta \) form a model class \( M_i \). The evidence of each model class in a set of model classes \( \{M_i\}_{i=1}^m \) is proportional to the probability density of the data \( D \) conditional on the model class \( M_i \):

\[ c_{E|M_i} \propto p(D|M_i). \]  \hspace{1cm} (8)

For each model class \( M_i \), a prior probability \( \text{Pr}(M_i) \) can be assigned. This probability describes the relative plausibility of each model class within the set prior to obtaining any data from the real system. Applying Bayes’ rule anew, the probabilities of the model classes can be updated based on the available data \( D \):

\[ \text{Pr}(M_i|D) = \frac{p(D|M_i) \, \text{Pr}(M_i)}{\sum_{i=1}^m p(D|M_i) \, \text{Pr}(M_i)}. \]  \hspace{1cm} (9)

3 EXPERIMENT

To generate data from a real structural system subject to varying environmental conditions, the vibration response of a simply supported reinforced concrete (RC) beam was measured inside a climate chamber at varying ambient temperatures as shown in Figure 1.
3.1 Setup

The dimensions of the beam are 2.96 m × 0.2 m × 0.4 m (length/height/width). Based on experiments with identical beams and samples from the same concrete batch, the elastic modulus was determined as $E = 33$ GPa [23]. The beam is reinforced with two Ø16mm bars, with an effective distance of 48mm from the bottom and 60mm from the sides of the beam. No shear stirrups were used.

The intended analogy of the experiment is structural health monitoring by means of established operational modal analysis (OMA) methods. Due to its low length to height ratio and hence high eigenfrequencies, the beam is not easily excited by the ambient excitations present in the laboratory. To induce ambient excitation, an electromagnetic shaker was suspended from the beam and insulated from the climatic conditions in the chamber. This shaker generated white noise excitations in the frequency range from 30 Hz to 2000 Hz.

Six geophones – with a layout as illustrated in Figure 2 – were placed on top of the beam to measure vibration velocities. The data were acquired with a sampling rate of 5000 Hz and post-processed with a low-pass Butterworth filter with an order of 6 and a cutoff frequency of 1500 Hz.

The experiment was conducted in three stages: First, the vibration response of the uncracked beam was measured at five different temperatures $\{-25 \, ^\circ\text{C}, -5 \, ^\circ\text{C}, 5 \, ^\circ\text{C}, 25 \, ^\circ\text{C}, 40 \, ^\circ\text{C}\}$. Second, the beam was subject to a center point load of $F = 28$ kN to introduce cracks. Third, the vibration response of the cracked beam was measured at the same temperatures as in the first test series. Two temperature sensors were placed inside the beam. To ensure that a stationary
temperature field has been reached within the beam, the tests were only conducted when the readings of the temperature sensors inside the beam were within a ±1 K range of the target temperature.

The data acquired for the uncracked beam is referred to as dataset $D_1$, and the corresponding dataset obtained from the cracked beam is referred to as $D_2$.

![Plan view and Elevation diagrams](image)

**Figure 2:** Setup of the experiment with sensor locations and shaker.

### 3.2 Modal identification

For each run of the experiment, 10 minutes of data were recorded while the beam was excited by the shaker and analyzed with the established frequency domain decomposition (FDD) technique [24]. In Figure 3, the spectrum of the first singular value of the decomposition is shown within a range of 0 Hz to 200 Hz for the test conducted in the uncracked state at -5 °C. The third bending mode, which has been estimated to occur at ~390 Hz, could not be identified from the data. The spectrum of the first singular value is smoothed by applying a gaussian window function with a width of 1001 samples and a standard deviation of 250 samples. At 10 minutes (600 seconds) of data, the frequency resolution is 0.00167 Hz. Thus the window function has a width of 1.668 Hz and a standard deviation of 0.416 Hz in the spectrum.

The distinct double peak at ~40 Hz and ~45 Hz with identical mode shapes corresponds well to a system with a tuned mass damper (TMD). Such a system can be approximated as a two degree of freedom (DOF) system, whereby the two masses correspond to the modal masses of the beam and shaker. In the two closely spaced modes of the double peak, the two masses move in the same and in the opposite direction, respectively. Since only the beam is instrumented, the two identified mode shapes are indistinguishable. The mode shapes of these double-peaked first bending modes and the second bending mode at ~170 Hz of the same test run are displayed in Figure 4.
4 SYSTEM IDENTIFICATION AND MODEL CLASS SELECTION

Structural health monitoring of a structural system can be performed based on Bayesian model class selection in the following steps (see also [15]):

1) A set of \( m \) model classes is postulated, where each model class represents a possible state of the structural system. Embedded within the formulation of the likelihood function, these model classes contain deterministic physics-based models of the structural system, and probabilistic models of the model, measurement and statistical uncertainty. In addition, each model class includes the prior knowledge on the model parameters modelled by their prior joint probability distribution.

2) The probability distributions of the model parameters are then updated with observed data from the real system using Bayesian analysis.

3) The relative plausibility of the model classes conditional on the observed data is determined by means of Bayesian model class selection.

4.1 Temperature dependent properties

The proposed model classes consist of a sub-model for the temperature-dependent material properties, a mechanical sub-model, the formulation of the likelihood function based on the prediction error model and prior probability distribution the parameters of the model classes.

In the literature [25-27], the elastic modulus of concrete is modelled as linearly decreasing function of the temperature. Based on these models, a linear model for the temperature-dependent flexural stiffness is applied:

\[
EI(T) = EI_0 + \alpha \times T
\]  

(10)
whereby $EI_0$ is the flexural stiffness at 0°C in [MNm²] and $\alpha$ is the slope in [MNm²/K], while $T$ is the temperature in °C.

### 4.2 Model class 1: uncracked beam

Model class $\mathcal{M}_1$ represents the temperature-dependent uncracked beam. After the temperature dependent properties of the material – the elastic modulus – have been determined, the observable quantities are calculated with a mechanical sub-model. This mechanical sub-model is implemented via the finite element method (FEM) with the OpenSEES framework [28, 29]. The concrete beam is modelled with linear-elastic Euler-Bernoulli beam elements with a very high spatial resolution of 1cm. The flexural stiffness of these elements is assumed to be constant over the length of the beam with a value determined by Equation (10). To account for the damping effect of the suspended shaker, a single element, which is effectively acting as spring with a linear spring stiffness $k$, is suspended from the beam at the location of the suspension of the shaker. The mass of the shaker is applied as a point mass $m$ in the lower node of the beam element representing the suspension of the shaker. An illustration of the mechanical model is given in Figure 5.

Geometry and mass of the actual beam can be determined with high certainty and are hence modeled as deterministic values in this model class. The parameters of the temperature-dependency and mechanical sub-model are $\theta_{1,\text{sub}} = [EI_0 \quad \alpha \quad k \quad m]^T$.

![Figure 5: Illustration of the mechanical model embedded in model class $\mathcal{M}_1$](image)

In the current application, only the eigenfrequencies corresponding to the three identified modes are chosen as the observable modal properties of the structural system. Thus, a modal analysis of the finite element model is conducted, and the eigenvalues are expressed in terms of natural frequencies. The model can be parametrized in terms of the known input $y = T$ and written as:

$$q(y, \theta_{1,\text{sub}}) = q(T, EI_0, \alpha, k, m)$$  \hspace{1cm} (11)

Similar to the model in Equation (1), a multiplicative prediction error is chosen to relate the observable frequencies $z = [f_1 \quad f_2 \quad f_3]^T$ with the frequencies $q$ obtained from the modal analysis of the finite element model:

$$z = q(y, \theta_{1,\text{sub}}) \circ \exp(e)$$  \hspace{1cm} (12)

The prediction error jointly describes the uncertainty in (a) the vibration data, (b) the method used to extract the modal eigenfrequencies from the vibration data and (c) the eigenvalue analysis based on the FE model. Alternative formulations may adopt an additive error model and/or include information about mode shapes [10, 16-18, 20].

The random vector $e$ is a Gaussian vector with zero mean but covariance matrix $\Sigma_e$. It follows that the prediction errors $\exp(e)$ are also correlated. The pairwise correlation coefficient $\rho_e$ for the random variables in $e$ is assumed to be identical. The correlation matrix of $e$ can thus be written as:
\[ R_{ee} = \begin{bmatrix} 1 & \rho_e & \rho_e \\ \rho_e & 1 & \rho_e \\ \rho_e & \rho_e & 1 \end{bmatrix} \] (13)

In addition, all random variables in \( e \) are assumed to have an identical standard deviation \( \sigma_e \), so that the vector of standard deviations can be written as \( \sigma_e = [\sigma_e \ \ \sigma_e \ \ \sigma_e]^T \). This assumption simplifies the problem and conceals any possible differences in the prediction errors for the different observable outcomes, but it is justified for multiplicative errors, since higher harmonics of eigenfrequencies are multiples of the base eigenfrequency. If the discrepancy between model predictions and observations is dominated by model errors, the ratio of this discrepancy will be the same for all harmonics, resulting in identical prediction errors.

With these assumptions the covariance matrix \( \Sigma_{ee} \) can be determined as:

\[ \Sigma_{ee} = D_{ee} R_{ee} D_{ee} \] (14)

where \( D_{ee} = \text{diag}(\sigma_e) \) is the matrix of standard deviations. This approach effectively parametrizes the covariance matrix. The parameters \( \rho_e \) and \( \sigma_e \) of the prediction error model together with the parameters \( \theta_{1,sub} \) of the models describing the temperature dependence of the material properties and the mechanical behavior are the parameters of model class \( \mathcal{M}_1 \) denoted by \( \theta_1 = [E I_0 \ \alpha \ \kappa \ \m \ \sigma_e \ \rho_e]^T \). With the parametrization of the sub-models expressed as \( q(y, \theta_1) \) and the parametrization of the covariance matrix as \( \Sigma_{ee}(\theta_1) \), the likelihood function \( L_1(\theta_1|\mathcal{D}_{i,j}) \) describing the relation between the parameters \( \theta_1 \) and a single sub-dataset \( \mathcal{D}_{i,j} = (\hat{y}_{i,j}, \hat{z}_{i,j}) \), \( i = 1 \) (uncracked), \( 2 \) (cracked) and \( j = 1, \ldots, 5 \) can be formulated according to Equation (1):

\[ L_1(\theta_1|\mathcal{D}_{i,j}) = \frac{1}{\sqrt{(2\pi)^n \det[\Sigma_{ee}(\theta_1)]}} \times \exp \left[ -\frac{1}{2} \left[ \ln \hat{z}_{i,j} - \ln[q(\hat{y}_{i,j}, \theta_1)] \right]^T \Sigma_{ee}(\theta_1)^{-1} \left[ \ln \hat{z}_{i,j} - \ln[q(\hat{y}_{i,j}, \theta_1)] \right] \right]. \] (15)

Given that all five sub-datasets in each dataset \( \mathcal{D}_1 = (\mathcal{D}_{1,j})_{j=1}^5 \) or \( \mathcal{D}_2 = (\mathcal{D}_{2,j})_{j=1}^5 \) are conditionally independent for given parameters \( \theta_1 \), the likelihood function \( L_1(\theta_1|\mathcal{D}_i) \) describing the full dataset \( \mathcal{D}_i \), \( i = 1, 2 \) is given by (see also Equation (5)):

\[ L_1(\theta_1|\mathcal{D}_i) = \prod_{j=1}^5 L(\theta_1|\mathcal{D}_{i,j}) \quad \text{with} \quad i = 1, 2 \] (16)

Within a Bayesian framework, any prior knowledge on the parameters is quantified by the definition of the prior probability distributions of the parameters. Concerning the flexural stiffness \( EI_0 \) at 0 °C, the uncertainty in the geometry is by far outweighed by the uncertainty in the elastic modulus of the concrete. Based on the Probabilistic Model Code [30], the probability density function of the elastic modulus is modelled by a lognormal distribution with a coefficient of variation (c.o.v) 0.15. With a mean cross-sectional area of 0.2 m \( \times \) 0.4 m and a mean of the elastic modulus of 33 GPa (see Section 3), the mean of the prior distribution of \( EI_0 \) is determined as 8.8 MNm\(^2\).

In the literature [25-27], the slope of the temperature dependent elastic modulus are in the range of -0.3% K\(^{-1}\) to -0.8% K\(^{-1}\). For the present system with a flexural stiffness \( EI_0 \) of 8.8 MNm\(^2\), a normal distribution for the slope parameter \( \alpha \) with a mean of -0.01 MNm\(^2\) K\(^{-1}\) and a large c.o.v. of 0.5 is chosen.
The mass of the shaker including the construction for suspending the shaker is estimated to
be approximately 30 kg. Hence this parameter is modelled with a normal distribution with a
mean of 30 kg and a c.o.v. of 0.25.

Since the suspension the shaker does not consist of a single member but a series of members
joined by bolted connections, there is a high degree of uncertainty in the value of the equivalent
spring constant $k$, which is expressed through a high c.o.v. Preliminary calculations indicate a
range between 2.5 MNm and 4.0 MNm for the value of the spring constant. Negative values
are unreasonable, and thus a lognormal distribution with a mean of 3.5 MNm and a c.o.v. of 0.5
is chosen.

The standard deviation $\sigma_e$ of the prediction errors is assumed to follow a lognormal distri-
bution with a mean of 0.01 and a c.o.v. of 0.25. For the correlation $\rho_e$ of the prediction errors a
beta distribution with parameters $\alpha = 5$ and $\beta = 2$ is applied.

All parameters in $\theta_1$ are assumed to be statistically independent. An overview over the prior
distributions of the parameters $\theta_1$ is given in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution</th>
<th>Mean</th>
<th>c.o.v.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E/I_0$</td>
<td>Lognormal</td>
<td>8.8 MNm$^2$</td>
<td>0.15</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Normal</td>
<td>-0.01 MNm$^2$/K</td>
<td>0.5</td>
</tr>
<tr>
<td>$k$</td>
<td>Lognormal</td>
<td>3.5 MN/m</td>
<td>0.5</td>
</tr>
<tr>
<td>$m$</td>
<td>Normal</td>
<td>30 kg</td>
<td>0.25</td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>Lognormal</td>
<td>0.01</td>
<td>0.25</td>
</tr>
<tr>
<td>$\rho_e$</td>
<td>Beta (5,2)</td>
<td>0.71</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 1: Prior probabilistic models of the parameters $\theta_1$ of model class $\mathcal{M}_1$.

4.3 Model class 2: cracked beam

Model class $\mathcal{M}_2$ represents the temperature-dependent cracked beam. It is an extension of
model class $\mathcal{M}_1$ where the beam consists of two regions, an uncracked region with material
properties $EI_{0,1}$ and $\alpha_1$, and a cracked region with properties $EI_{0,2}$ and $\alpha_2$. The transition from
the uncracked to the cracked region occurs at symmetric locations of $x_D$ from the supports (see
Figure 6). Apart from these assumptions, model class $\mathcal{M}_2$ is analogue to $\mathcal{M}_1$ in the modeling
process and formulation of the likelihood function $L_2(\theta_2|\mathcal{D}_i)$, $i = 1,2$. The parameters of
model class $\mathcal{M}_2$ is $\theta_2 = \{EI_{0,1}, \alpha_1, EI_{0,2}, \alpha_2, x_D, k, m, \sigma_e, \rho_e\}^T$. An illustration of
the mechanical model of model class $\mathcal{M}_2$ is shown in Figure 6.

![Figure 6: Illustration of the mechanical model embedded in model class $\mathcal{M}_2$](image)

The prior knowledge on the cracked system corresponds to the prior knowledge of the
uncracked system. Therefore, the prior distributions of the parameters are identical except for
$EI_{0,2}$, $\alpha_2$, and $x_D$. It is assumed that the flexural stiffness $EI_{0,2}$ at 0 °C of the cracked region
follows a lognormal distribution with a mean of 80% of the mean of $EI_{0,1}$. The prior distribution
of the slope of the linear model of the temperature dependent stiffness is assumed to be alike for the uncracked and cracked region, resulting in identical priors for $\alpha_1$ and $\alpha_2$.

A normal distribution is assumed for the location of the transition of the uncracked to the cracked region $x_D$ with a mean located at the quarter points and a standard deviation of 20cm, resulting in a c.o.v. of 0.3. All parameters are assumed to be statistically independent with the exception of the flexural stiffness at 0 °C, $E_l_{0,1}$ and $E_l_{0,2}$, and the slope of the temperature-dependent stiffness, $\alpha_1$ and $\alpha_2$, which are each correlated with a correlation coefficient of 0.9. An overview over the prior distributions of the parameters $\theta_2$ is given in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution</th>
<th>Mean</th>
<th>c.o.v.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_l_{0,1}$</td>
<td>Lognormal</td>
<td>8.8 MNm²</td>
<td>0.15</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>Normal</td>
<td>-0.01 MNm²/K</td>
<td>0.5</td>
</tr>
<tr>
<td>$E_l_{0,2}$</td>
<td>Lognormal</td>
<td>0.8 × 8.8 MNm²</td>
<td>0.15</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>Normal</td>
<td>-0.01 MNm²/K</td>
<td>0.5</td>
</tr>
<tr>
<td>$x_D$</td>
<td>Normal</td>
<td>0.25 * 2.72m</td>
<td>0.3</td>
</tr>
<tr>
<td>$k$</td>
<td>Lognormal</td>
<td>3.5 MN/m</td>
<td>0.5</td>
</tr>
<tr>
<td>$m$</td>
<td>Normal</td>
<td>30 kg</td>
<td>0.25</td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>Lognormal</td>
<td>0.01</td>
<td>0.25</td>
</tr>
<tr>
<td>$\rho_e$</td>
<td>Beta (5,2)</td>
<td>0.71</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 2: Prior probabilistic models of the parameters $\theta_2$ of model class $\mathcal{M}_2$.

### 4.4 Results

The data gathered in the experiment are divided into two datasets: A dataset $\mathcal{D}_1$ with data collected from the uncracked beam at all five temperature levels $\{-25 ^\circ C, -5 ^\circ C, 5 ^\circ C, 25 ^\circ C, 40 ^\circ C\}$ and a dataset $\mathcal{D}_2$ with data collected from the cracked beam at the same temperature levels.

The posterior marginal distributions of the parameters $\theta_1$ of model class $\mathcal{M}_1$ conditional on the dataset $\mathcal{D}_1$ are shown in Figure 7 along with their prior distributions. Distinct peaks in the posterior distributions can be seen for the mass $m$ of the shaker and the stiffness $k$ of its suspension, as well as $E_l_0$, the flexural stiffness at 0 °C. These peaks show an information gain through the data while the modest change of the posterior marginal distributions of $\alpha$, $\sigma_e$, and $\rho_e$ compared to their respective prior distributions signify only limited information gain through the data.

The posterior marginal distributions of the parameters $\theta_2$ of model class $\mathcal{M}_2$ conditional on the dataset $\mathcal{D}_2$ are shown in Figure 8 along with their prior distributions. Here, the peaks in the posterior marginal distributions of the parameters are in general less sharp than in the previous case. This is plausible, since the mechanical sub-model with two regions contains more parameters and thus the space of possible solutions is larger. The uncertainty in all the parameters of the mechanical sub-model decreases. The area with the most plausible values of the parameter $x_D$, which defines the start and extend of the region with reduced stiffness, is between 0.80 m and 1.05 m. Visually observed cracks start at around 1.10 m from the supports from both sides. The observed crack spacing of 0.15 m corresponds to the effective length for the load transfer between reinforcement bars and concrete. The change of flexural stiffness is thus expected to occur at 1.10 m − 0.15 m = 0.95 m, which corresponds to the most plausible values of $x_D$.

The posterior probabilities of the model classes $\mathcal{M}_1$ and $\mathcal{M}_2$ conditional on the data are shown in Figure 9. A prior probability of $\Pr(\mathcal{M}_1) = \Pr(\mathcal{M}_2) = 0.5$ was assumed for both
model classes. The results show that – as expected – model class $\mathcal{M}_1$ is more plausible for data measured from the uncracked beam and model class $\mathcal{M}_2$ is more plausible for data obtained from the cracked beam.

Figure 7: Posterior marginal distributions of the model parameters for model class $\mathcal{M}_1$ conditional on the dataset $\mathcal{D}_1$ (data obtained in the uncracked state).

Figure 8: Posterior marginal distributions of the model parameters for model class $\mathcal{M}_2$ conditional on the dataset $\mathcal{D}_2$ (data obtained in the cracked state).
5 STRUCTURAL HEALTH MONITORING SCHEME

5.1 Strategy

One of the axioms of structural health monitoring states that damage detection requires the comparison of the current state of a system to an undamaged reference state [31]. To implement this situation, we first split the available data \( D \) into data from the reference state \( D_r \) and data from the current state \( D_c \), which contains all data after the reference state: \( D = (D_r \cup D_c) \).

Subsequently, two model classes are introduced: First, a model class is proposed, which assumes that for both the data from the current and reference states the beam is in the uncracked state. The likelihood function \( L_1 \) is applied to the whole dataset \( D \) and the priors for \( \theta_1 \) are chosen to be the same as above. This model class is identical with model class \( M_1 \).

A second model class denoted as \( M_3 \) is proposed, which assumes that the beam is uncracked in the reference state and cracked in the current state. This in effect applies the likelihood function \( L_1 \) to the data of the reference state and \( L_2 \) to the data of the current state. The parameters of model class \( M_3 \) and their prior distributions are identical to those of model class \( M_2 \). With \( EI_0 \equiv EI_{0,1} \) and \( \alpha_0 \equiv \alpha_{0,1} \), the parameters \( \theta_1 \) are a subset of the parameters \( \theta_2 \) and the likelihood function \( L_1 \) can thus also be written as a function of \( \theta_2 \).

The likelihood functions for the two model classes in this structural health monitoring scheme are formulated as:

\[
L_1(\theta_1|D) = L_1(\theta_1|D_r) \times L_1(\theta_1|D_c)
\]

\[
L_3(\theta_2|D) = L_1(\theta_2|D_r) \times L_2(\theta_2|D_c)
\]

5.2 Data

In the current structural health monitoring scenario, the datasets are assembled as follows: The data \( D_r \) obtained in the reference state comprises data measured from of the uncracked beam at five different temperature levels as summarized in Table 3. The data \( D_c \) measured in the current state consists of data measured from the uncracked beam at two temperature levels followed by data obtained from the cracked beam at five different temperature levels as also listed in Table 3.

As the monitoring of a structure progresses, more and more data are accumulated. For this reason, we denote \( D_{1:i} \) as the dataset which includes the individual datasets \( D_1 \) to \( D_i \), i.e. \( D_{1:i} = (D_1 \ldots D_i) \).
5.3 Results

In the same manner as before, a model class selection yields the relative plausibility of the states of the system conditional on the data. Model class $\mathcal{M}_1$ assumes that the beam is uncracked for all available datasets, i.e. it is uncracked in the reference state as well as in the current state. A difference between reference state and current state is made for model class $\mathcal{M}_3$, where the beam is assumed to be uncracked in reference state but cracked in the current state. This means that when – conditional on the data -- $\mathcal{M}_3$ is more plausible than $\mathcal{M}_1$, it is more plausible that the current state of the beam is cracked rather than uncracked.

As before, the prior probabilities of the model classes are assumed to be uniform, representing no prior preference for a specific model class.

With these priors and the evidences obtained from the system identification, for each dataset $\mathcal{D}_{1,i}$ a model class comparison can be conducted, expressing the plausible states of the system for the data acquired at different stages of the monitoring scenario. These model class comparisons are shown in Figure 10. It is apparent that in the reference state, for datasets $\mathcal{D}_{1:1}$ to $\mathcal{D}_{1:5}$, the two model classes are approximately equally plausible.

Datasets $\mathcal{D}_{1:6}$ and $\mathcal{D}_{1:7}$ include additional data from the uncracked beam. In this case, model class $\mathcal{M}_1$, which assumes an uncracked beam for the reference state and current state is far more plausible than model class $\mathcal{M}_3$, which assumes a cracked beam for the current state. For the subsequent datasets $\mathcal{D}_{1:8}$ to $\mathcal{D}_{1:12}$, which also include data from the cracked beam in the current state, model class $\mathcal{M}_3$ gradually becomes more plausible than model class $\mathcal{M}_1$, signifying that a cracked current state is more likely than an uncracked one.

![Figure 10: Plausibility of model classes $\mathcal{M}_1$ and $\mathcal{M}_3$ conditional on datasets $\mathcal{D}_{1,i}$.](image)

With the updated parameters of model classes $\mathcal{M}_1$ and $\mathcal{M}_3$ conditional on datasets $\mathcal{D}_{1:12}$, when all observations have been taken into account, the responses of the models can be predicted by using the posterior samples of the parameters as model input. These posterior predictions are shown in Figure 11 for $\mathcal{M}_1$ conditional on datasets $\mathcal{D}_{1:12}$ along with the data. In Figure 12, the posterior predictions for $\mathcal{M}_3$ conditional on datasets $\mathcal{D}_{1:12}$ along with the data.

<table>
<thead>
<tr>
<th>Beam state</th>
<th>Reference state, $\mathcal{D}_r$</th>
<th>Current state, $\mathcal{D}_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature $[^\circ C]$</td>
<td>+40</td>
<td>25</td>
</tr>
<tr>
<td>Dataset</td>
<td>$\mathcal{D}_1$</td>
<td>$\mathcal{D}_2$</td>
</tr>
</tbody>
</table>

Table 3: Datasets for the SHM scenario as a function of the beam state and temperature
6 CONCLUDING REMARKS

In the current paper, we address the issue of quantifying structural changes in a reinforced concrete beam amid varying environmental conditions based on monitoring data by postulating competing probabilistic models which explicitly describe the temperature-dependency of the structural properties. Each model represents a possible state of the beam. Bayesian model updating is applied based on modal information extracted from vibration data measured from the beam at various temperature levels inside a climate chamber. These updated models include a model of the temperature-dependent material properties and a quantification of the structural changes in the beam. The updated models enable robust predictions of the system responses [32].

By applying Bayesian model class selection, we successfully identify the plausible states of the beam. In a simplistic structural health monitoring scenario, which separates the data into a reference state and a current state and postulates different structural states for the current state, structural changes are detected and quantified.
In the current paper, modal eigenfrequencies were used as data. Additional modal properties such as modes shapes can be included in the analysis and are expected to provide additional information [10, 16-18, 20, 33]. Alternatively, a two-stage approach [34, 35] or time-domain output-only approaches [13, 19, 36] for Bayesian system identification can be applied.

The results presented in this paper are based on limited data and are thus promising for real structural health monitoring applications where more data are typically available. The approach of explicitly modelling the temperature-dependent properties of structural systems is especially beneficial when predicting the performance and condition of structures, which are significantly influenced by the temperature-dependent behavior of nominally non-loadbearing structural components such as ballasted tracks or asphalt layers. Our future work will include structures with nominally non-loadbearing components which (a) exhibit such a strong temperature-dependent behavior and (b) influence the static and dynamic response of the system.
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MONITORING MONOPILE PENETRATION THROUGH MAGNETIC STRAY FIELD MEASUREMENTS
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\textbf{Abstract.} Current methods to infer the penetration of a steel monopile during an offshore installation are rather inaccurate. Since a large number of foundation piles will be installed offshore in the coming years, a reliable technique to infer the penetration depth is vital. This paper proposes a non-contact method to monitor the pile progression into the seabed based on measurements of the magnetic stray field that permeates the air surrounding the structure, eliminating the necessity of a predefined pattern on the pile’s surface. A simple magnetisation model for the monopile is proposed from which the relative motion between the moving pile and a stationary magnetic field sensor can be extracted. Comparison between the measured and simulated stray field data show a promising correlation, providing the basis for the new non-contact monitoring technique that is applicable offshore.
1 INTRODUCTION

In the coming years, a large number of offshore wind farms will be commissioned in the North Sea. The most popular foundation type for wind turbines is the monopile [1], which is a cylindrical shell structure consisting of multiple steel sheets that are welded together. Currently, nearly all of these piles are gradually driven into the seabed by means of hydraulic impact hammers. Real-time knowledge of the pile penetration resulting from each hammer blow is vital to ensure safety during the installation process and to limit the amount of fatigue damage inflicted to the pile, since the energy of the blows can be adjusted accordingly based on the penetration speed. Moreover, after installation, the bearing capacity of the pile is estimated by measuring the pile’s response to a single axial impact in a so-called restrike test [2].

Several techniques currently exist to monitor pile penetration. By registering the acceleration with a sensor mounted to the pile, the penetration is computed by integrating the signal twice in time [3]. Disadvantages of this approach include the need to attach the sensor to the surface of the pile, which is a delicate and time-consuming process, and the error in the computed displacement that accumulates due to filtering choices and the integration of the acceleration signal. Alternative techniques rely on optical signals. One such method is to deduce the distance between the top of the pile and a reference level based on the time-of-flight principle [4]. However, in an offshore environment, a steady reference level is not available, since optical signals, instead of reflecting back to the detector, scatter as result of the surface waves at the water level. A different optical approach is to use a camera to track a predefined pattern that is applied to the surface of the pile, e.g. a black and white banded pattern. Several patterns have successfully been administered over the years, especially in the case of restrike tests [5–8]. These approaches share the necessity to prepare the surface of the pile with a distinct predefined visual pattern.

Ideally, a method to register pile penetration is based on a non-contact sensor, simplifying the deployment significantly. Furthermore, such an optimal method does not require any preparation of the pile’s surface to operate, i.e. no pattern has to be introduced. A method based on the magnetic stray field generated by a steel structure in the presence of the geomagnetic field could satisfy both of these criteria, since the stray field permeates the space surrounding the monopile. Hence, this paper investigates the feasibility to use the magnetic stray field to monitor the pile’s penetration during installation. To this end, first, stray field data measured during a full-scale onshore monopile installation are presented, examining change of the magnetic signature of the structure with increasing penetration depth. Second, the magnetic stray field of the structure is simulated by employing a simple model for the structure’s magnetic susceptibility that includes the presence of circumferential welds. Third, the possibility to utilise stray field measurements to determine the relative motion between the pile and a magnetic field sensor is discussed. Finally, the main conclusions of this work are summarised.

2 FULL-SCALE MEASUREMENT CAMPAIGN

During the installation of a steel monopile, the magnetic stray field has continuously been measured by means of a stationary magnetometer, which is mounted on top of a ground-based tripod. Since this concerns an onshore installation, a suitable reference level is available (ground level), allowing for a time-of-flight laser sensor to be employed to measure the pile’s penetration in conjunction with the magnetic stray field measurements.
2.1 Description of the set-up

A schematic of the set-up of the pile installation is presented in Figure 1a, which defines two coordinate systems: a cylindrical $r\theta z$-coordinate system—in which $r$, $\theta$, and $z$ denote the radial, the circumferential, and the axial directions, respectively—and a Cartesian $xyz$-coordinate system. The coordinate systems share their origin, which is located at the top of the pile. Table 1 lists the numerical values of the relevant parameters of the pile: the radius $R$, length $L$, and wall thickness $h$. The installed pile is composed of cylindrical steel sections with a height $b$ each, which are stacked on top of each other using circumferential welds. Before installation, the pile has been coated for corrosion protection, obscuring the exact locations of the welds. Despite the lack of visible confirmation, their positions relative to the pile top are known a priori. The distance $z_0$ reflects the shorter top segment of pile.

To determine the penetration, a time-of-flight distance sensor is attached to the sleeve of the hydraulic hammer, which is depicted in Figure 1b. The current penetration depth $\zeta$ is defined as the distance from lower end of the pile to the ground level, implying that the pile is fully embedded into the soil when $\zeta = L$. The initial penetration depth $\zeta_0$ is also listed in Table 1.

A biaxial magnetometer (type: HMC1022) registers the magnetic stray field while the pile gradually progresses into the soil with each hammer blow. It measures the two dominant components of the stray field: the radial $B_r$ and the axial $B_z$. Figure 1b shows the magnetometer mounted on top of a tripod. Its position $p$ relative to the ground is given by the offset from the pile’s surface $d_m$, the circumferential position $\theta_m$ and the height $a_m$ as specified in Table 1. A final parameter of importance is the direction and intensity of the geomagnetic field, of which the components expressed in the Cartesian $xyz$-coordinate system are $B_0 = [B_0^x \ B_0^y \ B_0^z]^T = [15 \ 10 \ -40]^T \mu T$, signalling that it has a predominantly downward component. For the current purpose, the external field is considered to be time and space invariant.

2.2 Magnetic stray field versus penetration depth

Figure 2 shows the magnetic stray field components plotted against the measured penetration depth $\zeta$. Both components of $B$ show a pattern that repeats every 3 m, which is caused by the circumferential welds in the pile. Compared to the fairly homogeneous material in between
### Table 1: Parameters of interest for the pile installed during the measurement campaign.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>0.6096 m</td>
</tr>
<tr>
<td>( L )</td>
<td>62.0 m</td>
</tr>
<tr>
<td>( h )</td>
<td>0.050 m</td>
</tr>
<tr>
<td>( b )</td>
<td>3.0 m</td>
</tr>
<tr>
<td>( z_0 )</td>
<td>0.5 m</td>
</tr>
<tr>
<td>( \zeta_0 )</td>
<td>48.62 m</td>
</tr>
<tr>
<td>( a_m )</td>
<td>1.5 m</td>
</tr>
<tr>
<td>( \theta_m )</td>
<td>300°</td>
</tr>
<tr>
<td>( d_m )</td>
<td>0.2 m</td>
</tr>
</tbody>
</table>

them, the welds have significantly different magnetic properties, resulting in a local reduction of the magnetic susceptibility, which in turn create distinct markings in the field. Furthermore, it is clear that the magnitude of the radial component \( B_r \) increases when the pile penetrates further into the soil, which can be attributed to the sensor approaching the top of the pile. Due to the repeated impacts of the hammer, the pile has become magnetised in the direction of the geomagnetic field. Since that field has a strong downwards component, the top of the pile resembles a magnetic south pole, i.e. a region in space where magnetic field lines appear to converge to. These two observations indicate that the geometry of the pile and the presence of the geomagnetic field create a distinct pattern in the magnetic stray field which might enable one to track the penetration from stray field measurements alone.

### 3 MODELLING OF THE STRAY FIELD

In this section, the magnetic signature of the pile is simulated to investigate whether the measured data can be captured by a simple model, which would serve as a basis to infer the current penetration depth of the pile from measured magnetic stray field data. To this end, an expression of the magnetic field at an evaluation point \( B(p) \) generated by the structure’s magnetisation \( M(r) \) is derived, in which \( r \) represents all points within the volume of the pile. By applying the same expression to the internal points of the structure in conjunction with a suitable magnetic constitutive equation, the magnetisation induced by the external field is determined. Subsequently, the measured magnetic stray field is reproduced with a proposed simple expression for the magnetic susceptibility.

#### 3.1 The stray field in the presence of an external field

Even though the external field is time and space invariant, the magnetisation of the pile will not be uniform due to the geometry of the structure, which leads to a significant demagnetising field [9]. To compute the magnetic field generated by the structure’s magnetisation, a numerical approach applicable to steel sheets is adopted [10], which assumes that the magnetisation component in the normal direction of the sheet (the radial component \( M_r \) in the current situation) is negligible.

By evenly subdividing the pile’s volume into \( N_\theta \) elements in the circumferential and \( N_z \) elements in the axial direction, the structure is discretised, and the total number of elements equals \( N = N_\theta N_z \). Under the assumption that the magnetisation is constant over each element and is concentrated at the element’s barycentre \( r_i \), i.e. \( M(r_i) \), the magnetic field at \( p \) is given
by a summation of the contributions from all elements:

\[
B(p) = \frac{\mu_0}{4\pi} \sum_{i=1}^{N} \oint_{\Gamma_i} M(r_i) \cdot n_i \frac{p - r_i}{\|p - r_i\|^3} d\Gamma_i,
\]

in which \(\mu_0\) denotes the magnetic constant, and \(n_i\) is the outward normal to the element’s boundary \(\Gamma_i\). By evaluating the integrals, the expression above is rewritten:

\[
B(p) = \mu_0 \sum_{i=1}^{N} G_i M(r_i) = \mu_0 G_p M,
\]

in which \(G_i\) contains the values of the evaluated integrals for each element. In the latter part of the expression, these contributions are condensed into a single matrix \(G_p\), and \(M\) is a vector incorporating the magnetisation components from all elements. Since the radial magnetisation component is deemed insignificant, \(M\) contains \(2N\) entries.

To express the magnetisation in terms of the prevailing magnetic field, an appropriate constitutive equation is required. For a (locally) isotropic material, a scalar magnetic susceptibility \(\chi\) suffices. Hence, the following implicit constitutive equation is employed:

\[
M = \chi \left( B_0 \frac{1}{\mu_0} + G_r M \right),
\]

in which \(G_r\) is a \(2N \times 2N\) matrix representing the non-local interaction of the structure’s magnetisation, which is obtained by substituting \(r_i\) for each element in Equation (2). Assuming that \(\chi\) is not a function of the magnetisation itself, rearrangement of the former relation yields

\[
M = \chi \left( I - \chi G_r \right)^{-1} \frac{B_0}{\mu_0},
\]
in which \( I \) is the \( 2N \times 2N \) identity matrix and \((\cdot)^{-1}\) denotes a matrix inversion. When the susceptibility is known, the structure’s magnetisation is computed by means of Equation (4); subsequently, the stray field at \( p \) is determined by employing Equation (2).

### 3.2 Model for the magnetic susceptibility

The experimental stray field data implies that the magnetic properties differ in the vicinity of the circumferential welds. Therefore, the following axial distribution of the magnetic susceptibility is proposed:

\[
\chi = \chi_0 - \chi_w \left( \sin \left( \frac{\pi (z - z_0)}{b} \right) \right)^n,
\]

where \( \chi_0 \) is the undisturbed susceptibility of the material, \( \chi_w \) is the reduction of the susceptibility due to the presence of the weld, \( b \) is the distance between each weld, \( z_0 \) is an offset to correctly position the welds along the pile axis, and \( n \) is an even power to localise the reduced susceptibility to a narrow range around the weld’s position. In this expression, \( b \) and \( z_0 \) are determined by the geometry of the pile alone, see Table 1. The numerical values of the remaining parameters have to be calibrated.

### 3.3 Simulated magnetic signature

To simulate the relative motion between the sensor and the pile, the stray field is evaluated along a line parallel to the axis of the pile, on which the evaluation points \( p \) are given in cylindrical \( r\theta z \)-coordinates by:

\[
p = \begin{bmatrix}
R + d_m \\
\theta_m \\
\zeta + a_m - L
\end{bmatrix},
\]

where \( \zeta = [\zeta_0, \zeta_0 + 8.6] \) m, which coincides with the recorded penetration range. For these parameters, the corresponding numerical values are presented in Table 1. The volume of pile is discretised in \( N_\theta = 25 \) and \( N_z = 300 \) elements. In this case, the penetration is measured independently, and the unknown parameters in the susceptibility can easily be calibrated to match the measured results: \( \chi_0 = 2100, \chi_w = 1600, \) and \( n = 20 \). Figure 3a shows the susceptibility distribution resulting from these values.

The two components of the simulated magnetic field are presented in Figure 3b along side the measured data. Please note that the modelled values are shifted with a constant to match the measured signal; this shift represents the exact background field at the sensor location. From the figure, it is clear that the trend in the measured data is captured correctly by the simulated data. Only \( B_z \) differs for lower values of \( \zeta \), which might be attributed to other material inhomogeneities affecting the susceptibility which are not accounted for in the present model. Nonetheless, the simple relation for the magnetic susceptibility that accounts for the presence of circumferential welds is able to reproduce the measured magnetic signature of the pile.

### 4 DISCUSSION

The correspondence between the simulated magnetic signature and the measurements indicates that the simple susceptibility formulation given in Equation (5) is sufficient to model the magnetic state of the pile after a proper calibration is applied. In this case, the penetration depth is measured, significantly simplifying the calibration, since a fixed reference is present. Normally, however, this reference measurement of the penetration is obviously not available;
Figure 3: Model results for the magnetic stray field. (a) Modelled magnetic susceptibility along the pile’s axis. (b) Modelled magnetic stray field versus the pile penetration compared to the measured data.

only the initial penetration depth is known to some extend. Therefore, the calibration should be founded solely on the measured magnetic field data. Fortunately, the welds create a distinct marking when they pass the sensor, e.g. a peak in the $B_z$ value. Accordingly, as the weld positions are known at the start of the installation, the model can be calibrated based on the passage of one of those fixed markings, perhaps even constantly updating the model while new data is collected.

Once the model is calibrated, the penetration depth can be inferred by comparing the measured stray field to the modelled one. However, the mapping between some values of $B$ and $\zeta$ is not unique (Figure 3b). Fortunately, the pile penetrates gradually into the soil; therefore, the penetration depth closest to the previous value should be selected. This additional step to extract the penetration depth from the magnetic data has not been elaborated yet, and it is left for future research.

The proposed method to monitor the pile’s penetration has two benefits compared to currently used monitoring techniques; it relies on non-contact measurements, and it does not require an artificial tracking pattern applied to the pile’s surface. In its current state, it only considers the magnetic stray field while the pile is unstressed. During the propagation of stress waves in the pile, reversible strain-induced magnetisation changes occur in conjunction to the changes related to the relative motion between the sensor and the pile, complicating the analysis considerably. Thus, the main application of the offered method is to monitor pile penetration during a full installation and not during a single hammer blow, e.g. a restrike test.

5 CONCLUSIONS

Based on magnetic stray field data collected during an onshore pile installation campaign, this paper proposes a new method to monitor the penetration of a steel monopile into the soil during pile driving. Contrary to state-of-the-art techniques, the proposed method is non-contact and does not require the introduction of an artificial pattern onto the surface of the structure. The latter is achieved by taking advantage of the naturally occurring pattern in the magnetic stray field as a result of circumferential welds in the pile. Furthermore, it is shown that this magnetic signature can be simulated by applying simple model for the magnetic susceptibility
proposed in this work. This modelled magnetic signature provides the basis for the method to monitor the penetration of a monopile during installation in real-time.
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Abstract. Vibration-based structural health monitoring (VSHM) employs vibration signals as observables from which inferences are made concerning the integrity of structural systems. More specifically, the premise of this work is to detect damage through changes in a set of features extracted from the vibration signals. A major challenge in this regard is that false positives may arise due to the influence of environmental and operational variabilities (EOVs). Environmental variabilities, e.g. shifts in temperature and humidity, introduce changes in mechanical properties. These changes are reflected in the vibration response and can reduce the probability of detecting damage in a structure. This paper conducts a comparative study between a novel semi-supervised damage detection approach and a well known cointegration-based scheme to deal with EOVs. The novel approach uses the pattern recognition capability of an artificial neural network (ANN) to learn how EOVs affect a Mahalanobis distance-based damage index in a reference state. The cointegration-based scheme seeks to mitigate the EOVs by computing stationary linear combinations of non-stationary output response signals. The merits of the damage detection methods are examined in the context of a mass-spring system, which is exposed to a simulated temperature field that renders the output response non-stationary. The system is analysed in a reference state and a perturbed state in which damage is emulated by reducing a single spring stiffness by 2%. Both methods are evaluated with the area under the curve (AUC) for receiver operating characteristic (ROC) and the false alarm rate. The results show that the ANN-based damage detection approach outperforms the cointegration-based one in this particular example.
1 Introduction

In most applications, structural health monitoring (SHM) systems consist of a sensor network that continuously collects information from a structure in order to extract damage sensitive features (DSFs) which can be used to assess the structural integrity. The DSFs can be evaluated by statistical or machine learning techniques to detect damage in the structure. Damage detection is a widely researched topic in the field of SHM. Researchers have used both numerical simulations and experimental setups to detect damage in different structures, see for instance [1–4]. One of the prevailing challenges in damage detection is to discriminate between structural damage and environmental and operational variabilities (EOVs) [5]. Environmental parameters that vary over time is for instance the temperature, which causes changes in stiffness, thereby globally affecting the structural response as shown by Alampalli et al. [6]. Sohn et al. [7] demonstrated that EOVs may camouflage the effects of structural damage and tend to increase the false alarm rate in damage detection.

Several methods have been proposed to mitigate the influence of EOVs under the framework of semi-supervised learning. Cross et al. [8] adopted the concept of cointegration, which is widely used in the field of econometrics to identify statistical relationship between non-stationary variables [9]. Within the field of SHM it operates on the premise that the EOVs induce non-stationarities in the DSFs. The concept was tested on a ten degree of freedom (DOF) mass-spring system where EOVs were introduced to render the output response non-stationary. Implementation of a cointegration scheme resulted in DSFs free from the effect of EOVs, and these DSFs were used to detect damage. Qadri et al. [10] applied cointegration to data from an operating Vestas V27 wind turbine blade. Artificial damages were introduced to one of the blades. It was demonstrated that cointegration successfully removed the effects of EOVs on DSFs. This led to detecting the smallest of the introduced artificial damages while the wind turbine was operating. Shi et al. [11] used a four DOF mass-spring system where EOVs were introduced on the stiffness. Additional stiffness variabilities were introduced by letting one spring behave distinctly from the other springs. A regime switching cointegration concept was proposed using the augmented Dickey-Fuller (ADF) test as a tool to detect damage.

Another method to mitigate the influence of EOVs consists of the use of machine learning techniques for vibration-based structural health monitoring (VSHM). Especially the use of artificial neural networks (ANNs) has gained attention among researchers in the field of SHM in the past decade. Nevel et al. [12] highlighted the advantage of using ANNs in a semi-supervised approach for damage detection in a railway bridge. A numerical experiment using a three-dimensional finite element model was set up and two different damage scenarios were simulated. ANNs were trained with acceleration response on the healthy bridge and used in a prediction model. The prediction error was served as a damage index. The resulting indices were compared to a damage detection threshold to discriminate between different levels of structural states.

This paper presents a comparative study between a novel ANN-based damage detection method recently proposed by Movsessian et al. [13] and the cointegration-based damage detection concept proposed by Cross et al. [8]. The two methods are evaluated in the context of a six DOF mass-spring system which is exposed to a stochastic temperature field. Damage is emulated by reducing the stiffness in one of the springs. Additional, random local variabilities (i.e. to simulate discrepancies at different stiffness locations) in two of the six springs are introduced to the system. The paper is organized such that section 2 introduces the two damage detection methods, followed by the case study in section 3. Concluding remarks are provided.
in section 4.

2 Methods

2.1 Artificial neural networks

ANN is a mathematical model widely used in the field of artificial intelligence due to its strong pattern recognition capability [14]. The structure is expressed in a mathematical model as shown in Fig. 1. A neuron receives a set of inputs \( \vartheta_j, j = 1, \ldots, n \) and this results in a single output. The input values are scaled by weights \( w_i \) and summed to be passed through the activation function.

\[
\vartheta_i^{(k)} = f(z_i^{(k)}) = f \left( \sum_j w_{ij}^{(k)} \vartheta_j^{(k-1)} \right)
\]  

(1)

The training of an ANN is an adjustment of the connecting weights \( w_{ij} \) with the aim to minimize the mean squared error (MSE) between the target and the prediction. The MSE is computed from the output layer backwards. The learning algorithm to reduce the training error is the Bayesian regularization backpropagation as presented by MacKay [16].

2.1.1 Artificial neural networks for mitigating EOVs in damage detection

In the context of continuous monitoring systems, the data from the past and the present is available. To build a regression model by semi-supervised learning for continuous monitoring, DSFs \( f_t \) are gathered in a matrix \( F = [f_1, f_2, \ldots, f_t, \ldots, f_M], F \in \mathbb{R}^{L \times M} \), where \( L \) is the length of the DSF vector and \( M \) is the number of observations. To provide the ANN regression model
a learning target, the features are labeled by the Mahalanobis distance (MD) Eq. (2):

\[
d_t(f_t, \mathbf{S}) = \sqrt{(f_t - \mu_\mathbf{S})^T \Sigma_{\mathbf{S}}^{-1} (f_t - \mu_\mathbf{S})}
\] (2)

where \(d_t(f_t, \mathbf{S})\) is the MD between the observation \(f_t\) and the DSF matrix \(\mathbf{S} \in \mathbb{R}^{L \times E}\) with \(E \leq M\), \(\mu_\mathbf{S} \in \mathbb{R}^L\) is the mean of the observations in \(\mathbf{S}\) and \(\Sigma_{\mathbf{S}} \in \mathbb{R}^{L \times L}\) is the covariance between observations in \(\mathbf{S}\). Using the labeled feature matrix, a regression model can be build by training the ANN with the DSF vector \(f_t\) and the target \(d_t(f_t, \mathbf{S})\). For the semi-supervised framework, the ANN function \(f_{nn}(\cdot)\) is trained exclusively with observations from a healthy system and their target (label). Let us define the prediction error \(\hat{d}_t\) as the new damage index shown in Eq. 3:

\[
\hat{d}_t = \frac{f_{nn}(f_t)}{d_t(f_t, \mathbf{S})}
\] (3)

where the ANN mapping function \(f_{nn}(\cdot)\) is learning a unique relationship between the features from the healthy system and its target calculated by the MD metric. If an unlearned relationship between the features and the target occurs, due to e.g. damage in the system, an increased prediction error is expected.

### 2.2 Cointegration for mitigating EOVs in damage detection

In this study, cointegration is used to compute a linear combination of non-stationary variables in which the EOVs are mitigated. As such, the operating premise is that the EOVs govern the non-stationary behaviour. A brief introduction of cointegration is provided, for a detailed explanation on the method the reader is referred to Cross et al. [8]

The premise of cointegration is to fit a set of non-stationary variables to a \(p\)-order vector auto-regressive (VAR) model described as:

\[
f_t = \sum_{i=1}^{p} A_i f_{t-i} + \epsilon_t \quad \epsilon_t \sim \text{NID}(0, \Sigma_{\epsilon})
\] (4)

where \(A_i, i = 1, \ldots, p\) represents the coefficient matrices and \(p\) is the number of lags. \(f_{t-i}\) is the DSFs that is sought to cointegrate and \(\epsilon_t\) is normally and identically distributed (NID) white gaussian noise. The VAR model in Eq. (4) is re-written and formulated as a vector error correction model (VECM) defined by:

\[
\Delta f_t = \mathbf{\Upsilon} f_{t-1} + \sum_{i=1}^{p-1} \Gamma_i \Delta f_{t-i} + \epsilon_t
\] (5)

where \(\mathbf{\Upsilon} \in \mathbb{R}^{L \times L}\) and \(\Gamma_i \in \mathbb{R}^{L \times L}\) are the matrices defined as:

\[
\mathbf{\Upsilon} = -I_L - A_1 - A_2 - \cdots - A_p
\]

\[
\Gamma_i = A_{i+1} + A_{i+2} + \cdots + A_p \quad i = 1, \ldots, p - 1
\]

If the DSFs in \(f_t\) are cointegrated, then matrix \(\mathbf{\Upsilon}\) is rank deficient. In that case, the matrix can be decomposed as the product of two matrices:

\[
\mathbf{\Upsilon} = \mathbf{U} \mathbf{V}^T
\] (6)
where $U, V \in \mathbb{R}^{L \times R}$ are matrices spanning the column and row spaces of $\Upsilon$, respectively. The cointegration vectors are found in $V$ and can be used to project the non-stationary variables into stationary residuals by a linear transformation:

$$z_t = V^T f_t$$

where the ADF test is carried out by testing a null hypothesis of the residuals in $z_t$ having a unit-root [17]; if a unit-root is present, then the residual is a non-stationary process and will not be suitable for damage detection. The process is carried out for each residual where the one that constitutes stationarity are used for further examination.

### 3 Case study

The present section is intended to demonstrate the two aforementioned methods on the six DOF mass-spring system presented Fig. 2. The system consists of six springs that are connected to six masses and fixed at one of the ends.

![Figure 2: A six DOF mass-spring system.](image)

In this case study, we consider the six natural frequencies of the system as the DSF vector $f_t = [s_1(t), s_2(t), ..., s_6(t)]^T$ where $s_i = \frac{\sqrt{k_i}}{2\pi}$, with the $\lambda$ being the eigenvalues in Eq. 8:

$$(K_\alpha - \lambda M)\theta = 0$$

with a constant mass matrix where $m_i = 2$. To simulate the effect of EOVs on DSFs, the stiffness of the system is exposed to the temperature field $u(t)$ shown in Fig. 3a. Additionally, stiffness $k_2$ and $k_5$ are exposed to random changes. The $K_\alpha$ is the affected stiffness matrix expressed as:

$$K_\alpha = (-u(t) + C)K$$

where $C$ is a random constant value that maps the expression $(-u(t) + C)$ to a positive value. For this study $C = 80$. $K$ is the stiffness matrix that holds the $k_i$ coefficients defined as:

$$k_1 = k_3 = k_4 = k_6 = 2$$

$$k_2 = 2r_2(t)$$

$$k_5 = 2r_5(t)$$

where $r_2(t) \neq r_5(t)$ are independent and uniformly distributed random values with $r_{2,5}(t) : [1 - \alpha > r_{2,5}(t) < 1 + \alpha]$ and $0 \leq \alpha \leq 1$. The eigenvalue problem is then solved $M$ times, where $M$ is the total amount of observations.
In this case study, the eigenvalue problem is solved for a total of 5000 observations: The first 4500 observations are from a system in a healthy state and the remaining 500 refer to a system in a damaged state. The damage is emulated by decreasing $k_3$ by 2%. The summary of the number of observations used for semi-supervised learning is presented in table 1. To simulate the measurement noise, white Gaussian noise with 90dB signal to noise ratio is added to the natural frequencies. Observations 1 to 4000 were used for training. Both methods, ANN- and cointegration-based damage detection are tested using observations 4001 to 5000; of which the

Table 1: Summary of observations used for training, testing and damage detection

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Stiffness reduction</th>
<th>Stiffness parameter</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>-</td>
<td>-</td>
<td>1 to 4000</td>
</tr>
<tr>
<td>Testing</td>
<td>-</td>
<td>$k_3$</td>
<td>4000 to 4500</td>
</tr>
<tr>
<td>Damage</td>
<td>2%</td>
<td>$k_3$</td>
<td>4501 to 5000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total 5000</td>
</tr>
</tbody>
</table>
first 500 are from the healthy state and the remaining from the damaged state. The performance, by means of area under the curve (AUC) of the receiver operating characteristic (ROC) and false alarm rate, of the damage detection methods is evaluated based on observations 4501 to 5000 where the damage is present.

### 3.1 The effect of EOVs

To illustrate the effects of EOVs, the MD-based damage index $d_t(f_t, S)$ is calculated, where $S \in \mathbb{R}^{6 \times 4000}$ and $S$ is based on the first 4000 observations from a healthy system, see Fig. 4. The damage detection threshold is assigned based on 2% allowed outliers for the first 4000 observations. Evidently, the MD-based damage index follows a trend which hinders the discrimination between damage and EOVs.

![Figure 4: MD-based damage index for $\alpha = 0.15$](image)

### 3.2 Mitigating the effect of EOVs

To train the ANN the prediction target is calculated by the MD-based damage index with $S \in \mathbb{R}^{6 \times 500}$ representing the first 500 observations. The ANN is trained with observations from 501 to 4000 which are randomly shuffled. The hyperparameters for the ANN can be found in Appendix A. As shown in Fig. 5 the prediction deviates from the calculated MD once the stiffness reduction is introduced. The prediction error is calculated as per Eq. (3) and used as a new damage index shown in Fig. 6a.

In the cointegration-based approach, the first cointegrating vector that is associated with the highest singular value (i.e. the value that is associated with ‘most stationarity’) is used to project the natural frequencies into one stationary residual. Evidently the trend is removed as can be observed by comparing Fig. 4 to the cointegration results in Fig. 6b. Due to the additional local variabilities in the stiffness matrix, damage is not clearly separated from observations of the system in a healthy state.
Figure 5: MD and predicted MD by ANN.

Figure 6: (a) The prediction error $\hat{d}_t$ using ANN calculated as per Eq. (3). (b) Cointegration residuals $z_t$. Both methods are evaluated for $\alpha = 0.15$.

3.3 Evaluating scenarios with different local variabilities

Eight different scenarios are analysed with $\alpha$ ranging from 0 to 0.35 where $\alpha = 0$ indicates that no local random variabilities are added. By increasing the $\alpha$ value by 0.05 step-wise to 0.35
different scenarios of random variabilities in spring $k_2$ and $k_5$ are introduced. The performances of the methods are evaluated for their ability to first detect healthy-test observations, and second to detect damage. False alarm rates are calculated to evaluate the methods’ ability to identify new healthy observations as healthy whilst the AUC of ROC is calculated to assess the performance rate of damage detection with respect to the healthy-test observations. The results are presented in Fig. 7.

$$\begin{align*}
\text{False alarm rate for healthy - test observations} \\
\text{AUC for healthy - test and damaged observations}
\end{align*}$$

(a) 

(b)

Figure 7: (a) Evaluating performance of the two methods by AUC and (b) false alarm rate for increased $\alpha$ values.

For $\alpha = 0$ the methods perform similar when evaluated by the AUC and false alarm rate. As the $\alpha$ increases, the results indicate a higher or equal performance rate in all cases for the ANN-based damage detection.

4 Discussion

The study demonstrates that both methods are capable of removing environmental trends. Although local variabilities are added to the mass-spring system, the false alarm rate for test observations does not exceed 5% for cointegration-based damage detection and 1% when applying ANN-based damage detection. These results are acceptable considering that 2% false alarm rate is allowed. Nevertheless, the AUC is approaching 0.5 in the case of cointegration when increasing the amount of local variabilities. Increasing the local variabilities does not affect the damage detection performance rate when applying ANN and the AUC is close to 1 in
all cases. The methods show similar results if no additional local variabilities are introduced. For this case, the cointegration approach is preferred due to its interpretability. However, if the mass-spring system is exposed to local variabilities in the stiffness, the ANN-based damage detection yield a higher performance rate by learning the pattern of EOVs for this particular case study. Nevertheless, there is a trade-off with the loss of interpretability inherent in this type of method.

Furthermore, this comparative study is limited to the six DOF mass-spring system defined in section 3 and requires further research. This field could benefit from two streams of research: one where the amount and location of variabilities are further investigated on a simulated system, and another where the methods are tested in real applications.

5 Conclusion

The work presented in this paper compared a novel ANN-based damage detection method in a semi-supervised framework to a well known cointegration approach for mitigating EOVs in damage detection. The methods were tested on a six DOF mass-spring system. The global stiffness of the system was exposed to a stochastic temperature field and additional random variabilities in two of the six springs. Both methods used the natural frequencies as DSFs and were evaluated for their capability to identify healthy-test observations and the emulated damage in the system. Comparing the performance of the two methods on a system exposed to EOVs, the ANN-based damage detection yielded a higher performance rate in terms of AUC and false alarm rate.
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## A Artificial neural networks hyperparameters

Table 2: Neural network hyperparameters

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Training algorithm</td>
<td>Bayesian Regularization</td>
</tr>
<tr>
<td>Hidden layers</td>
<td>10</td>
</tr>
<tr>
<td>Neurons per hidden layer</td>
<td>10</td>
</tr>
<tr>
<td>Activation function hidden layers</td>
<td>Hyperbolic tangent sigmoid transfer function</td>
</tr>
<tr>
<td>Activation function output layer</td>
<td>Linear transfer function</td>
</tr>
<tr>
<td>Marquardt adjustment parameter $\mu$</td>
<td>0.005</td>
</tr>
<tr>
<td>Increase factor for $\mu$</td>
<td>10</td>
</tr>
<tr>
<td>Decrease factor for $\mu$</td>
<td>0.1</td>
</tr>
<tr>
<td>Maximum number of epochs to train</td>
<td>3000</td>
</tr>
</tbody>
</table>
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Abstract. At the Bundesanstalt für Materialforschung und -prüfung (BAM) full scale specimens for nuclear transport and storage containers (casks) are tested for their structural integrity in a series of drop tests on the Test Site Technical Safety in Horstwalde, 50 km south of Berlin. These drop tests cause a major stress not only on the casks, but also on the steel tower structure of the test facility, itself. The load pattern makes the structure very interesting for detailed investigation. The focus of the monitoring lies on the bolted joints of the flange connections that are a typical connection for cylindrical elements if welding is technical or economical unfavorable. The definition of the monitoring takes was done by investigating the existing documents and inspection results accompanied by building an initial digital representation of the structure, consisting of two finite element (FE) models and a geometrical 3D point cloud representation. As a first step the structures behavior during static and dynamic loading was analyzed using measurement data and an updated numerical FE Model. The idea behind is to use models for a digital planning and operation/evaluation of the structural health monitoring. A static FE simulation and a dynamic FE simulation are generated, to investigate how the structure behaves under the load conditions.
1 INTRODUCTION

At the Bundesanstalt für Materialforschung und -prüfung (BAM) full scale specimens for nuclear transport and storage containers are tested for their structural integrity in a series of drop tests on the Test Site Technical Safety in Horstwalde, 50 km south of Berlin. These tests are realized by means of the 200 t drop test facility that was put in operation in 2004 [1]. Since 2004 drop tests were done with varying drop weights up to 180 t. These drop tests cause a major stress not only on the containers to be tested, but also on the steel tower structure of the test facility, itself. During a drop test the tower structure is affected by three load conditions: quasi-static increasing load of the structure until the container left the ground, transient dynamic release of the load and the impact of the container on the target causing ground vibrations with reactions in the tower foundations as well.

The operational loads are below any critical limits for the structure according to the standards that were considered during the design of the structure. However, it is a matter of concern if the unique loading of the drop tests is covered adequately by the considered design procedure, especially for tests with low drop heights. The load regime of the tower is very well known for each drop test. After almost 16 years of operation a details inspection of the structure revealed a loss of the tension in some of the prestressed bolted joints that are fastened with more than 1000 high-strength prestressed bolts of the strength class 10.9. The required scheduled maintenance made it possible to investigate the structures behavior and to start a continuous monitoring by installing a structural health monitoring system (SHM) for the identified deficiencies. The goal of this research is to define a proper workflow for the implementation of a digital twin monitoring task for a well-defined aspect of an existing structure. The focus of the monitoring lies on the bolted joints of the flange connections that are a typical connection for cylindrical elements if welding is technical or economical unfavorable. The definition of the monitoring takes was done by investigating the existing documents and inspection results accompanied by building an initial digital representation of the structure, consisting of two finite element (FE) models and a geometrical 3D point cloud representation. The idea behind is to use models for a digital planning and operation/evaluation of the structural health monitoring. A static FE simulation and a dynamic FE simulation are generated, to investigate how the structure behaves under the load conditions.

The contribution deals with the introduction of this highly interesting dynamically loaded structure, a presentation of test results and related numerical simulation as well as with the conception and implementation of a SHM system.

2 DROP TEST TOWER STRUCTURE AND OCCURRENCES

The large drop test facility consists of a 36 m high drop tower of steel pipe construction; at the top of this tower is a small cabin with a 200 t hoist, with a maximum hook height of 30 m. Below this drop tower is a 24 m x 20 m integrated test hall (steel frame construction independent from the drop tower) with an 80 t portal crane, rolling gates and a roof that can be removed if a cask is connected to the hoist. The impact pad is constructed as an unyielding target realized by reinforced concrete block with dimensions 14 m x 14 m x 5 m depth, with a mass of 2,600 t, and with an impact pad made of steel plates 10 m x 4.5 m x 0.22 m connected to the target with anchor bolts. This construction fulfills the requirements of the International Atomic and Energy Agency (IAEA) [2]. Figure 1 shows the complete drop test facility and the special container detachment device that was designed by BAM to ensure a momentum free release of the specimen. Its construction is based on a hydraulic mechanism rupturing a steel bolt. The construction of the facility was finished in August 2004 with the static overload test of the whole lifting equipment by lifting weight of 250 t.
In 2018, after 16 years of operation a regular inspection of the facility found loose bolts at the crane way. For this reason, a detailed inspection of the global structure with specific investigations of the high-strength prestressed bolts at the tower structure was initiated. A selection of seven high-strength prestressed bolts at relevant steel connections of the structure have been examined. The bolts have been unscrewed and the release torque has been measured. Four of the seven bolts showed a reduced released torque. The reasons for the occurrences were not very clear, but dynamic loads induced by more than 150 drop tests performed seem to have an important effect on the prestressed joints of the tower construction. The typical connections at the structure are flange joints and gusset plate joints, see Figure 2.

The actions derived from the inspection was to replace the loosened bolts and to develop a monitoring strategy that continuously observes the structure during all operating conditions.

3 DEVELOPMENT OF A MONITORING STRATEGY

The goal for a structural health monitoring is to deliver precise and updated measurements and information of the structure that can be used to assess and predict the current structural condition of the monitored aspect and supports the upcoming inspections with additional insights. The typical process of the design of a monitoring system, like in [3], has been applied but expanded by the implementation of digital models from the start of the design process, see Figure 3.
In parallel to the design of the measurement concept several digital models of the structure have been developed. The models were several implicit and explicit FE models and BIM model extracted from a 3D point cloud. These models were used to organize the existing data from the visual inspection and from the drawings and to develop a better general understand of the static and the dynamic behavior of the structure and substantial helped to plan the monitoring setup and place sensors. The models were used during the installation phase as planning documents for the monitoring as well as the installation documentation.

The concept of the monitoring covers the following objectives to assess the structure under the testing loads with a long-term monitoring system, see 1. To cover all this monitoring objectives six monitoring tasks with a specific sensor layout has been planned and later realized at the drop tower of BAM, see Table 2.

<table>
<thead>
<tr>
<th></th>
<th>global static behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>static deflection behavior of the structure under load</td>
</tr>
<tr>
<td>2</td>
<td>influence of the temperature distribution on thermal stress</td>
</tr>
<tr>
<td>2-a</td>
<td>long term pretension losses</td>
</tr>
<tr>
<td>2-b</td>
<td>pretension losses due to drop tests</td>
</tr>
<tr>
<td>2-c</td>
<td>transient bolt prestress force variation during a drop test</td>
</tr>
<tr>
<td>3</td>
<td>dynamic vibration characteristics</td>
</tr>
<tr>
<td>3-a</td>
<td>structural damage detection based on ambient vibration behavior</td>
</tr>
<tr>
<td>3-b</td>
<td>transient vibration pattern of tower and tower foundation during a drop test</td>
</tr>
</tbody>
</table>

Table 1 Identified objectives for the SHM of the BAM drop tower

The monitoring task M covers the metrological conditions of the drop tower. The wind speed, wind direction and the air temperatures at the top and the middle of the tower are continuously measured. On the north facing side of the tower along the southern tower leg, which is full exposed to the sun light, the surface temperature of the steel is measured. In addition, halfway up on all four tower legs, the temperature is measured, too. By the combination of both setups a horizontal and a vertical temperature gradient can be calculated. The detailed temperature measurement is also necessary for an additional temperature compensation of the strain measurements of monitoring task RF and all temperature related effect on the structure, the sensors and the algorithms. The monitoring task RF wants to evaluate the thermal strain at the four corner brackets where the vertical tower legs snap off into the pyramid ridge. This position is
expected to be most influenced by the thermal stress. At each tower leg four strain gauges are installed along the circumference of the steel tube below the corner bracket in longitudinal direction. This setup allows to recognize longitudinal strain due to the test loads but also temperature induced bending strain. The monitoring task RF also deals with the dynamic response of the tower. Together with additional strains gauges at the tower legs near the tower foundations the compression waves that travel through the structure caused by the cask release and the impact on the test foundation during the drop tests will be recorded with a high sampling rate. Especially for low drop heights, the release impulse and the impact impulse can superposition, as the release impulse in independent from the drop height.

<table>
<thead>
<tr>
<th>monitoring task M (meteorology)</th>
<th>monitoring task G (global deformation)</th>
<th>monitoring task SVD (dynamic bolt pretension)</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Diagram M]</td>
<td>![Diagram G]</td>
<td>![Diagram SVD]</td>
</tr>
<tr>
<td>temperature sensor</td>
<td>position captured by 3D point cloud</td>
<td>force washer</td>
</tr>
<tr>
<td>wind speed / direction</td>
<td>displacement sensor</td>
<td></td>
</tr>
<tr>
<td>1-a, 1-b, 2-a, 3-a, 4</td>
<td>1-a, 4</td>
<td>2-a, 2-b, 2-c, 4</td>
</tr>
<tr>
<td>monitoring task RF (thermal stress)</td>
<td>mon. task SSDD &amp; BD (dynamics &amp; damage detection)</td>
<td>monitoring task SVS (static bolt pretension)</td>
</tr>
<tr>
<td>![Diagram RF]</td>
<td>![Diagram SSDD]</td>
<td>![Diagram SVS]</td>
</tr>
<tr>
<td>strain gauges setup of 4</td>
<td>biaxial accelerometer</td>
<td>ultra-sonic force transducer</td>
</tr>
<tr>
<td>single strain gauge</td>
<td>uniaxial accelerometer</td>
<td></td>
</tr>
<tr>
<td>1-b, 2-a, 3-b, 4</td>
<td>uniaxial geophone</td>
<td></td>
</tr>
<tr>
<td>3-a, 3-b, 4</td>
<td>2-a, 2-b, 4</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Overview of the sensor setup for each monitoring task and the related monitoring objective.
The structural dynamics under ambient excitation (e.g., wind) are periodically recorded to identify possible changes in the vibration characteristics that indicate a possible damage by stochastic subspace damage detection, see [4] and with special regard to an uncertain reference, see [5]. The damage detection of monitoring task SSDD relies on four biaxial accelerometers, one at each pyramid ridge. During the drop test additional accelerations are measured in the crane house (triaxial), the test foundation (uniaxial) and vibration velocities at the tower foundations with geophones (monitoring task BD). This data can be evaluated by probabilistic methods, like [6] or robust modal analysis algorithms, like [7].

The main interest based on the observation from the tower inspection is the loss of pretension in the high tensile prestressed bolts. The long-term monitoring is carried out by an ultra-sonic monitoring system that records the tension of eight bolts at the flange joint at the corner bracket every 10 minutes (monitoring task SVD). So, it is possible to compare the bolts condition before and after a drop test and the long-term behavior. The force washers of monitoring task SVD are an independent system for the pretension measurements with a much higher dynamic and time resolution so that the transient forces of the drop test can be recorded. This conventional force measurement has the drawback of a quite large influence of the bolt connection, because much longer bolts are needed and it acts like additional washers in the connection. The ultra-sonic pretension measurement of SVD preserves the native connection that’s used in all the flange joints at the corner brackets. Regarding the temperature effects and the prestress development both systems can be compared by symmetrical installed measurement bulds at different tower legs.

The monitoring task G observes the global deformation behavior of the structure in a single measurement campaign, where a laser scanner was used two-fold: First, to obtain point clouds of the whole structure under investigation to yield information to create a digital twin. Therefore, several static positions were used to obtain 3D point clouds, which were in the analysis referenced in a unique coordinate system by means of artificial targets. Second, a 3D point cloud by a single position was acquired during a specific load scenario of the structure. In detail, 3D point clouds for two epochs were acquired: the zero epoch without any load and the epoch under a specific load. This acquisition setup supports the estimation of deflections with a focus on the vertical component to learn about the impact of the load on the behavior of the structure. Literature can be found similar experiments for, e.g., infrastructure objects like bridges, see [8] and [9]. A long-term measurement of the deflection of the tower under test loads and temperature influences by means of an optical distance sensor will follow.

4 DIGITAL TWIN CALIBRATION AND MEASUREMENTS

The concept of a digital twin is multidisciplinary method for a comprehensive physical and functional description of an engineering component, system or network in all phases of the lifecycle beginning from the draft to the dismantling including all information that can be useful in each lifecycle phase. Special interest lies in the operation phase where inspection tasks can be optimized by fusing simulated system behavior and failure predictions with real world input parameters and system responses. For civil engineering the verification of the real operation condition, especially in a probabilistic way, like in [10] is an essential task during the long service lifetime of decades.

An efficient 3D object capturing to yield a digital representation or digital twin of nearly arbitrary objects can be realized by using a laser scanner. Millions of single, spatial closely distributed 3D points represent the object of interest. These so-called 3D point clouds carry next to the spatial information, information about the reflectivity by backscattered intensity values and optional color values obtained by a -nowadays- integrated digital camera.
The working principle of the laser scanner is according to the polar measurement principle. This is characterized by an immediately 3D dimensional, direct centric data acquisition with a high spatial resolution of a few millimeters. The most important characteristics of laser scanner is the area-based object acquisition by a remote position, thus no need to directly access the object under investigation since the range measurement is performed reflectorless. There is not special need for a specific structure on the object as if it is mostly necessary for a photogrammetric data acquisition. Supported by the area-based acquisition a proper data analysis is able to deliver information about deformations ranging up to one digit millimeter level. The 3D point cloud of an existing structure can be converted into a reduced digital model, which can be a BIM model for a specific BIM platform. Although mainly used for the design, planning and construction in the BIM context the common data environment (CDE) fulfils this requirement of a single source of truth (SSoT) and allows the interchangeability of the model information, and enables continuous updating of information based on a central data hub between all involved specialist, see [11]. The CDE seems to be the data resource for the Digital Twin in civil engineering and can be extended to be used by artificial intelligence for machine learning to generate, train, validate and evaluate machine learning models on the provided data.

For this monitoring project, the 3D point cloud was prototypical used as a CDE for the drop tower, see Figure 4, to evaluate benefits at the following project phases. At the design phase (2b) of the monitoring setup it reflected the as-built situation of the tower and was used to clarify the geometry for the development of FE models and BIM models. The inspection documentation of the bolts was added to the point cloud to get a better insight. During the implementation planning (3) all installation positions, cable lengths and geometrical constrains were cross-checked. In the installation phase (4) the models helped to locate correct positions and keep installation specific data, which is very beneficial to contribute to high data quality, see [12]. This easily accessible data is relevant for the currently ongoing data preparation and analytics phase (5), where the dynamic response of the structure is simulated by time integration numerical analysis in an optimized complexity. Further motivation for establishing numerical analysis lies in the requirement to identify the locations as well as the magnitude of the peak stress values during drop tests to reliable assess the structural safety of the drop tower (6).

4.1 Model

The numerical analysis of the drop tower was performed using a three-dimensional model, developed in ANSYS® software in its version 2019R2. Figure 5, left shows a global view of the drop towers model. The space frame elements of the tower were modelled with beam elements,
taking the pipe cross-sectional parameters into account. For the gusset plates at the structural connections shell elements were chosen to sustain realistic stiffness relations. All structural dimensions as well as material parameter were taken from construction plans. All six support conditions at each of the four foundations were modelled as springs. Concentrated masses, especially the winch on the top of the tower, were modeled as point masses. The described approach with applying beams for the framework ensures a corresponding limited number of degrees of freedom for a sufficiently accurate image of the global dynamic behavior of the structure as well as a limited computational effort executing time integration analysis.

4.2 Model verification by static load test

Preparing numerical simulations, the quality of the model should be verified, i.e. by assessing the accuracy of simulation results comparing them with measured counterparts. In the case of the analyzed drop tower especially the stiffness parameter should have been under investigation. A simple but effective method for verifying the global structural stiffness is a static load test where measured deflections with the computed ones. Here, as part of a periodic routine examination of the winch braking system a 200 t nominal lift test was executed and used as a load test, see Figure 1. The deflection of the top of the tower just beneath the winch housing was measured using tachometer. In Figure 5, right the computed deflection of the structure is displayed. For the position of the tachometer reflector the computed deflection is $d = 11.05 \text{ mm}$, which is very similar to the measurement, see Table 3. This shows a very good conformity of the model’s global stiffness with those of the real structure.

![Figure 5: Numerical simulation of the drop tower, left side: ANSYS® model, right side: simulation result of the 200 t load test](image)

<table>
<thead>
<tr>
<th>test no.</th>
<th>lifted mass [t]</th>
<th>deflection [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>11.2</td>
</tr>
<tr>
<td>3</td>
<td>195</td>
<td>10.5</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 3 Deflection of the tower in $y$ direction measured with a tachometer during the load test

1 For the tachometer reflector is not applied on a structural member, the simulated deflection is determined by interpolation.
4.3 Model verification by modal values

Besides the stiffness distribution, for numerical simulations of the dynamic structural behavior it is essential to verify the correctness of the dynamic model parameter. The classic approach for analyzing the accuracy of the numerical model consists in the comparison of the modal parameters, representing the dynamic characteristic of the structure and the model alike. Besides comparing measured with computed eigenfrequencies it is especially the mode shapes which emphasizes differences between the model and the real structure. In the scope of this contribution by now the extensive dynamic measurement campaign has not been executed yet, so a distinguished set of mode shapes cannot be presented here. For that reason, the focus of modal analysis lies on the comparison of the eigenfrequencies. Nevertheless, Figure 6 shows a compilation of global mode shapes and the corresponding eigenfrequencies for modes up to 10 Hz.

\[
\begin{align*}
  f_{x,\text{sim}} &= 1.21 \text{ Hz} & f_{x,\text{meas}} &= 1.16 \text{ Hz} \\
  f_{z,\text{sim}} &= 1.24 \text{ Hz} & f_{z,\text{meas}} &= 1.27 \text{ Hz} \\
  f_{\text{rot,\text{sim}}} &= 2.02 \text{ Hz} & f_{\text{rot,\text{meas}}} &= 1.98 \text{ Hz} \\
  f_{y,\text{sim}} &= 10.2 \text{ Hz} & f_{y,\text{meas}} &= 9.96 \text{ Hz}
\end{align*}
\]

Figure 6: Selection of global modes

4.4 Model validation by simulation of drop test

For numerical simulations of the impulse induced dynamic answer of the drop tower, especially in the context of the here described investigations on its damage behavior it is essential to validate the damping and inertial parameter of the model. Therefore, drop test were simulated using transient (time integration) analysis. For comparison, the measured time histories of accelerations, velocities and deflection during a drop test were used.

Within the validation analysis of the numerical model several parameters where analyzed for their influence on the dynamic answer of the tower impulse loaded by releasing the test body. For comparison, a past drop test with a 182 t test body was chosen. The study confirmed that, beside damping components, especially the duration of the impulse has a major influence on the analysis result. The test body releasing device is designed in a way, that the impulse duration is extremely small. But, the impulse time is also significantly affected by the rope elongation and so by the height of the drop event. Since detailed information about the rope were not at hand, a simple proportional relation between drop test height and impulse time was deployed and used for the model validation.

With the described structural and loading parameters a 182 t drop test was simulated. The sampling (response computing) frequency was set to 200 Hz. Figure 7 shows the simulated acceleration and velocity time history plots. The graphs show an adequate similarity of the magnitudes. For acceleration the values are similar, for velocity the simulated values are slightly higher than the measured and for the deflection magnitudes of both graphs are similar again. Compared to the measured accelerations and the deduced velocities the simulation result
is satisfying. Observing the decay behavior of the vibrational answer, it is obvious, that the damping is significantly higher in nature than in the simulation. Here a more sophisticated consideration of damping parameter in the model will improve the case. Noticeable is a second excitation in the real measurement after approximately 1.5 seconds. This is due to the impact of the test body on the ground plate and the transmission of that impact to the tower foundations.

Figure 7: Time history of acceleration, velocity and deflection after a 182 t drop test event, left: measured data and right: simulated data.
5 CONCLUSIONS AND OUTLOOK

In this contribution the planning and the implementation of a structural health monitoring for the large drop tower of BAM by enhancing the standard process with digital models is presented. The models were used in all phases of the structural health monitoring process. The workflows aren’t natively implemented in software (BIM, FE, data acquisition software), yet. The quality and the workload can be improved using digital models, especially the traceability, accountability and reproducibility of the results that are valuable for scientific and non-scientific applications. Currently the long-term monitoring of the drop tower just started and results from an upcoming first drop test at the large drop tower will be evaluated, soon.
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Abstract. The early-stage identification of structural damage still represents a relevant challenge in civil engineering. Localized damages if not readily detected can lead to disruption or even collapse, involving hazard to people and economical losses. Although the final goal of the identification is to localize and quantify the damage, a reliable discrimination between normal and abnormal states of the structure in the very early stage of the damage onset is not an easy task. In the field of Structural Health Monitoring (SHM) great attention has been paid to the development of damage detection methods based on continuous and automatic registration of the system response to unknown ambient inputs. The numerical algorithms exploited must be: (1) easy to implement and computationally inexpensive, eventually being embedded in the sensors; (2) as much independent on human decision as possible; (3) robust to the many sources of uncertainties affecting the monitoring; (4) able to detect small damage extents in order to provide an early warning; (5) suitable for the application in the case of few and sparse measurements collected only in the normal condition. The performance of a novel version of Negative Selection Algorithm, recently developed by the authors, is here analyzed with attention to these issues. The algorithm is tested against data collected on a segmental masonry arch built in the laboratory of the University of Minho and subject to progressive lateral displacement of one support.
1 INTRODUCTION

In the context of Structural Health Monitoring (SHM), the Damage Identification (DI) and the early warning in case of damage onset are essential to support any engineered system management. Following the Rytter’s hierarchy\cite{1,2}, the DI process can be summarized according to five main goals of increasing complexity: (1) Detection of existence; (2) Localization; (3) Classification of the type; (4) Quantification of the extent; (5) Prognosis. Such a hierarchical structure requires that all the lower levels are available before attempting a higher level of information. Thus, the detection of existence is the first basic step that a monitoring strategy must fulfil but, in many cases, it is a complex problem to address.

The SHM theory is based on the existence of a function $f$ such that:

$$\mathbf{x} = f(\mathbf{y}, \mathbf{v})$$

where $\mathbf{x} \in X$ is a vector whose elements are all the features of the engineered system (e.g. a structure or infrastructure), $\mathbf{y}$ is a vector that describes the condition of this system and $\mathbf{v}$ is a vector which accounts for the environmental and operational variables that affect the system features. In damage detection, the state vector $\mathbf{y}$ is a binary variable, namely $\mathbf{y} \in \{\text{Nonself, Self}\}$ or $\mathbf{y} \in \{0, 1\}$. The goal is the discrimination between a normal ‘0’ and an abnormal ‘1’, potentially damaged, state of the system. Each feature vector $\mathbf{x}$ is a point of a multidimensional domain called input space, namely the space of the domain of each single feature of the vector. The DI task aims at assessing the system state by analyzing the values assumed by the features. One of the main issues to tackle consists of the feature selection. Indeed, out of the potentially infinite features of the engineered system, whose domains might also be infinite, the detection is carried out on a scalar valued space called feature space $F \subseteq X$ \cite{3}. Thus, the points $\tilde{\mathbf{x}} \in F$ are the projection of the points $\mathbf{x} \in X$, from the original input space to a space with reduced dimensionality. This process reduces the time requirement and the complexity of the problem, but also reduces the information content of the feature vector, including its sensitivity to damage. A proper selection should aim at identifying features such that:

$$\tilde{\mathbf{x}} = f(\mathbf{y})$$

In other words, the selected features must have a high sensitivity to the system condition $\mathbf{y}$ and a negligible sensitivity to operational and environmental variables $\mathbf{v}$.

Mathematically, the damage detection can be treated as a classification problem: given a point in the feature space related to a new acquisition of the monitoring system, assess whether the system continues in its normal state or shows an abnormal behavior. Thus, the goal is to define a classifier, namely an approximation of the inverse function:

$$\mathbf{y} = f^{-1}(\tilde{\mathbf{x}})$$

This approximation is based on a set of known pairs $\langle \mathbf{x}, \mathbf{y} \rangle$, i.e. a set of pre-measured samples. The nature of such pairs further complicates the damage detection problem as, normally, the only information available is for the system in normal condition, namely all the pairs are like $\langle \mathbf{x}, 0 \rangle$. This is a one-class classification problem which can be addressed only through few machine learning algorithms. The present study aims at discussing how a learning algorithm can be applied to real field testing data. A deterministic version of the Negative Selection Algorithm (NSA), developed by the authors of this work and preliminarily tested on other case studies with simulated data \cite{4–6}, is here employed making use of the vibration signals collected during a laboratory experimental campaign. The methodology is applied for the first time to a real case study under progressive damage scenarios. After describing the fundamentals of the algorithm in section 2, the structure object of investigation is presented in section 3.1. Then, the methodology to tailor the algorithm to the specific case study is discussed in section 3.2 followed by the description of the numerical tests used for the algorithm validation.
Based on the results, possible improvements to the methodology are provided in section 3.3. Finally, the main conclusions drawn from the work are summarized in section 4.

2 DETERMINISTICALLY GENERATED NEGATIVE SELECTION ALGORITHM

NSAs are a family of algorithms based on a minimal common framework, initially developed by Forrest et al. [7] and later improved with additional contributions [18,19]. The complete framework of the process underlying the NSAs is composed of several steps that are collected in three main consecutive stages: (1) Representation; (2) Censoring; (3) Monitoring.

The first stage is an overhead operation consisting in the definition of the feature space and the coding of the data set. In this stage, the $n$ features are projected onto a unitary space $U=[0,1]^n$. To take into account the emergence of measurements that fall outside the range that is known during the training, such a range is increased by 20%. Future samples that fall outside this enlarged range are automatically labelled as damaged. It is also assumed that the unitary space is divided into two complementary subsets, Self and Nonself, such that:

$$\text{Self} \cup \text{Nonself} = U \quad \text{Self} \cap \text{Nonself} = \emptyset$$

During the so-called censoring stage, the NSA analyses the training data set in the feature space to generate the detectors. The detector set is the tool used for anomaly detection, being a set of elements which covers and identifies the nonself portion of the space. Finally, in the monitoring stage, the new feature values, extracted from the system under analysis, are matched against the trained detectors, which bind to the ones that are likely to belong to an anomalous behavior of the system. The version of NSA used in the present study is called deterministically generated (DNSA), since the detectors are not randomly initialized before being matched against the training samples, but they are placed onto the unitary space according to a regular grid of given size. In order to reduce the time requirement and the complexity, the detection is carried out in a 2-dimensional feature space. Indeed, in Structural Health Monitoring for civil engineering systems, it is common to analyze the structural behavior in terms of correlation between pairs of variables (for instance temperature/first frequency, temperature/second frequency, etc.) [10,11].

3 APPLICATION AND VALIDATION THROUGH REAL VIBRATION DATA

3.1 A masonry arch as case study

The case study used to apply and validate the DNSA algorithm is a small-scale segmental masonry arch (Figure 1) built and tested in the structural laboratory of the Institute of Bio-Sustainability of the University of Minho (Guimarães, Portugal) in order to investigate the effects that support settlements may have on the dynamic behavior of masonry arch bridges. The specimen consists of four rows of 39 brick units (100x75x50 mm3) assembled with staggered lime mortar joints. It has a nominal span of 1900 mm, a springing angle of 40°, a nominal net rise of 430 mm and radial thickness of a 75 mm. Two lime bags of 25 kg each are symmetrically placed on the extrados to simulate the effect of backfill material [12,13].

The structure is supported by two concrete abutments. The left support is fixed to the floor, whereas the other one is allowed to move in horizontal direction through a simple sliding system. Progressive damage is induced by applying, in 5 steps, controlled and uniform increasing displacements to the movable support through a hydraulic jack. After each step, a dynamic identification test is carried out using the ambient noise as source of excitation. The vibration response of the arch is acquired through 8 accelerometers (model PCB 393B12, 0.15 to 1000 Hz frequency range, 10000 mV/g sensitivity, 8μg resolution) of which four are kept fixed and four are moved according to 12 consecutive set-ups, allowing to record the response of 26
measurement points in normal direction and 26 in tangential direction (Figure 2a). This provides a set of 96 acquisitions for each scenario: 48 from the moving accelerometers and 48 from the reference ones. The signals are sampled at 400 Hz for a minimum duration of 180 s, resulting in 72,000 data points per channel.

![Figure 1: Configuration of the specimen.](image1)

(a) Distribution of measurement points and accelerometers (A01 to A26); (b) location of settlement-induced cracks.

Aiming at detecting the damage in the very early stage, only the first two damage scenarios (corresponding to 0.4 and 0.5 mm of incremental displacement, respectively) are considered. After the first step, three cracks start to appear (Figure 2b): c1 at the intrados, in the left region of the keystone; c2 at the extrados of the left springing (fixed support) and c3 at the extrados of the right springing (moving support). The outset of cracks induces a considerable drop of the structural stiffness which is clearly reflected by the downshift of the main natural frequencies of the arch (particularly for modes 1, 4 and 5).

Table 1 reports the dynamic identification results provided by the SSI-UPCX estimator [14] in terms of averaged frequency values for all meaningful vibration modes. In order to test the algorithm in unfavorable conditions, the classification is performed by analyzing the values of the second and third natural frequencies, whose variation between scenarios is the smallest. The test is carried out under constant environmental conditions. For each frequency,
the dataset is composed of 96 values extracted through peak-picking directly from the power spectral density of each acquisition. It is worth noting that the ambient vibrations are weak, and the response signals have a low signal to noise ratio, making the second frequency peak not clearly distinguishable. Nevertheless, it is interesting and reasonable to test the damage detection strategy against a dataset affected by such ordinary sources of uncertainties.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
<th>Mode 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference (D0)</td>
<td>30.06</td>
<td>50.95</td>
<td>59.44</td>
<td>95.23</td>
<td>120.62</td>
</tr>
<tr>
<td>Damage 1 (D1)</td>
<td>26.31</td>
<td>50.28</td>
<td>59.04</td>
<td>80.47</td>
<td>113.16</td>
</tr>
<tr>
<td>Damage 2 (D2)</td>
<td>23.4</td>
<td>48.86</td>
<td>58.14</td>
<td>75.75</td>
<td>111.44</td>
</tr>
</tbody>
</table>

Table 1: Arch eigenfrequencies variation over progressive damage scenarios.

3.2 Training, validation and monitoring

The classifier design and application are divided into three stages: (1) training; (2) validation; (3) monitoring. The latter step is the actual assessment of the system through the analysis of new measurements. The first two steps, instead, are offline preliminary tasks necessary to generate the classifier and tailor it to the specific case study. The training requires a set of samples that are fed to the DNSA to generate the detectors. As mentioned before, in one-class classification problems, the samples belong only to one class (e.g. the self space or normal state). In order to keep some of the collected self data for the validation and the monitoring, out of the 96 records, 50 points are randomly selected to form the training set.

Each algorithm version requires the definition of a set of inner parameters, the so-called parameter setting. Once these parameters’ value is fixed, a specific algorithm instance is determined. Different settings lead to different detectors sets and different performances. Thus, the parameter setting consists in comparing different algorithm instances. The parameters are analyzed as controllable variables which assume in their domains different values called levels [15]. The comparison must be cast into a statistical design of the experiment (DOE) and analyzed in terms of a reliable performance metric. Considering the possible outputs of the detection, only two families of errors are possible: false positive (FP), namely normal samples classified as abnormal; and false negative (FN), namely abnormal samples classified as normal. Experience demonstrated that the trend of FPs and FNs for different parameter settings is inverse. Thus, it is not possible to reduce one family of errors without increasing the other and the performance metric should take both into account. When dealing with one-class classification problems, this issue is quite complex because only one type of samples is known, thus the only possible inference is on the number of FPs. In [6] the authors developed a methodology based on the artificial generation of outliers of the normal samples’ distribution. The same methodology is here applied, so the classifier can be validated against known self samples and artificial nonself samples, referred as outliers. Three are the main parameters that affect the DNSA performance: (1) number of divisions of the side of the unitary space, which is directly related to the detector radius, \( r_{\text{det}} \); (2) self radius, \( r_{\text{self}} \); (3) censoring distance, \( \text{Cens.dist} \). The latter is a qualitative parameter that depends on the values of the other two. Thus, a three-level two-factor full factorial design (3² FFD) is used for the experiment, considering the two quantitative parameters (detector and self radii), repeated for three possible formulations of the censoring distance. The validating self set is composed of 23 samples out of the remaining 46 (e.g. 96 minus the 50 used for the training). The validating nonself set is composed of 133 artificial outliers. Figure 3 displays the samples used for both training (D0-T) and validation (D0-V, Outliers) in the unitary feature space.
Figure 3: Normalized samples belonging to the training and validating sets.

Table 2 reports the results of the parameter setting together with the performance metric. In the present work, the area under the Reception Operating Characteristic (ROC) curve, called AUC, is used for this purpose. The ROC curve plots, for each classifier, the False Positive Rate (FPR) and the True Positive Rate (TPR). The best combination of parameter levels corresponds to the highest value of the AUC which, for this case study, is: small $r_{det}$, medium $r_{self}$ and censoring distance equal to $r_{det} + r_{self}$.

<table>
<thead>
<tr>
<th>Cens. dist=$r_{det}$</th>
<th>Cens. dist=0.5($r_{det}+r_{self}$)</th>
<th>Cens. dist=$(r_{det}+r_{self})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>divisions</td>
<td>$r_{self}$</td>
<td>AUC</td>
</tr>
<tr>
<td>70</td>
<td>0.01</td>
<td>0.518</td>
</tr>
<tr>
<td>70</td>
<td>0.035</td>
<td>0.518</td>
</tr>
<tr>
<td>20</td>
<td>0.01</td>
<td>0.626</td>
</tr>
<tr>
<td>20</td>
<td>0.07</td>
<td>0.626</td>
</tr>
<tr>
<td>10</td>
<td>0.01</td>
<td>0.678</td>
</tr>
<tr>
<td>10</td>
<td>0.035</td>
<td>0.678</td>
</tr>
<tr>
<td>10</td>
<td>0.07</td>
<td>0.678</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.607</td>
<td></td>
</tr>
<tr>
<td>Dev.st.</td>
<td>0.071</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Results of the parameter setting. In bold the best combination of parameter levels.

The optimized classifier is used to simulate the monitoring of the arch. This means testing the classifier against the samples that it has not met before. The testing self set is composed of the remaining 23 samples, whereas the testing nonself set is composed of just 39 D1 samples and 16 D2 samples, since the others fall outside the unitary space and are automatically classified as damaged. The classifier shows a good performance against the damaged samples with a success rate of 82% for D1 samples and of 94% for D2 samples in terms of correct labelling. However, 48% of the new health samples are wrongly classified.
3.3 Improved training

Based on the detector set distribution, the quite “aggressive” behavior highlighted in Figure 4a is likely due to the sparsity of the self samples used for the training. These were mainly distributed in two regions. However, experience supports the idea that frequency values, in conditions similar to the one of the case-study, are continuously distributed over a single region. Thus, new emerging samples are expected to fall in between the two identified areas. Based on this assumption the classifier is improved by artificially generating self points according to a bivariate normal distribution. The mean and the covariance matrices of the 50 training samples are used to define the distribution. Before repeating the training, the new points which fall outside the area within the boundary that envelopes the prior training samples are rejected, assuming that this boundary delimits the known self region. Figure 5 shows the prior and the new training sets. The improved classifier is thus generated keeping the same parameter setting and tested against the same sets. Figure 6 shows the new detector set, compared to the testing sets and Table 3 reports the confusion matrix for the two classifiers. The improved version outperforms the prior one.
Figure 5: New normalized training samples (ND0-T) compare to the original training set (D0-T).

<table>
<thead>
<tr>
<th></th>
<th>TN</th>
<th>FP</th>
<th>Tot. D0 samples</th>
<th>TP1</th>
<th>FN1</th>
<th>Tot. D1 samples</th>
<th>TP2</th>
<th>FN2</th>
<th>Tot. D2 samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior classifier</td>
<td>12</td>
<td>11</td>
<td>23</td>
<td>32</td>
<td>7</td>
<td>39</td>
<td>15</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>New classifier</td>
<td>17</td>
<td>6</td>
<td>23</td>
<td>30</td>
<td>9</td>
<td>39</td>
<td>16</td>
<td>0</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 3: Confusion matrix of the prior and the improved classifier over the same testing sets.

Figure 6: Comparison of the new detector set against the testing sets.
4 CONCLUSIONS AND FUTURE SCOPE

The simple discrimination between the normal and the abnormal behavior of an engineered system is a complex task in many real-world applications. The lack of knowledge regarding possible abnormal conditions and the limited knowledge about the normal behavior itself reduce the number of non-model-based numerical methods suitable for damage detection purposes (e.g. one-class classification). In the present work a combination of real and artificial data is proposed to improve the design of a tailored damage detection strategy for real-world applications. The analyzed case study consists of a segmental masonry arch built and tested in the laboratory of the University of Minho and the applied damage detection algorithm is a customized version of the NSA, developed by the authors in a previous work. Hitherto, the following preliminary conclusions can be drawn:

- the performance is robust against the sources of uncertainties, as the noise in the signals or the modal feature extraction through a simplified peak-picking strategy;
- the classification is successful for small damage extent – indeed the frequency downshift estimated for modes 2 and 3 was on the average 1.6% and 0.9% for the first damage scenario (D1), and 1.9% and 2.3% for the second damage scenario (D2);
- the artificial generation of new self and nonself samples, according to the training data distribution, improved the performance facing the reduced and sparse information available;
- the methodology might be suitable for sensor embedment, since the features are extracted from a single sensor acquisition.

To realize the full potential of the algorithm, more research is needed. Indeed, although the cracks after the first displacement stage are barely visible in the arch, the drop in the first frequency value might suggest that the damage is not as small as required for a proper assessment of the algorithm sensitivity. Moreover, the strategy for artificial data generation should be tested on a larger dataset and the analysis should be cast in a statistical framework to infer the behavior of the final classifier in different conditions.
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Abstract. Vibration-based health monitoring systems have been successfully implemented in many different large civil engineering structures such as bridges, wind turbines and bell-towers, providing important data about their dynamic behaviour and allowing the establishment of damage detection methodologies based on the evolution of modal properties. Allying this knowledge with the emergence of very sensitive low noise sensors and high-resolution digitizers during the past few decades, an opportunity arose to implement continuously operating dynamic monitoring systems in dams and validate the suitability of these systems to monitor such massive structures with the goal of detecting damage.

The detection of abnormal structural behaviour, that may indicate the occurrence of damage, can be based on control charts and is associated with shifts in the modal parameters values that are not explained by other physical phenomena but a change in the structure’s stiffness. To test these statistical tools, modal parameters obtained from field measured time series may be contaminated with simulated damages.

In this context, the ability of the control charts to identify the emergence of abnormal structural behaviour in dams is studied in this paper using data obtained from the continuous dynamic monitoring of Baixo Sabor arch dam, a concrete dam in Portugal that started operating in late 2015. Since it was not expected to find damage in such a recent structure, a set of plausible damage scenarios were simulated using a numerical model and their influence in the dam dynamic properties was used to contaminate the values of natural frequencies obtained from continuous monitoring.
1 INTRODUCTION

Baixo Sabor hydroelectric development, located in the north of Portugal, is one of the most recent plants in the country. With the aim of studying Baixo Sabor arch dam dynamic properties and their evolution over time, continuous dynamic monitoring of the dam is being carried out, taking into account the variation of ambient and operational conditions [1].

Integrated monitoring systems considering real-time data directly obtained from structures, such as the one implemented in Baixo Sabor dam, are very important for the long-term management of large civil infrastructures [2]. Though health monitoring systems are historically associated with static data, vibration-based systems have already been successfully implemented in different structures such as bridges [3], wind turbines [4], stadia roofs [5] or bell-towers [6]. Such vibration-based health monitoring systems rely on operational modal analysis to continuously identify the structures modal properties, which can be used as monitoring features to evaluate the structures health condition evolution over time. Statistical tools such as control charts can be used to detect the occurrence of damage associated with shifts in the modal parameters values that are not explained by other physical phenomena but a change in the structure’s stiffness. To test these statistical tools, modal parameters obtained from field measured time series may be contaminated with simulated damages.

In this sense, this paper presents a brief description of the dynamic monitoring system installed in Baixo Sabor arch dam in 2015, and the results obtained during more than three years of continuous dynamic monitoring. The operational and environmental effects that mostly affect the dam’s dynamic behaviour are studied and their effects on the natural frequencies are minimized using multiple linear regression models and Principal Components Analysis. Additionally, a numerical model of the dam (developed by the Portuguese National Laboratory for Civil Engineering [LNEC]) is presented and used to simulate damages scenarios. Finally, control charts are used to detect the shifts in natural frequencies evolution due to the simulated damages, and thus evaluate the suitability of these statistical tools for the detection of damages in concrete dams.

1.1 Baixo Sabor arch dam and installed monitoring system

The Baixo Sabor hydroelectric development is located in Sabor river, a tributary of Douro river in the northeast of Portugal. This 123 m high double-curvature concrete arch dam, is 505 meters long and its arch is composed by 32 concrete blocks, separated by vertical contraction joints, and it includes six horizontal visit galleries. The reservoir created by the dam, shown in the aerial picture of the dam presented in the left part of Figure 1, has a capacity of 1095 hm³ at exploration level (234 m of elevation).

A vibration-based health monitoring system has been working in the dam since December 2015, in order to identify the dam’s dynamic characteristics and their evolution over time, while considering the variation of ambient and operational conditions. The continuous dynamic monitoring system consists of 20 uniaxial accelerometers that have been radially disposed in the dam’s three upper visit galleries, whose synchronization is achieved using GPS antennas. The right part of Figure 1 shows the position of the accelerometers installed in the dam, marked with red dots in a scheme of the structure. The dynamic monitoring system is configured to continuously record acceleration time series with a sampling rate of 50 Hz and a duration of 30 minutes at all instrumented points, daily producing 48 groups of time series.

To continuously process the data collected by the monitoring system a monitoring software developed at ViBest/FEUP called DynaMo [7] is being used. Besides backing up the original data samples, this monitoring software performs the pre-processing of the acceleration time series, through trend elimination, filtering and re-sampling, it characterizes vibration levels
and it performs the identification of the dam modal properties through automatic operational modal analysis.

![Aerial view of the dam and accelerometer positions](image)

**Figure 1:** Baixo Sabor arch dam: Aerial view (on the left); position of accelerometers marked with red dots (on the right).

### 1.2 Modal Tracking

More than three years of data were processed following the steps described in the previous section. The first ten modes of vibration are being identified and natural frequencies, modal damping values and modal configurations tracked over time. The representations of the identified modal configurations can be found in [8]. This work is focused on the evolution of natural frequencies, which are used in the next section to detect novel structural behaviour. In this sense, average natural frequencies ($f_{\text{mean}}$) and their standard deviation ($f_{\text{std}}$) during the studied period are resumed in Table 1 for the first ten vibration modes. It is important to notice the significant standard deviation values verified for all vibration modes, indicating important oscillations during this period.

However, since the evolution of modal properties is easier to understand when graphically depicted, the evolution over three years of the natural frequencies estimates of the first ten modes of vibration of the structure is characterized in Figure 2, where each point corresponds to a 6-hour average. Therefore, two values are presented per day, leading to a figure visually clean, without losing accuracy in the characterization of the modal parameters fluctuations, since their variations are quite slow in very massive structures such as this one. After an initial fast decrease in natural frequency values during the first filling of the reservoir, significant frequency variations due to operational and environmental factors are verified with season succession, indicating the possibility of finding correlation between natural frequencies and these factors.

![Time evolution of 6-hour average natural frequencies](image)

**Figure 2:** Time evolution of 6-hour average natural frequencies
### 1.3 Numerical Model

In order to study the static and dynamic behaviour of Baixo Sabor arch dam, the Concrete Dams Department of the National Laboratory for Civil Engineering developed a numerical model of the dam. This model, based on discrete and finite elements, takes into account the dam’s contraction joints, the deformability of the foundation and the reservoir [9]. The body of the dam was modelled with 32 vertical blocks, which were discretized into isoparametric 20-node brick finite elements and a simplified representation of the reservoir and foundation was used.

The dynamic dam-reservoir interaction was simulated with Westergaard’s added mass technique. The masses had to be scaled since it is known that in arch dams, Westergaard’s method overestimates the hydro-dynamic effects [10]. The model was calibrated for several water levels varying from 210 to 234 m, therefore a set of different scaling factors were used to match the first natural frequency estimated with both the results from a forced vibration test performed on the dam [9] and from the continuous dynamic monitoring [11].

The deformability of the foundation was achieved through an elastic joint on the dam’s surface of insertion, with stiffness parameters calibrated to provide an approximate deformability of a rock mass with a Young's modulus of 35 GPa, obtained from field tests. A view of the numerical model is presented in Figure 3.

![Figure 3: Numerical model of Baixo Sabor arch dam](image)

### 2 REMOVING THE EFFECTS OF ENVIRONMENTAL AND OPERATIONAL CONDITIONS

In order to detect small variations of the natural frequencies of the structure motivated by structural changes, which may be associated with the occurrence of damages, it is important to minimize the effects of environmental and operational factors, such as reservoir water level and temperature.

Since the factor that more strongly affects natural frequencies is the water level in the reservoir [12], statistical relationships between all the vibration frequencies of the structure and the water level in the reservoir were developed. The representation of the relation between these two variables is presented in Figure 4 (left part of the figure), using the first vibration mode. The adopted quadratic regressions generally provide a good fitting, presenting values for the determination coefficient of the order of 0.95.
The obtained statistical relations were then used to mitigate the effect of water level in the values of natural frequencies and then the process previously described was repeated, now using the values of natural frequencies corrected from the effect of water level and the evolution of ambient temperature. In this case, linear regressions were obtained between ambient temperature and natural frequencies, indicating frequency values increase with the rising of temperature. Lower determination coefficients were obtained, with values between 0.3 and 0.5, depending on the studied vibration mode. The relation between ambient temperature and the frequency of the first vibration mode corrected by the effect of water level is presented in the right part of Figure 4.

![Image of Figure 4](image)

\[ \text{Figure 4: Correlation between the first natural frequency and reservoir water level (on the left); correlation between the corrected first natural frequency and ambient temperature.} \]

Afterwards, multiple linear regression models (MLR) were built using as predictors the evolution of reservoir water level, ambient temperature, concrete temperature and a variable simulating the hardening of concrete over time. Only the first seven vibration modes were considered in this analysis, since modes 8 to 10 presented lower successful identification rates (between 49 and 64 %) that preclude their use in the damage detection process with adequate results.

The experimental natural frequencies were compared to the ones resulting from the regression models and high correlations were verified between them. The values of predicted natural frequencies were subtracted to the values of experimental natural frequencies and the obtained residuals were added to the mean frequency of each mode to obtain a new set of natural frequencies corrected from the effects of operational and environmental factors.

The evolution of the natural frequency of the first two vibration modes after the minimization of operational and environmental effects with the built regression model is presented in Figure 5. A much more stable evolution of natural frequencies around their means was achieved and the sporadic gaps presented are due to missing readings in the predictor variables (mainly ambient temperature).
To complement the minimization of operational and environmental effects on natural frequencies achieved with the multiple linear regression model, principal components analysis was applied to the residuals previously obtained.

Afterwards, t-statistic control charts based on the obtained residuals were tested to ascertain the quality of the minimization of the effects of external conditions and to define a baseline for damage detection. Data from one entire year was used as reference period (represented in blue) whereas observations between the two following years (represented in orange) were used to build the control part of the chart and verify the quality of the chart associated with the non-damaged situation.

To obtain the upper control limit (UCL) the distribution of the $T^2$ values during the reference period was considered, thus it was defined as the sum of the average $T^2$ with two times the $T^2$ standard deviation (during the reference period), so that approximately 95% of $T^2$ values would be below the UCL. This approach is only possible as long as the reference period is large enough to confidently define the UCL. Different control charts were tested considering groups from 1 to 96 elements and finally the ones resulting from the consideration of groups with 6 and 96 points, corresponding respectively to 3-hour and 2-day data, are represented in Figure 6.

Figure 6: Baseline control charts (no damage) using 6-points (on the left) and 96-points groups (on the right)

3 DAMAGE DETECTION

3.1 Damage Simulation

In the previous section it was shown that it is possible to largely reduce the effects of operational and environmental factors on the identified natural frequencies of an arch dam, to a degree that allows to build stable control charts. With the aim of testing the ability of these control charts to identify realistic frequency variations, small damages were simulated with the previously presented finite model of the dam.

Damage in dams may stem from a diversity of occurrences and the accurate numerical modelling of damage scenarios would require the development of very complex non-linear models and a large number of assumptions, resulting only in approximate results. Therefore a simpler approach is followed in this work, namely through reductions of inertia in a few dam components, such as part of concrete blocks, or reduction in stiffness of contraction joints.

In this manner, four different damage scenarios were considered, D1, D2, D3 and D4. The location and extent of each damage considered is presented in Figure 7. The first damage scenario (D1) corresponds to the decrease of the Young’s modulus value in a group of 11 elements in the central part of the dam. Only elements in the most upstream layer were considered, which corresponds to a part of the structure that is highly stressed and may be...
subjected to cracking. The second damage scenario (D2) is equivalent to the first one, with similar extent, though only 5 elements were damaged in this case, and it is located between the abutment and the central part of the dam. The third scenario (D3) correspond to a more confined damage in the central part of the structure, but it goes from upstream to downstream, through the three layers of elements of the dam model. Finally, in the fourth damage scenario (D4) both the normal and shear stiffness of the six central contraction joints (represented in red in right bottom of Figure 7,) were reduced.

![Damage D1 and D2](image1)
![Damage D3 and D4](image2)

**Figure 7: Location, extent and type of simulated damage scenarios.**

Natural frequencies obtained after the introduction of each damage were compared with the healthy model and results were obtained for several reservoir water levels between 210 and 234 m. Moreover, five levels of damage intensity were considered, which consisted in the reduction of Young’s modulus of selected elements (or normal and shear stiffness in the case of joints) in 10, 30, 50, 70 and 90 %.

The results obtained with full reservoir and damage intensities of just 10 %, which is the most challenging scenario to test the damage detection tools, are presented in Table 2. Frequency reductions between 0.015 and 0.181 % were verified. However, frequency reductions increase to values between 0.1 and 1% when damage intensities rise to 50 %, and to values between 1 and 4 % when 90 % damage intensities are considered. Furthermore, in each damage scenario different frequency reductions were verified for each vibration mode, indicating the possibility of locating damage through the study of the relation of the effect of damages between modes.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency [Hz]</th>
<th>Δ freq. [%]</th>
<th>Δ freq. [%]</th>
<th>Δ freq. [%]</th>
<th>Δ freq. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.45372</td>
<td>-0.181</td>
<td>-0.014</td>
<td>-0.125</td>
<td>-0.076</td>
</tr>
<tr>
<td>2</td>
<td>2.68436</td>
<td>-0.059</td>
<td>-0.052</td>
<td>-0.075</td>
<td>-0.066</td>
</tr>
<tr>
<td>3</td>
<td>3.58254</td>
<td>-0.015</td>
<td>-0.122</td>
<td>-0.018</td>
<td>-0.047</td>
</tr>
<tr>
<td>4</td>
<td>4.05438</td>
<td>-0.060</td>
<td>-0.076</td>
<td>-0.031</td>
<td>-0.042</td>
</tr>
<tr>
<td>5</td>
<td>4.84020</td>
<td>-0.082</td>
<td>-0.073</td>
<td>-0.074</td>
<td>-0.041</td>
</tr>
</tbody>
</table>

**Table 2: Natural frequency reductions associated with damage scenarios D1, D2, D3 and D4 (10% of damage intensity) with full reservoir**
3.2 Application of damage detection tools

In order to obtain very sensitive control charts, capable of detecting small damages, alternative procedures were tested to minimize the effects of external conditions on natural frequencies, besides the procedure presented in subsection 3, based on the combination of the MLR with PCA. Although good results were achieved with this procedure, it was verified that even better results could be achieved considering just the application of PCA with two principal components. Therefore, this is the procedure considered in this section, and the results that it produces are used as baseline for damage detection.

The damages presented in the previous section were introduced in the estimated natural frequencies obtained from the implemented continuous monitoring processing through the assessed frequency reductions, after which the ability of control charts to detect the presence of such damages is tested.

Since averages of 96 elements were adopted, new points resulting from the collection of new data are only marked in the control charts every two days. As an example, Figure 8 presents two control charts related with the detection of damage, more specifically, the charts obtained considering damage scenario D3 with 30 and 50 % of stiffness reduction. In this case, the healthy state is represented in blue and orange color is used to represent data after he introduction of damages. Damages clearly lead to higher values of T², which subsequently increase with the intensity of the damage introduced. In the case of 50 % of stiffness reduction, almost the entire set of T² values obtained after the introduction of damage are found above the UCL, thus damage would be unequivocally detected only a few days after its occurrence. A similar situation occurs with the scenario of 30 % of stiffness reduction, which presents the majority of T² values clearly above the UCL, thus once again, damage would be detected soon after its occurrence if damage existence is assumed only after a few consecutive points (5 or more) are found above the UCL.

Though not represented, the same conclusions would be achieved for higher damage intensities (70 and 90 % of stiffness reduction), as would be expected. On the other hand, with 10 % of stiffness reduction, the most challenging scenario for the detection algorithms, just a few points are found above the UCL, the average T² value increased only marginally and never during the entire tested period is it possible to find five consecutive points above the UCL. In this sense, it would not be possible to detect damage D3 with such low intensity, even if evaluated for several weeks.

This damage detection analysis was repeated with the other three scenarios and similar results were obtained, with the 30 % stiffness reduction scenarios corresponding to the detection threshold. Finally, it is worth noting that damages resulting from 70 % of stiffness reduction, or higher, could be detected just one day after its occurrence, using averages with just 6 points instead of 96.

![Figure 8: Damage scenario D3 – 30 % to 50 % of stiffness reduction](image_url)
4 CONCLUSIONS

The dynamic monitoring system installed in Baixo Sabor arch dam has been working almost without failures since it was installed, proving to be an important asset to the long term monitoring and maintenance of the structure.

The time series of accelerations recorded by the monitoring system during the past few years have been used to characterize the structures dynamic behaviour and to study the evolution of natural frequencies over time. It was verified that natural frequency values presented high variability during the monitored period, mostly due to the effects of operational and environmental conditions. The analysis of these effects unveiled an inverse relation between natural frequencies and the level of water in the reservoir, as well as a direct proportionality between air temperature and natural frequencies.

Afterwards, a multiple linear regression model aiming to explain the observed data variability was built and used to minimize the effects of external conditions on natural frequencies. In this particular case study, the application of principal components analysis proved to be more efficient in the delivery of features suitable for damage detection.

The numerical model of the dam developed by LNEC was used to simulate realistic damages that may occur in the dam after strong earthquakes or as the result of long-term material deterioration through ageing and chemical processes. These simulations allowed to ascertain the intensity of the frequency shifts that would be verified in the dam if such damages occurred, after which they were used to manipulate the data obtained from the continuous monitoring.

Finally, it was demonstrated that the construction of control charts with residuals from the application of principal components analysis allows the detection of small frequency shifts due to the numerically simulated damage scenarios.

To conclude, it was verified that a vibration-based monitoring system like the one installed at Baixo Sabor arch dam allows to better understand the dynamic behaviour of concrete arch dams, as well as to prevent the proliferation of small damages through the detection of abnormal structural behaviour.
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Abstract. During the last decades, the Operational Modal Analysis (OMA) techniques for the dynamic identification have reached a wide application in the large civil structures. Then the focus has been moved on the introduction of the Automated OMA (AOMA) techniques as a component of a wider Structural Health Monitoring (SHM) framework. On the one hand, the automatization of the process is needed to extract the modal properties from huge database of measurements. On the other hand, the methods should be able to minimize the model bias, avoiding the spurious and mathematical modes. Moreover, all the fix thresholds defined a-priori should be carefully set to avoid some tracking errors. This paper presents a new AOMA for the extraction of the modal parameters from long-term monitoring data. The methodology herein discussed aims to minimize the errors that can arise during the modal identification. Moreover, the information obtained during an observation period have been used to define suitable adaptive thresholds. For illustrative purposes, the methodology has been applied to the data acquired from long-term monitoring systems installed on two masonry towers subjected to different operational conditions. The effectiveness of the proposed method has been checked on the extracted modal parameters.
1 INTRODUCTION

Since the beginning of the nineties the long-term monitoring system (LTMS) for the detection of the early stages of damage is an established technique developed for the civil structures. The basic idea was the improvement of the adopted techniques for the inspection of the existing bridges. With the introduction of Vibration Based Inspection (VBI) correlating different extent of damages on a structure with the change in the dynamic properties, a lot of efforts were spent by the researchers. From that pioneering studies, the Structural Health Monitoring framework was fully defined and several examples of full-scale tests on large civil structure have been performed [1–3]. Thanks to the development of the Operative Modal Analysis (OMA) techniques, allowing the extraction of the dynamic properties under operative conditions the attention on the topic was renewed. Moreover, the technology advances in terms of computing and storing information boosts the efforts for the development of effective long-term monitoring techniques. Thus, the challenge has been moved on the definition of automated procedures capable of processing large dataset of measurements. Consequently, in the last years, several Authors have proposed fully or semi-automated OMA procedures [4–9] to extract the modal parameters.

While different strategies have been proposed for the automated extraction of the dynamic properties, not so many studies have investigated the modal tracking phase. Commonly, some fixed thresholds are selected for all the modes and each mode is tracked selecting a reference set of modal parameters usually defined in a preliminary dynamic test. Even if the mode shapes are not sensitive to the changes in the environment [10] like temperature, humidity etc. some changes can occur due to some other effects. Along with that variability in some cases not all the sensors can be online, especially for dense measurements along the time, or if dense spatial grids are used. Moreover, the use of cheap monitoring system with a low-resolution needs a proper selection of the tracking thresholds for each mode. On the top of all that, recently, some Authors have shown how the damage can be detected by the analysis of the outliers of the tracked frequency [11–13] along the time. Hence the definition of suitable automated procedures become crucial point, especially for the application to the cultural heritage buildings [14,15].

In the present paper is introduced an algorithm for the modal tracking of the modal properties of two historic masonry towers with different operational conditions. The accelerations have been collected by a continuous (fifteen minutes of record every hour) wireless monitoring system based on the MEMS technology.

2 THE AOMA PROCEDURE

The AOMA algorithm has been developed considering a Continuous Vibration-Based Structural Health Monitoring (CVB-SHM) approach. As it was stated by Pecorelli [16] with the analysis of the data of a continuous monitoring system in a complex elliptical dome; the input should be selected as those with higher Root Mean Square (RMS) to successfully identify all the modes. Furthermore, Marwitz and Zabel [17] defined a relationship among the quality of the identified modes and the intensity of the input, analyzing the long-term monitoring data of a high-rise telecommunication tower. Hence the presented procedure was developed by introducing some thresholds in the input parameters and in the complexity of the identified modes. That values are defined statistically, considering a suitable observation period where the common operational conditions are present. The full procedure for the extraction of the modal parameters has been fully described in [18].

Here the algorithm to define the adaptive thresholds for each mode is presented and the most relevant operation are described:
1. Selection of one or more calibration periods
2. Definition of a starting thresholds respectively in terms of frequency \( df_{\text{lim}} \) and mode \( d\phi_{\text{lim}} \) shapes equal for each mode
3. Random selection of the \( b\)-th element as a seed of the first cluster
4. Calculate the relative distance \( d_{hi} \) in terms of frequency and mode shapes from the \( b\)-th seed to all the other \( i\)-th elements of the calibration period
5. The elements within the initial distance \( d_{\text{lim}} \) are clustered together and the relative distances are saved in the vector
6. For each mode the distance is calculated as the median of the components of \( d \)

Thus, the distances in terms of frequency and mode shapes are calculated analyzing the results on the calibration period during the common operational conditions of the structure. Obviously, the initial thresholds \( d_{\text{lim}} \) should be chosen adequately. For instance, reference values for the MAC can be from 0,05-0,8; while the relative distance in terms of frequency depends on the length of the calibration periods. Anyway, a suitable interval could be between the 1-10 %.

---

**Figure 1:** The flowchart of the proposed method.

### 3 APPLICATION TO TWO HISTORIC MASONRY TOWERS

The two cases of study are the “Torre Grossa” (Tower A) and the “Mastio Matilde” (Tower B). The two towers exhibit different slenderness and different buildings materials: the Tower A made by travertine stones and the Tower B by masonry bricks. Both of them are surrounded by walls or palaces until a certain level and in an asymettric way. It is worth to
point out that the two towers are subjected to different level of excitations. In one hand, the Tower B arises in the city center of San Gimignano (SI) where the veicular traffic is restricted so the main external dynamic forces are due to the wind. On the other hand, the Tower B is located in the Livorno harbour where the external dynamic excitation level is high and in some cases it is arisen from some colored noise. Hence, these two limits cases for the historic masonry towers seems to be a good test for the proposed automated procedure.

![Torre Grossa in San Gimignano](image1)
![Mastio Matilde in Livorno](image2)

Figure 2: (a) The “Torre Grossa” in San Gimignano (SI) (b) The “Mastio Matilde” in Livorno (LI).

The two towers have been selected as cases of study for the “Moscardo” project, a project funded by the Tuscany region, aiming to investigate the capability of monitoring the cultural heritage using low invasive techniques. Thus, a wireless network of Micro Electric Mechanic Sensors (MEMS) accelerometers has been adopted and tested for two towers for long-term monitoring purposes. In the next sections, the two networks will be briefly described and the results of the proposed adaptive technique for the modal tracking will be discussed.

### 3.1 Tower A

The “Torre Grossa” is the tallest medieval tower in the city center of San Gimignano with a height of 55 m and a base square of about 9.5x9.5 m. only two levels at the top have a concrete slabs, while an iron staircase has been fixed to the walls to reach the top level. At the top there is a belfry with three bells, that have no longer been used. A full description of the geometry and of the architectural features can be found in [19].

The installed monitoring system is composed by 12 accelerometers, 2 strain gauges, 2 dispacement transducers and 2 metereological stations: one indoor collecting temperature, humidity and the other outdoor collecting temperature, humidity and the average wind speed and direction.
Figure 3: (a) Tower A the rms of the signals collected over the monitoring period, the active channels and the average wind speed recorded in the meteorological station in the last level.

In figure 3 the results of the first year of monitoring are reported in terms of power in the signals and of the measured average wind speed. In the time window from the middle of September to the middle of October the system was off-line. While not all the sensors were working together along the time because of some problems in the network.

Figure 4: Tower A the long-term monitoring system installed.
3.2 Tower B

The “Mastio Matilde” is an iconic tower of the old fortress in the Livorno harbor. The tower has a round plan with a diameter of 12 m and a total height of about 29 m with four vaulted levels that were retrofitted in the past with steel bars fixed in the vaults. Some more information about the tower can be found in [18].

![Diagram of Tower B](image)

Figure 5: Tower B the long-term monitoring system installed.

Two sections of the tower have been monitored: the top with two mono-axial accelerometers and one biaxial accelerometer; the level 0 with one mono-axial and a biaxial accelerometer. The environmental conditions were monitored with two meteorological stations: one inside and one outside the tower. Both measure the temperature and the humidity, while outside an anemometer measuring the average wind speed and the direction.
Figure 6: (a) Tower B the rms of the signals collected over the monitoring period, the active channels and the average wind speed recorded in the meteorological station in the last level.

Although also in that case several disconnections of some sensors a large database has been collected (Table 2).

3.3 Observations about the monitoring data

Despite the lacks in the time histories of the recorded signals due to some malfunctioning in the network, is possible to describe the level of vibration of the two cases of study.

Figure 7: (a) The “Torre Grossa” in San Gimignano (SI) (b) The “Mastio Matilde” in Livorno (LI).

In figure 7 the rms distribution of the last floors of the two towers over the monitoring periods are shown. The level of vibrations of the Tower B is higher of about the 30% than the Tower A, confirming the different operational conditions. For both cases the main dynamic load is the wind and the maximum value has been reached in the Tower B (Figure 6).

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Median [mg]</th>
<th>Variance [mg]</th>
<th>Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>TG</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1017r</td>
<td>0,0045</td>
<td>0,0001</td>
<td>3142</td>
</tr>
<tr>
<td>#1018t</td>
<td>0,0042</td>
<td>0,00003</td>
<td>4382</td>
</tr>
<tr>
<td>#1018r</td>
<td>0,0043</td>
<td>0,00001</td>
<td>4377</td>
</tr>
<tr>
<td>#1010r</td>
<td>0,0056</td>
<td>0,0023</td>
<td>2089</td>
</tr>
<tr>
<td>#1010t</td>
<td>0,0057</td>
<td>0,00007</td>
<td>5475</td>
</tr>
<tr>
<td>#1009r</td>
<td>0,0053</td>
<td>0,00009</td>
<td>5471</td>
</tr>
<tr>
<td>#1008t</td>
<td>0,0061</td>
<td>0,00003</td>
<td>5507</td>
</tr>
</tbody>
</table>

Table 1: The rms distribution for the accelerometers in the last floor of the two towers.

4 RESULTS

The two monitoring systems are active from the end of the 2018, but some shutdown of some devices or some errors in the transmission of the data leads to a reduced grid of measuring points (Figures 3b-5b). Hence the adaptive modal tracking procedure proposed herein, considers that issues and the MAC index has been calculated considering the common channels that were recording. Then two suitable calibration periods have been chosen as limit cases of the operational dynamic behavior.
The periods from 10/05/2019-16/05/2019 (#MM1) and from 3/12/2018-9/12/2018 (#MM2) are those where the highest average wind speed has been recorded respectively for the Tower A and Tower B. Meantime, the periods from 1/05/2019-7/05/2019 (#TG1) and from 15/05/2019-21/05/2019 (#TG2) are those where the lowest average wind speed has been recorded respectively for the Tower A and Tower B. Thus, the distances in terms of frequency and mode shapes are calculated with the clustering procedure described in the previous sections.

Lastly, some statistical values of the measured distances for each period can be calculated and the minimum values can be chosen to track the modes. For that cases of study, the median value of the frequency and the third quartile value for the mode shapes.

<table>
<thead>
<tr>
<th>Period</th>
<th>1st Mode</th>
<th>2nd Mode</th>
<th>3rd Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( f_{lim} )</td>
<td>( \phi_{lim} )</td>
<td>( f_{lim} )</td>
</tr>
<tr>
<td>#MM1</td>
<td>1,10</td>
<td>0,61</td>
<td>3,65</td>
</tr>
<tr>
<td>#MM2</td>
<td>3,42</td>
<td>0,83</td>
<td>3,38</td>
</tr>
<tr>
<td>#TG1</td>
<td>0,53</td>
<td>0,73</td>
<td>0,56</td>
</tr>
<tr>
<td>#TG2</td>
<td>1,04</td>
<td>0,43</td>
<td>1,73</td>
</tr>
</tbody>
</table>

Table 2: Example of the construction of one table.

As a result, the thresholds are not fixed but for each mode are calculated from the observed results in a representative calibration period. The selection of the representative values has been performed statistically analyzing two extreme operative conditions related to the most
relevant dynamic excitation. But the calibration period can be also selected with different approaches that lead to the observation of the operational conditions of the monitored structure.

5 CONCLUSIONS

The paper introduces a novel procedure for the adaptive modal tracking of the modal parameters extracted from long-term monitoring data. That issue is usually underestimated, and it has not been widely deepened by the Authors. This become crucial if the accelerations are measured with low-cost sensors that exhibit a lower resolution. In particular the mode shapes seem to be more sensitive to the background noise than the frequency. Thus, the classical modal tracking approach based on fixed threshold can bring to misleading results.

In addition, the identified modes might be not well excited during the measuring time-window and some channels might be not active.

Consequently, the results show how the tracked modes can exhibit different values based on the level of the ambient vibrations. Therefore, some adaptive threshold for the modal tracking based on the operational conditions should be considered to achieve adequate results.

Here the proposed procedure has been applied to two historic masonry towers monitored with a wireless network system of MEMS devices. That measuring network allows the use of cheaper sensors with a low-visual impact that are highly recommended for the monitoring of cultural heritage structures. Ensuring the use of the structure without compromising the architectonical features.

The proposed method is based on the hierarchical clustering of the modes in a representative observation period. Then the thresholds are selected by a statistical analysis of the results observed in the calibration periods. Nevertheless, the method can be implemented in a fully automated procedure for the modal extraction of the modal properties even if low-cost devices are used. Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences
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Abstract. Several approaches can be found in the scientific literature when the subject is damage detection based on vibration signals. In the last few years, increasing attention has been given to the application of Computational Intelligence algorithms in structural novelty identification. In more details, the powerful data mapping capability of computational deep learning methods has been recently exploited to develop strategies of structural health monitoring through appropriate characterization of dynamic responses. Therefore, the present work is aimed at investigating the capability of a deep learning algorithm called Sparse Auto-Encoder (SAE) to identify structural alterations of the Z24 bridge, a classical benchmark for integrity assessment studies. The main idea is to characterize the Z24 dynamic responses via SAE models and, subsequently, to detect the onset of abnormal behavior through the well-known Shewhart $T^2$ control chart (Shewhart $T^2$-statistic), calculated with SAE extracted features. An advantage of the proposed methodology is that data are processed directly in the time domain, avoiding modal parameters estimation and tracking analysis. Moreover, control charts are considered suitable tools for continuous monitoring due to their relatively simple implementation. The obtained results demonstrate that the proposed strategy based on SAE and Shewhart $T^2$ control chart has potential to be explored in structural damage detection problems, since it is able to distinguish between the two investigated scenarios (i.e., undamaged and damaged) of Z24 bridge.
1 INTRODUCTION

The proper functioning of structural systems and the safety of users are among the main concerns of engineers throughout the life cycle of any civil engineering construction. In order to avoid catastrophic failures, it is important to continuously monitor the structural condition and detect any abnormal behavior at an early stage, especially when dealing with large structures, such as bridges, viaducts, tall buildings, and towers.

Among the different methodologies available to identify the occurrence of structural anomalies, vibration-based damage detection has been extensively investigated in the scientific literature (see e.g. [1]). Starting from dynamic time histories obtained through Structural Health Monitoring (SHM) systems, these approaches are applied to investigate novelties in terms of structural behavior. In summary, essential features are extracted from measured data and are successively compared to deduce if a structural change has occurred.

Typically, the structural integrity investigation is performed by employing modal analysis [2, 3]. The degrading process alters the physical properties of the structure, such as mass and stiffness, which influence its natural frequencies, mode shapes, and damping ratios. In the last few years, due to the evolution of computer and information technologies, increasing attention has been given to the application of Computational Intelligence (CI) in structural novelty identification [4, 5, 6]. Among all possible CI algorithms, those based on deep learning appear as promising alternatives to traditional techniques. In this paper, a special highlight is given to the Sparse Auto-Encoder (SAE), a deep neural network algorithm that automatically extracts features from data. The SAE reconstructs its inputs through an internal coding - modeled by linear and nonlinear functions - that transforms them into a “new” group of variables (features) [7]. Auto-encoders are known not only for the ability to deal with large volumes of data but also for their capability to provide optimal solutions, particularly for nonlinear problems, such as structural anomaly detection [8, 9]. Therefore, SAE may be an appropriate method for handling vibration signals. It is important to notice that deep learning algorithms are recent tools in the SHM area, and studies focused on evaluating them to solve novelty detection problems are ongoing.

In this context, the present work is aimed at investigating the performance of the SAE algorithm when applied to the identification of structural alterations. The fundamental idea here is to characterize the structural dynamic responses via SAE models and, subsequently, to detect the onset of abnormal behavior through the well-known Shewhart $T^2$ control chart [10], calculated with SAE extracted features. The Shewhart chart is a sort of statistical process control technique frequently used in SHM strategies and applied to the residuals between measured and predicted (via regression analysis) quantities. Due to the relatively simple implementation, control charts are considered suitable tools for continuous monitoring. The anomaly detection approach is exemplified using data collected on the Z24 bridge [11], before and after damaging the structure.

An advantage of the proposed methodology is that data are processed directly in the time domain, avoiding modal parameters estimation and tracking. Another interesting aspect of such an approach is the unsupervised analysis, which means that it does not use previously labeled observations or desired output variables. Although many methods in the literature are based on the pre-establishment of different degradation levels (supervised analysis), it is difficult to have prior knowledge of the structure’s health condition in actual SHM systems.
2 THEORETICAL BACKGROUND

2.1 Deep Learning and Sparse Auto-Encoder

Deep Learning encompasses a variety of machine learning techniques based on Artificial Neural Network (ANN) theory (see e.g. [12]), mainly characterized by their multiple processing layers. As already stated, the present work is focused on the deep learning algorithm called Sparse Auto-Encoder (SAE). In general terms, an Auto-Encoder (AE) is an Artificial Neural Network (ANN) built to return an approximation of its input. According to Goodfellow et al. (2016) [7], this network consists of an internal coding layer described by the function \( h = f(x) \), which learns the characteristics of input data \( x \), and a decoding layer defined by \( y = g(h) \), which rebuilds the vector \( x \) from the self-learned vector features \( h \), as suggested by the network architecture shown in Figure 1. Since the cost function evaluates the difference between \( x \) and its own output \( y \approx x \) (\( x \) reconstructed), the learning of an AE is unsupervised. It is worth mentioning that an AE may have several layers between \( x \) and \( h \), as well as between \( h \) and \( y \) (the AE structure has to be symmetric). However, for didactic purposes, Figure 1 represents an AE with only one encoder and decoder layer.

![Figure 1: The basic structure of an Auto-Encoder [7].](image)

Nevertheless, the main interest is not in the replicated output of the AE, but in exploring its ability to extract characteristics from “raw data”. If the AE is used for data mapping only, without feature reconstruction, it is designed to produce \( h \) with a smaller dimension than \( x \) and is known as Undercomplete Auto-Encoder. The great advantage of reducing the data from \( x \) vector dimension to \( h \) vector dimension is the identification of relevant parameters at a high-level of abstraction, helpful for recognizing patterns in datasets. In this context, the learning of the AE network is accomplished by minimizing a function \( Z(x, g(f(x))) \) that penalizes the differences between \( x \) and \( g(f(x)) \). In cases where the coding function is linear, and \( Z \) is the mean quadratic error, the Undercomplete Auto-Encoder behaves like the Principal Component Analysis (PCA) [13]. Conversely, when employing nonlinear functions for \( f \) and \( g \), the Undercomplete Auto-Encoder may be more powerful than PCA to reduce the dimensionality of a problem [14].

Despite their efficiency in characterizing data, the encoders and decoders may acquire an excessive ability to approximate \( y \approx x \), resulting in a vector \( h \) with high dimensionality, which many times is not able to provide interesting parameters for modeling the problem. In order to improve the performance of this deep machine learning technique, the Sparse Auto-Encoder (SAE) was proposed. The SAE is an undercomplete auto-encoder where a sparse penalty \( \Gamma(f(x)) \) is incorporated into the function \( Z \) in the training process. In summary, this penalty allows the AE model to represent large datasets with a small number of \( h \) components, controlling the amount of active neurons in the layers (most weights equal to zero). Consequently, the addition of sparsity-inducing term to auto-encoders usually leads to an increase in the model performance and to a reduction of processing time.
2.2 Shewhart T Control Chart

The Control Chart is a graphical statistical tool used to monitor the variability of a problem’s parameters over time. The charts usually depict several data points, which are formed by a specific statistical characteristic and horizontal lines (control limits) responsible for indicating the extreme values of such characteristic when the problem is in-control state. Any point that is beyond these predetermined limits, on the other hand, reveals unusual sources of variability, suggesting an out-of-control situation. [10].

Due to their relatively simple implementation, intuitive interpretation, and effective results, control charts are considered suitable tools for structural on-line monitoring and anomaly detection. The multivariate control technique used herein is the Shewhart $T^2$ Control Chart. The characteristic plotted in this chart is the Hotelling’s $T^2$-statistic. The $T^2$-statistic represents the distance between a new data observation and the corresponding sample mean vector - the higher $T^2$ value, the greater the distance of the new data from the mean. This metric is based on the relationship among the variables and on the scatter of data (covariance matrix). By assuming that matrix $H_{n \times m}$ represents a dataset during a certain time period (which in this paper are the SAE extracted features), the $T^2$-statistic may be calculated as follows:

$$T^2 = r \left( \bar{h} - \bar{\bar{h}} \right)^T S^{-1} \left( \bar{h} - \bar{\bar{h}} \right)$$

where $\bar{h}$ is the sample mean vector of the $m$ available features, obtained from a submatrix of $H$ with $r$ observations ($H_{r \times m}, r < n$); $\bar{\bar{h}}$ and $S$ are the vector of reference averages and the mean of the reference covariance matrices, respectively, both estimated using $s$ preliminary submatrices collected during the in-control state of the problem. In this work, the Upper Control Limit (UCL) is defined as the 95$^{th}$ percentile of the $T^2$ values of the training data (values greater than UCL may be observed only 5% of the time by chance). The Lower Control Limit (LCL) is zero.

3 THE VIBRATION-BASED ANOMALY DETECTION APPROACH

The present work proposes a structural assessment framework based on SAE models for automatic vibration-data feature learning. Such a framework includes the use of the Hotelling’s $T^2$ control chart applied to SAE extracted characteristics to investigate novelties in terms of structural behavior. Figure 2 shows a general scheme of the suggested anomaly detection methodology.

SHM systems usually comprise a number of accelerometers that record dynamic responses over time. Therefore, it is initially necessary to rearrange the acceleration time histories collected in each measurement point by setting an appropriate window length (duration time) to analyze each measured signal. The vibration measurements are organized in a matrix considering the structural responses of each accelerometer $k$ ($1 \leq k \leq K$) separately, as illustrated in Figure 3. The rows $I$ indicate each rearranged signal, and the columns $J$ represent the respective dynamic response sampled in time. The definition of the signal duration time should consider the measurements’ capacity to represent the current structural condition and the amount of available data. Moreover, since the present approach is focused on continuous monitoring, it is also important to keep the chronological order of the collected signals. In order to make the detection model less sensitive to data scale, after the input matrix is assembled, all data values are divided by the maximum absolute amplitude, leading to acceleration signals between [-1;1].

The developed strategy relies on creating a model with data from the system working in normal conditions, which is named as SAE/$T^2$-statistic reference model. At this point, the reference matrix previously organized is divided into training and testing data, respecting their
position in time. These two submatrices are used to construct and adjust the SAE/$T^2$ model through an iterative procedure, described in the following steps:

1. Firstly, the training data are randomized, as usual in algorithms based on ANN theory. This shuffling has the objective of reducing data variance, guaranteeing a greater generalization power for the artificial intelligence model. It is important to emphasize that the randomization is herein performed only on data used to create the artificial intelligence model. After the training task, the data, or rather the SAE extracted features, must be placed in chronological order again;

2. Initial training parameters for the SAE model are defined. These parameters are number of processing layers, number of features to be extracted from time domain responses (number of neurons), optimization method, activation and error functions, maximum number of training iterations (epochs), sparsity proportion $\rho$ and the coefficients $\beta$ and
λ, related to the sparsity and weights regularization terms of the cost function, respectively. The parameters ρ, β, and λ are related to the sparse penalty function Γ (defined in section 2.1) and assist in the determination of the best solution by the SAE (see e.g. [15]);

3. By using the training data, the SAE model is generated. In the proposed approach, the SAE model is applied to transform the structural signals into a few representative characteristics;

4. The m extracted SAE features are reorganized in chronological sequence (as mentioned in step 1) and used to calculate the $T^2$-statistic points and the UCL, as shown in Figure 4;

5. In order to evaluate the training performance, the SAE/$T^2$ model is fed with testing data. Since the SAE features are also derived from time measurements collected when the structural system is assumed to be under normal conditions, it is expected that the corresponding $T^2$-statistic points are below the UCL value. If this statement is not verified, the SAE training parameters are readjusted (empirically), and a new model is created by returning to step 1.

The reference model definition is complete when the SAE/$T^2$ model developed with the training data is able to correctly represent the current structural behavior by using the testing data. It means that the steps above shall be repeated until all or practically all reference data produce $T^2$-statistic values bellow the UCL.

Finally, once the SAE/$T^2$ reference model is properly established, newly acquired data may be classified as being from the normal or abnormal structural condition. SAE features and their $T^2$-statistics are calculated from monitoring data and plotted in the control chart for comparing the reference structural responses with the newly collected ones. The entire anomaly-detection approach was developed using toolboxes and built-in functions available in Matlab® R2017a.

4 APPLICATION I: Z24 BRIDGE

The Z24 bridge was a highway overpass located at Canton Bern near Solothurn, in Switzerland, built in the early 1960s to connect Koppigen and Utzenstorf. This post-tensioned structure was 58m long composed of three continuous spans with 14m, 30m and 14m, supported on four
piers, as it can be seen in Figure 5. Due to the construction project of a new railway line underneath the highway, the bridge had to be demolished. Therefore, before the structure was completely knocked down, it was instrumented and gradually damaged [11].

![Figure 5: The Z24 bridge - Top view and experimental setup.](image)

The present study evaluates the proposed SHM approach through dynamic signals of forced vibration tests conducted within two structural conditions: undamaged and damaged (settlement of pier - 40mm). Two vertical shakers were used to generate a flat force spectrum excitation with 3-30Hz bandwidth. In each damage scenario, nine dynamic tests were performed considering five accelerometers installed at three measurement points, R1, R2 and R3, as described in Figure 5. Vibration responses have 65535 data points, acquired at a frequency sampling of 100Hz for approximately 11 minutes. The structure’s natural frequencies and the temperature variation - before and after the damage - are given in Table 1 for information purposes. The evolution of the eigenfrequencies, as well as the structural modes (see Figure 6), are derived from data of ambient vibration tests by the stochastic subspace identification method [11].

<table>
<thead>
<tr>
<th>Structural condition</th>
<th>Temperature</th>
<th>1st natural frequency</th>
<th>2nd natural frequency</th>
<th>3rd natural frequency</th>
<th>4th natural frequency</th>
<th>5th natural frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undamaged</td>
<td>17°C</td>
<td>3.92Hz</td>
<td>5.12Hz</td>
<td>9.93Hz</td>
<td>10.52Hz</td>
<td>12.69Hz</td>
</tr>
<tr>
<td>Damaged</td>
<td>29°C</td>
<td>3.86Hz</td>
<td>4.93Hz</td>
<td>9.74Hz</td>
<td>10.25Hz</td>
<td>12.48Hz</td>
</tr>
</tbody>
</table>

Table 1: Variation of the Z24 eigenfrequencies (values extracted from the work of De Roeck et al. (2000) [11]).

For this application, each accelerometer measurement is rearranged into 10-second signals, providing an input matrix [1070×1000]: 1070 dynamic time histories (65 signals per accelerometer × 9 dynamic tests × 2 structural conditions = 1070) composed of 1000 data points (100Hz × 10s = 1000). Henceforth, maintaining its chronological order, the input matrix is subdivided as follows:

- Reference data (undamaged state):
  - Training data → matrix [450×1000]
  - Testing data → matrix [135×1000]
- Monitoring data (damaged state) → matrix [585×1000]
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Figure 6: Reference mode shapes of the Z24 bridge - undamaged condition (draws extracted from the work of De Roeck et al. (2000) [11]). (a) 1st mode - symmetrical bending mode. (b) 2nd mode - transversal mode. (c) 3rd mode - combined torsional/antisymmetrical bending mode. (d) 4th mode - combined torsional/antisymmetrical bending mode. (e) 5th mode - symmetrical bending mode.

The anomaly detection approach is investigated for each accelerometer channel separately. For all analyses, the achieved SAE model was implemented employing one encoder and decoder layer constituted by 100 neurons (vector $h$ with 100 components), which reduces the dimensionality of the problem from 1000 data points to 100 features. The other parameters were set to: the sparsity proportion ($\rho = 0.050$); the sparsity regularization ($\beta = 4.000$); the weight regularization ($\lambda = 0.001$); the training function = Scaled Conjugate Gradient (SCG) optimization method [16] with gradient maximum value of $1.00 \times 10^{-6}$; the encoder and decoder activation functions = logarithmic sigmoid and linear function, respectively; the error metric = mean square; and the maximum number of training epochs = 1000. The Hotelling’s $T^2$-statistic was calculated using data subgroups composed of 15 observations ($r = 15$) with the 100 SAE characteristics ($m = 100$). The UCL was estimated considering 30 subgroups of data ($s = 30 = 450$ training examples / 15 observations).

4.1 Results

The results of the proposed approach for the Z24 bridge are shown from Figure 7 to Figure 11. In total, 78 data subgroups were evaluated for each accelerometer channel, considering training (30 subgroups - blue points), testing (9 subgroups - green points), and monitoring data (39 subgroups - red points). In addition to the control chart plotted for one SAE/$T^2$ model, another control chart was also constructed representing the $T^2$-statistic for 30 different SAE models. In this case, the UCL is calculated considering the UCL’s mean from the 30 models. This practice of examining the performance of various models is usual in ANN-based algorithms. It aims to identify that a specific data ordering (possible correlated samples) is not influencing the model performance.

By analyzing the results, a good performance was achieved for dynamic responses from accelerometers 1 (Figure 7) and 5 (Figure 11). In both cases, during the training and testing periods (undamaged condition), most $T^2$-statistic values are below the limit line (a small number of false alarms). In the monitoring period (damaged condition), the $T^2$-statistic abruptly
exceeds the UCL value, laying outside of the in-control region and correctly indicating the presence of the structural anomaly. These outcomes may be attributed to the relation between the position of sensors and the structure’s mode shapes. In general, higher natural frequencies are more affected in absolute terms by damage, as seen in Table 1. For this reason, since ac-
Figure 10: Anomaly detection approach - Output for the accelerometer 4. (a) Control chart for one SAE/$T^2$ model. (b) Control for 30 SAE/$T^2$ models.

Figure 11: Anomaly detection approach - Output for the accelerometer 5. (a) Control chart for one SAE/$T^2$ model. (b) Control for 30 SAE/$T^2$ models.

celometers 1 and 5 are in positions where the amplitudes related to higher magnitude modes are more significant (absolute difference of 0.27Hz for the 4th frequency and of 0.21Hz for the 5th frequency), they may have had better performance.

The same idea can be used to justify the $T^2$-statistic of data collected by the accelerometer 2. Even though this channel is more affected by the first vibration mode, due to its location at the midspan, the absolute difference between the natural frequencies is small (0.06Hz), maybe not sufficient for the SAE/$T^2$ model detects the damage occurrence. Regarding the sensors 3 and 4, they were positioned to capture transversal and longitudinal movements, respectively. Therefore, since the shakers generated components predominantly in the vertical direction and, the structure was considerably rigid on the longitudinal direction, it was expected that the control charts related to these measurement positions would have inconclusive results.

The Mean Square Error (MSE) between original and reconstructed dynamic signals for the 30 SAE models are exhibited in Table 2. It should be noted that the MSE values of training data are smaller than the MSE values of testing and monitoring data, as expected, since the first group of data was used to train the SAE, and the second and third ones were unknown by the created models. Figure 12 displays an example of the SAE reconstructed response in comparison with its respective original signal. Instead of perfectly reconstructs signals, the idea behind the SAE consists of modeling key features of data that are sensitive to structural novelties. Based on
the assumption that lower MSEs are evidence of better signal reconstruction, the slight upward trend in the $T^2$-statistic verified for testing data of accelerometer 1 may be associated with these values. Table 2 reveals that the responses related to accelerometer 1 have a reconstruction error almost twice as large as the error found for the responses of accelerometer 5, the other channel with good results, where this trend does not appear.

<table>
<thead>
<tr>
<th>Accelerometer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data</td>
<td>0.0129</td>
<td>0.0074</td>
<td>0.0057</td>
<td>0.0021</td>
<td>0.0076</td>
</tr>
<tr>
<td>Testing and monitoring data</td>
<td>0.0222</td>
<td>0.0120</td>
<td>0.0092</td>
<td>0.0026</td>
<td>0.0138</td>
</tr>
</tbody>
</table>

Table 2: MSE values between original structural responses and corresponding reconstructed signals for the 30 SAE models (units: $m^2/s^4$).

![Figure 12: An original response of the Z24 bridge and its respective signal reconstructed by SAE.](image)

### 5 CONCLUSIONS

The paper presented a structural anomaly detection approach based on Sparse Auto-Encoder and Shewhart T control chart. Features extracted by SAE models, directly from time-domain accelerations, were passed along as input variables of the control chart to detect the onset of abnormal behavior in structures. The developed method was exemplified using experimental data from dynamic tests performed on the Z24 bridge.

According to the obtained control charts, the $T^2$-statistic calculated with the SAE extracted characteristics were efficient in detecting the two different structural states of the Z24 bridge. The results are in agreement with the respective structural scenarios since the damage imposed on the bridge was clearly identified. Nevertheless, more investigation is required to validate the proposed anomaly detection strategy. In particular, the next steps in this work include analyzing the temperature influence on SAE characteristics and applying the methodology in other structures.
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Abstract. The design of systems for structural health monitoring is an exercise that requires careful planning of optimal sensor locations. The number of possible locations usually outnumbers the number of available sensors, which means that solving the problem of optimal sensor placement (OSP) is necessary for a cost-effective network. This paper addresses the design of OSP for a new monitoring system on a long-span suspension bridge. The foremost interest is the response effect of wind loading on the bridge. A finite element model of the bridge is created based on blueprint drawings, and the system model consists of 18 target modes (with frequencies in the range [0.05, 0.6] Hz). 22 triaxial force-balance MEMS accelerometers are planned to be deployed. In the design, the sensors are designated into local groups consisting of two or four accelerometers, which are wired to the same data acquisition unit. Two optimization approaches are tried: backward sequential sensor placement and genetic algorithms. The objective metric is the maximization of the determinant of the Fisher information matrix. Six different types of models for the prediction error covariance are tested; one with no correlation and five with varying degrees of error correlation, which is dictated by the sensor distance and a characteristic correlation length. The resulting configurations are compared and discussed.
1 INTRODUCTION

Structural health monitoring (SHM) of bridges and other civil structures has become a popular method to study the response behavior of structures during the service life. The design of such systems is often subject to cost constraints; thus, it is desired to maximize the information value of the data acquired from the limited available sensors. The problem of optimal sensor placement (OSP) in SHM have been studied widely in the literature, for instance, in the light of damage detection [1, 2], parameter identification [3, 4], and load reconstruction [5, 6].

The distribution of a small number of sensors in a high number of candidate locations is an OSP problem that cannot be solved by exhaustive searches. Instead, various of optimization methods have been proposed, for instance, backward and forward sequential sensor placement algorithms (FSSP/BSSP) [4], relaxation sequential algorithms [7], genetic algorithms [8], and particle swarm optimization [9]. A review of different methods can be found in [10].

This contribution presents the OSP for a recently opened suspension bridge in the north part of Norway, the Hålogaland bridge. This is a long-span bridge were the wind-induced response is of great importance in both structural reliability and serviceability assessments; thus a SHM system focusing on wind engineering is planned to be deployed to the bridge. The presented OSP design considers the placement of 22 accelerometers. Besides these sensors, it is also planned to install strain gauges, temperature sensors, and several anemometers for wind measurements.

2 OPTIMAL SENSOR PLACEMENT THEORY

This section gives a brief overview of the theory applied in the OSP design. We consider a linear model of the structural vibrations:

$$\ddot{r}(t) + C_0 \dot{r}(t) + K_0 r(t) = f(t)$$  \hspace{1cm} (1)

Here, the subscript $0$ denotes still-air structural properties. This system is modally truncated ($r(t) = \Phi z(t)$) using a set of $N_m$ modes:

$$\tilde{M} \ddot{z}(t) + \tilde{C} \dot{z}(t) + \tilde{K} z(t) = \Phi^T f(t)$$ \hspace{1cm} (2)

In this case, the alterations from aeroelastic effects on the mode shapes are not considered, i.e. the modal analysis is performed using still-air vibration modes. We expect that this is reasonable for non-extreme wind conditions. The following linear output model is assumed:

$$y(t) = S \Phi z(t) + S \epsilon(t)$$ \hspace{1cm} (3)

where the binary matrix $S$ selects the output DOFs of the sensors out of all possible DOFs. It is common to assume that the prediction error $\epsilon(t)$ is a Gaussian stochastic process. This error can be thought to have two independent sources (model errors and measurement noise):

$$\epsilon(t) = \epsilon_{mod}(t) + \epsilon_{meas}(t)$$ \hspace{1cm} (4)

These components are associated with their respective covariance matrices:

$$\Sigma = E[\epsilon(t)\epsilon(t)^T] = \Sigma_{mod} + \Sigma_{meas}$$ \hspace{1cm} (5)

For the case study presented in Section 3, we expect that errors from the model generally are greater than the measurement noise in Eq. 3-4. This is partly motivated by the fact that currently
available high-quality force-balance MEMS accelerometers have very good noise performance. Previous studies of suspension bridges also indicate that errors from finite element (FE) models are prevailing [11].

When all sensors are of equal type, it is sensible to assume that the latent measurement noise has equal magnitude and is uncorrelated among all outputs, i.e. $\Sigma_{\text{meas}} \propto I$. Characterizing the model errors, however, is generally more complicated since these usually are propagated from errors on the different physical parameters of the model (stiffness, mass, geometry, etc.). The authors of [12] proposed a correlation structure on the following form:

$$
\Sigma_{ij} = \exp\left(-\frac{\delta_{ij}}{\bar{\delta}}\right)
$$

which penalizes the proximity of two sensors: $\delta_{ij}$ is the distance between model DOF $i$ and $j$, and $\bar{\delta}$ is a characteristic correlation length. Although this model is not physically motivated, it can help avoid problems with sensors clustering close to each other, which can lead to redundant information. An expansion of this model was proposed in [13]:

$$
\Sigma_{ij} = \frac{\Psi_i \Psi_j^T}{N_m} \exp\left(-\frac{\delta_{ij}}{\bar{\delta}}\right)
$$

where $\Psi_i$ and $\Psi_j$ are scaled rows of the mode shape matrix:

$$
\begin{bmatrix}
\Psi_i \\
\Psi_j
\end{bmatrix} = \begin{bmatrix}
|\phi_{i1}|/\max(|\phi_{i1}|,|\phi_{j1}|) & \ldots & |\phi_{iN_m}|/\max(|\phi_{iN_m}|,|\phi_{jN_m}|) \\
|\phi_{j1}|/\max(|\phi_{i1}|,|\phi_{j1}|) & \ldots & |\phi_{jN_m}|/\max(|\phi_{iN_m}|,|\phi_{jN_m}|)
\end{bmatrix}
$$

In essence, the fraction in front of the exponential weighs the similarity in the modal values at model DOF $i$ and $j$, and assumes a value between zero and one. For instance, if the majority of modes are in orthogonal directions, as often is the case with regular structures that has lateral and vertical bending modes, this weight assigns a low correlation for two DOFs that are orthogonal.

A more advanced idea was proposed in [14], considering the uncertainties in the stiffness matrix $K$ as the source of the prediction errors. In that case, a first-order perturbation of the mode shapes with respect to uncertain stiffness parameters enters the calculations. A similar approach was proposed in [15], where the robustness of optimal sensor placement under parametric uncertainty was studied. Intervals for parameters were studied in [16].

The present study uses a quite comprehensive FE model of a bridge where the stiffness (or mass) matrix and its derivative are not readily available in a suitable numerical form unless multiple perturbation analysis are performed. For this reason, this contribution mainly uses Eq. 7 as the basis for the error covariance matrix.

Formally, the OSP problem can be cast in a Bayesian framework, see e.g. [3, 4, 8, 17] for details on the theoretical background. In this contribution, we limit the discussion on this topic to defining the Fisher information matrix (FIM) as follows:

$$
Q(S, \Sigma) = (S\Phi)(S\Sigma S^T)^{-1}(S\Phi)^T
$$

It can be shown that maximizing the determinant of the FIM (or equivalently, minimizing the information entropy) leads to the least uncertainty in the estimate of the modal coordinate vector [12]. Thus, among all possible sensor configurations, the optimal solution is selected as the one that minimizes the following normalized objective function [4]:

$$
\text{Obj}(S, \Sigma) = \sqrt{\frac{\det(Q(S_{\text{ref}}, \Sigma))}{\det(Q(S, \Sigma))}}
$$
which is also referred to information entropy index (IEI). Here, \( S_{ref} \) represents a reference configuration where all sensor candidates are included.

3 APPLICATION CASE

3.1 The Hålogaland Bridge

The structure under consideration is the Hålogaland Bridge (Fig. 1), which opened for traffic in March 2019. This suspension bridge has a main span of 1145 m in addition to two side-spans of 240 m and 149 m. The towers are 180 m tall, and the main cable is anchored in bedrock on both sides of the fjord. A cable-supported bridge was chosen for this location due to the high water depths (ca. 340 m) that prohibits short-span bridges with intermediate supports. The main span has a single-box steel girder, which is slenderly designed with two driving lanes and one pedestrian lane. The long span inevitably leads to low natural frequencies, meaning that the structure will be susceptible to excitation from natural wind.

A FE model of the bridge (Fig. 2) is created in the modeling software ABAQUS based on the geometry from technical design drawings. Beam elements are for all structural components. The side-span access roads are discarded from this model as their influence on the dynamic behavior of the main span is deemed negligible.

Typical nominal values are assigned for the structural properties (mass, stiffness, bearing behavior, boundary conditions, etc.). Although there inevitably are uncertainties related to these quantities, the assigned parameter values could later be calibrated in through model updating procedures.

The linearized vibration modes are calculated for the finished state where the structure is in equilibrium under dead loads. The set of selected target modes is chosen as the \( N_m=18 \) lowermost vibration modes from the FE model, with natural frequencies ranging from 0.05 Hz and 0.6 Hz. Capturing a higher number of modes would ultimately require a higher number of accelerometers.

As seen from Fig. 3, the different modes can roughly be classified into five types: 

1. lateral and vertical bending modes, which typically have a \( \sin(n\pi x/L) \) -type deflection of the bridge deck;
2. torsion modes;
3. cable modes, which mostly have deflects the main cable and hang- ers;
4. tower modes;
5. other combination modes which to some extent excite both the bridge deck and cables. All the mode shapes are normalized so that the maximum amplitude is equal to unity.
3.2 Strategy of optimal sensor placement

In the OSP, the following strategical points are adopted:

- The sensors are designated into groups of two or four accelerometers in a slice of the box girder, see Fig. 4. The optimization considers the addition or removal of a group of sensors, not individual sensors. This design constraint is adopted for proximity reasons; the sensors in a group must be wired to the same local data acquisition unit (DAU).

- Some output channels are discarded, mainly because the modal deflection is insignificant. Although triaxial accelerometers are used in reality, only the lateral ($y$) and vertical ($z$) directions are considered in the for sensors in the main span. For the sensors in the towers, the longitudinal ($x$) and the lateral ($y$) directions are included.

- For engineering reasons, some sensors are a priori distributed on the bridge. Two accelerometers are chosen to be placed in the mid-span of the bridge since it is desired to have statistics from this location. In addition, one accelerometer is placed in each of the towers.

Two OSP search methods are used in the design: a backward sequential sensor placement (BSSP) algorithm and a genetic algorithm (GA). The BSSP is initiated with sensors in all candi-
date locations. Then one sensor group is iteratively removed by simply by discarding the group that contributes the least to the objective function in a perturbation analysis. The iterations are stopped when the number of remaining sensors equals the set target of 22 accelerometers. BSSP algorithms are heuristic, and convergence to the optimal configuration (among all possible) is not guaranteed. Therefore, the GA is used to improve the BSSP search, and is given the following rules:

- The population is set to 30 individuals, each corresponding to a sensor configuration. The initial population is chosen to consist of both the obtained BSSP solution and other randomly picked configurations.

- Every iteration, 5 children are generated from 2 parents selected randomly from the population. The sensor locations of a child are a random mix of its parents’ locations, with a probability weight of 0.8 and 0.2 assigned to the fittest and least fit parent.

- A child can have random mutations as follows: i) a sensor group can move one or two increments (20 or 40 m) to the left or right with a probability of 0.1; ii) all sensor groups can simultaneously be mirrored about the mid-point of the bridge with a probability of 0.1.

- The next generation is selected as the 30 best configurations among the 35 candidates (30 individuals + 5 children) with respect to the fitness (i.e. the objective function in Eq. 10).

- The iterations are continued for a maximum of 500 generations or until the population is fully homogeneous.

3.3 Optimization resulting

In total, six different optimization cases is performed. The first targets purely measurement errors, where the case of no correlation ($\Sigma = I$) is tested. The next five cases focuses on model errors using several versions of the covariance model $\Sigma(\delta)$ from Eq. 7 with $\delta = \{10, 100, 250, 500, 1000\}$ m.

For each of these six cases, the BSSP is run first and is next followed by the GA. Compared to the BSSP, the GA is generally found to improve the objective function by 10-20% and only minorly alter the sensor configuration. The resulting sensor locations are shown in Fig. 5. All configurations have 22 accelerometers, and also require 10 local DAUs (8 in the box girder and
2 in the towers). Notably, all cases (arguably except for the uncorrelated case) display a similar pattern of sensor distribution along the bridge span. Although not shown here, this is only occurring to a lesser extent when instead a lower number of target modes is set ($N_m = 3$ or $N_m = 6$). A plausible explanation for this is that the full target mode selection ($N_m = 18$) contains modes with wavelengths both in the order of 100 and 1000 m, and so a single correlation length variable $\bar{\delta}$ does not highly influence both the higher and lower modes simultaneously.

Since no specific value for $\bar{\delta}$ could be said to be "correct", one can perform a simple robustness check by considering how well the optimal solution from case $i$ performs when evaluated with respect to the objective function from case $j$. Fig. 6 shows values of the comparative expression:

$$\text{Ratio} = \frac{\text{Obj}(S_i, \Sigma_j)}{\text{Obj}(S_j, \Sigma_j)}$$

In Fig. 6, the values on the diagonal ($i = j$) are by definition equal to one, and the others ($i \neq j$) indicate a "cross-performance ratio" larger than one. Not surprisingly, most values in Fig. 6 are close to one. For instance, it could be argued that the optimal solution $S(\bar{\delta} = 500)$ is attractive since it performs well for all covariance models ($1.53$ for the uncorrelated case and $\leq 1.05$ for the other cases). On the other hand, the sensor configuration for the uncorrelated case does not perform well when it is evaluated using the correlated covariance matrices (ratios $\geq 5$).

Besides the FIM and the IEI, the condition number of the matrix $S\Phi$ has an interest in
applications such as force identification from acceleration data, which is one of the aspirations of this SHM project. Specifically, the matrix rank of $S\Phi$ plays an important role [5], since this matrix designates the direct influence from the modal loads on acceleration measurements. Generally, it is desired that this matrix has a low condition number, as high condition numbers could lead to numerical rank loss or ill-conditioned pseudo-inversion. Here, it is found that $\text{cond}(S\Phi) \approx 5.5 \pm 0.5$ for all six cases, which is low and thus very acceptable.

Also the modal assurance criterion (MAC) is a common metric in optimal sensor placement studies [13, 16, 18, 19]. The MAC between mode $\phi_i$ and $\phi_j$ is defined as follows:

$$\text{MAC}_{ij} = \frac{|(S\phi_i)^T(S\phi_j)|^2}{(S\phi_i)^T(S\phi_i)(S\phi_j)^T(S\phi_j)}, \quad 0 \leq \text{MAC}_{ij} \leq 1$$ (12)

As this metric typically is used to distinguish a set of modes, it is desired to have MAC$_{ij}$ close to zero when $i \neq j$. This is particularly important in system identification for structures with close natural frequencies so that that also mode shape information can be effectively utilized for mode matching with FE models. Fig. 7 shows the auto-MAC values for the optimal configuration $S(\bar{\delta} = 500)$. Although the MAC is not included in the OSP objective, it is reassuring that very low off-diagonal values generally are obtained, except for the single instance MAC$_{10,13} = 0.59$.

4 SUMMARY

This paper has presented a case study of the OSP with application to the Hålogaland bridge, a long-span suspension bridge. The optimal locations for 22 triaxial accelerometers were designed by maximizing the determinant of the FIM when considering 18 target vibration modes from a FE model. The design was performed by testing several covariance models for the prediction error with different correlation lengths. In this study, it is found the optimal sensor configuration is not very sensitive to the correlation length parameter. This result could be explained by the diversity of characteristic wavelengths in the target modes. In addition, the optimal sensor configurations are found to have low condition numbers (of the mode shape
matrix), and generally low values for off-diagonal elements in the MAC matrix.
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Abstract. The application of vibration absorbers to Wind Turbine (WT) towers has the potential to significantly improve the damping of the tower and the nacelle dynamic response, increasing thus the reliability of WTs. The Tuned Mass Damper (TMD) is considered as a benchmark design option for vibration absorption in Wind Turbine towers. However, its effectiveness is limited by the requirement of large masses, in association with its installation location (top of the WT tower). For this reason, two alternative concepts are considered. First, the nacelle is released from the Wind Turbine tower (nacelle isolation concept), using a low stiffness connection. This option is based on the seismic isolation concept of structures with the use of seismic isolation bearings. Alternatively, a novel passive vibration absorption concept is implemented, based on the KDamper concept. The KDamper is essentially based on the TMD, including however an additional negative stiffness element. Instead of increasing the additional mass, the vibration absorption capability of the KDamper can be increased by increasing the value of the negative stiffness element. Thus, the KDamper always indicates better isolation properties than a TMD damper with the same additional mass. In this paper, the performance of these three vibration absorption concepts is examined for increasing the damping of Wind Turbine towers and for the improvement of their dynamic response. Although all methods present a good behavior, the proposed vibration absorption systems present a significant increase of the damping ratio with a minimal value of added mass at the top of the tower.
1 INTRODUCTION

As wind power continues its rapid growth worldwide, wind farms have a high probability to comprise a significant portion of the total production of wind energy, and can even become a hefty contributor to the total electricity production in some countries. The high-quality wind resource and the closeness to load centers make wind energy a fascinating proposition. The Wind Turbine (WT) is supported by a tower that can experience extreme vibrations caused by both the wind turbine and the wind forces due to its geometry and great height. An accurate analysis of the structural behavior of the tower is of high importance due to its cost, which can represent roughly 20% of the total cost of the system [1]. A lot of researchers have been studying the use of structural control to help overcome the wind-induced vibrations experienced by Wind Turbine towers[2]–[5]. The passive control methods are plain and trustworthy. They do not require an external force, are easy to implement to reduce the structural vibration and are widely used in Wind Turbine technology for the improvement of their damping. They incorporate one or more devices to the main structure to absorb or transfer part of its energy.

The intention with the installation of such devices, for the control of Wind Turbine towers, is the mitigation of their dynamic response because of the fact that the vibrations caused by aerodynamic loads are longstanding and cause fatigue problems to the body of the tower and their foundation.

The installation of a resonant damper like a Tuned Mass Damper (TMD) is the damping concept that has obtained the most consideration in the literature. A Tuned Mass Damper (TMD) is a control device that consists of a mass-spring-dashpot attached to the structure, intending to reduce structural vibration response [6], [7]. The TMD concept was first applied by (Frahm, 1909 [8]). A theory for the TMD was introduced in the paper by (Ormondroyd and Den Hartog, 1928 [9]). A detailed discussion of optimal tuning and damping parameters appears in (Den Hartog, 1956 [10]). Since then, a great number of applications of various forms of TMDs have been reported. Some new examples include vibration absorption in seismic or other forms of excitation of structures (Debnath et al., 2015 [11]). TMDs are available in various physical forms, including solids, liquids, or active implementations (Younespour and Ghaffarzadeh, 2015 [12]). The Active Tuned Mass Damper (ATMD) is a hybrid device comprising of a passive TMD supplemented by an actuator parallel to the spring and damper. It is a well-known concept in structural control and has demonstrated enhanced damping performance compared to the passive TMD [13], [14]. The drawback of such designs is that their performance is directly dependent on the accuracy of the actuator's output, which over time can have alterations in its performance by false estimation of the desired function of the vibration absorption concept. Various forms of Dynamic Vibration Absorbers (DVA) have been used, such as Tuned Liquid Column Damper (TCLD) or a Tuned Mass Damper (TMD). Some of the pioneering work regarding applications in wind turbines include the work by Colwell and Basu [15] in which the damping effect of a TCLD installed in an offshore wind turbine has been examined by assuming correlated wind and wave load conditions. A different geometry of the TMD is the pendulum device [16]. The main structure excites the device, and part of its energy is transferred by its movement and then it is dissipated by the pendulum damper.

In order to be potent, a resonant damper like a TMD should be installed where the absolute motion of the targeted vibration mode is largest, which is at the top of the tower or inside the nacelle. Effective damping by a TMD is correlated with a large damper mass, which forms a major limitation since additional mass is undesirable at the top of the wind turbine.

For this reason, two alternative vibration mitigation concepts are examined in this paper. First, the nacelle is released from the Wind Turbine tower (nacelle isolation concept), using a low stiffness connection. This is the most well-known path to earthquake-resistance designs as
it is based on the concept of reducing the seismic demand instead of increasing the structure’s resistant capacity. Modern seismic isolation systems for structures grant horizontal isolation from the seismic effects, by decoupling the structure from its foundation [17]–[21]. Among others, this concept has been shown to behave effectively in bridge decks, supported on flexible piers [22], [23].

Alternatively, the KDamper concept, proposed in Antoniadis et al. 2016 [24], is studied. The KDamper extends the classical Tuned Mass Damper by integrating appropriate negative stiffness elements, rather than increasing the additional mass, which enhances the capability of the KDamper, overcoming the sensitivity problems of TMDs as the tuning is primarily controlled by the negative stiffness element’s parameters. Although the KDamper incorporates a negative stiffness element, it is drafted to be both statically and dynamically stable. The KDamper is examined for the protection of bridge structures [25]–[29], Wind Turbines [30], [31] and structural systems [32], [33]. In addition, the KDamper is implemented as an Absorption Base (KDAB) in the bases of structures [34]–[40].

Section 2 of the paper demonstrates the methodology and the modeling procedure for the three approaches. Section 3 presents the method of the optimal selection of the parameters of the three approaches. Section 4 presents a comparison of the approaches with respect to the improvement of the dynamic performance of the Wind Turbine Tower and of the nacelle.

2 METHODOLOGY AND MODELING

The contemporary design of wind turbines requires power rates of more than 5MW which can be accomplished by wider rotors (diameters of more than 120 m); for that reason, a proportionate increase of the tower height is required. However, this height increase has immediate effects on the structural behavior of the wind turbine because of the augmented wind pressure area and the slenderness of the tower. Moreover, considering that both the tower and the foundation are vital components of the wind turbine, reaching a rather large percentage of the overall turbine budget (over 60% including the installation cost) [41], [42] the improvement of the dynamic response of the wind turbine tower is of high importance. In this work, a steel tower of 120 m height that supports the NREL baseline 5-MW nacelle and rotor, is used. The key properties of the wind turbine and the steel tower are listed in Table 1 and Table 2 respectively.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating</td>
<td>5 MW</td>
</tr>
<tr>
<td>Rotor diameter</td>
<td>126 m</td>
</tr>
<tr>
<td>Hub diameter</td>
<td>3 m</td>
</tr>
<tr>
<td>Cut-in wind speed</td>
<td>3 m/sec</td>
</tr>
<tr>
<td>Rated wind speed</td>
<td>11.4 m/sec</td>
</tr>
<tr>
<td>Cut-out wind speed</td>
<td>25 m/sec</td>
</tr>
<tr>
<td>Cut-in rotor speed</td>
<td>6.9 rpm</td>
</tr>
<tr>
<td>Rated rotor speed</td>
<td>12.1 rpm</td>
</tr>
<tr>
<td>Nacelle mass</td>
<td>240,000 kg</td>
</tr>
<tr>
<td>Rotor mass</td>
<td>110,000 kg</td>
</tr>
<tr>
<td>Blade material</td>
<td>Glass-fibre</td>
</tr>
<tr>
<td>Blade length</td>
<td>61.5 m</td>
</tr>
<tr>
<td>Blade mass</td>
<td>17,740 kg</td>
</tr>
<tr>
<td>Blade CM (from blade root)</td>
<td>20.475 m</td>
</tr>
<tr>
<td>Blade damping ratio (all modes)</td>
<td>0.48%</td>
</tr>
</tbody>
</table>

Table 1: Key properties of NREL baseline 5 MW wind turbine.
<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height</td>
<td>120 m</td>
</tr>
<tr>
<td>Base diameter</td>
<td>8.43 m</td>
</tr>
<tr>
<td>Base steel thickness</td>
<td>0.048 m</td>
</tr>
<tr>
<td>Top diameter</td>
<td>3.87 m</td>
</tr>
<tr>
<td>Top steel thickness</td>
<td>0.025 m</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>210 GPa</td>
</tr>
<tr>
<td>Steel density</td>
<td>8,500 kg/m³</td>
</tr>
<tr>
<td>Total mass</td>
<td>798,640 kg</td>
</tr>
<tr>
<td>Location of CM (above base)</td>
<td>43.042 m</td>
</tr>
<tr>
<td>Tower damping ratio (all modes)</td>
<td>2%</td>
</tr>
</tbody>
</table>

Table 2: Key properties of the considered steel tower.

2.1 Vibration mitigation concepts considered

Fig. 1 displays the dynamic vibration absorber design options that will be analyzed in this paper. The first vibration absorption concept is based on the classical tuned mass damper (TMD). Figure 1i presents the schematic image of the TMD concept. An additional mass is attached to the top of the wind turbine tower or inside the nacelle, using a positive stiffness element and a linear damper. The main disadvantage is the need for a large additional mass in order for TMD to attain effective damping. Figure 1ii presents the nacelle-isolation vibration absorption concept, where the mass that correlates to the mechanical parts (nacelle, rotor, and blades) is used as an additional mass of a TMD. The additional mass is no more connected rigidly to the steel tower but is accomplished with a stiffness connection and a linear damper, as in the case of the classical TMD concepts. Figure 1iii presents the realization of the KDamper concept [24] in a wind turbine tower. Again, as in the nacelle-isolation concept, the additional mass of the nacelle, rotor, and blades is no longer rigidly attached to the wind turbine tower but through the interference of a KDamper device. This time the additional mass of the vibration absorption concept is connected with the mass that corresponds to the nacelle, rotor, and blades with a positive stiffness element and a linear damper, and with the top of the wind turbine tower with a negative stiffness element.
2.2 Dynamic model of the wind turbine

A wind turbine tower (Table 2) of variable tubular cross-section supporting the NREL baseline 5-MW nacelle and rotor [42] is examined. In order to consider the inertial forces applied by the mechanical parts (nacelle, rotor, and blades), an additional mass concentrated at the top, \(m_{top} = 403.22 \text{ tn} \) [42] is added at the top of the tower.

The equations of motion of the wind turbine including the respective vibration mitigation concept to be considered are obtained by analyzing the equilibrium of forces at the location of each degree of freedom as follows:

\[
[M_S] \ddot{x}_s + [C_S] \dot{x}_s + [K_S] x_s = [P]
\]  
(1)

Where \([M_S]\), \([C_S]\) and \([K_S]\) are the mass, damping and stiffness matrices of the controlled wind turbine tower, respectively of order \((N+n) \times (N+n)\). Here, \(N\) suggests the degrees of freedom (DoF) for the wind turbine tower and \(n\) indicates the DoF of each of the vibration isolation options to be considered. In this paper, the degrees of freedom for the wind turbine tower is \(N=24\). The mass matrix is of order \((N+n) \times (N+n)\) as follows:

\[
[M_S] = \begin{bmatrix}
[M_N]_{N \times N} & [0]_{N \times n} \\
[0]_{n \times N} & [0]_{n \times n}
\end{bmatrix} + \begin{bmatrix}
[M_{n,a}]_{N \times N} & [0]_{N \times n} \\
[0]_{n \times N} & [M_{n,d}]_{n \times n}
\end{bmatrix}_{(N+n) \times (N+n)}
\]  
(2)

Where \([M_N]_{N \times N}\) is the mass matrix of the uncontrolled wind turbine tower and \([M_{n}]_{n \times n}\) indicates the mass matrix of the vibration isolation concept. The condensed stiffness matrix \([K_N]_{N \times N}\) of the uncontrolled wind turbine tower is correlating to the sway degrees of freedom taken as the dynamic DoF. The damping matrix \([C_N]_{N \times N}\) is not precisely known but is obtained with the help of the Rayleigh’s approach using the same damping ratio in all modes, 2%. The stiffness matrix \([K_N]_{N \times N}\) and the damping matrix \([C_N]_{N \times N}\) are expressed in agreement to the degrees of freedom associated with the respective vibration isolation system to be considered.

The stiffness and damping matrix of the controlled system are formed as follows:

\[
[K_S] = \begin{bmatrix}
[K_N]_{N \times N} & [0]_{N \times n} \\
[0]_{n \times N} & [K_{n,a}]_{n \times n}
\end{bmatrix} + \begin{bmatrix}
[K_{n,a}]_{N \times N} & -[K_{n,b}]_{N \times n} \\
-[K_{n,c}]_{n \times N} & [K_{n,d}]_{n \times n}
\end{bmatrix}_{(N+n) \times (N+n)}
\]  
(3)

\[
[C_S] = \begin{bmatrix}
[C_N]_{N \times N} & [0]_{N \times n} \\
[0]_{n \times N} & [C_{n,a}]_{n \times n}
\end{bmatrix} + \begin{bmatrix}
[C_{n,a}]_{N \times N} & -[C_{n,b}]_{N \times n} \\
-[C_{n,c}]_{n \times N} & [C_{n,d}]_{n \times n}
\end{bmatrix}_{(N+n) \times (N+n)}
\]  
(4)

The coupled differential equations of motion (Eq.11111) for t1111he isolated wind turbine tower are thus derived and solved using Newmark’s integration method.

The wind turbine tower is modeled as a Generalized Single Degree of Freedom System with a shape function based on the first modal eigenform of the non-isolated wind turbine tower. The additional concentrated mass of 403.22 tn, is placed together with the tower’s mass \(m_B\). Therefore, the system’s parameters are: \(m_B = 80.57 \text{ tn} \), \(k_B = 1977.47 \text{ kN/m} \), \(c_B = 8 \text{ kN*s/m} \). Additional assumptions made for the detailed formulation are: (i) the wind turbine tower is considered to remain within the elastic limit under the aerodynamic loads; and (ii) the effects of soil-structure-interaction (SSI) are not taken into account.
2.3 Aerodynamic load

The loading due to the wind is taken into consideration as follows. The tower is deemed to be subjected to the horizontal force \( \overline{F}_N (t) \) due to the wind at its top. Moreover, the horizontal force \( F_{N_r} (r, t) \) acting as a position \( r \) along the wind turbine blade can be acquired by the following relation [43]:

\[
F_{N_r} (r, t) = \frac{1}{2} \rho_{air} C_N (r) c_{bl} (r) (\overline{V} (t))^2
\]

(5)

Where \( \rho_{air} = 1.225 \times 10^{-3} \) \( \text{tn/m}^3 \) is the air density and \( C_N (r) \) is the coefficient calculated by the corresponding lift \( C_L (r) \) and drag \( C_D (r) \) coefficients. The values of the latter coefficients depend on the airfoil characteristics of the blades and their distribution with consideration to the “angle of attack” of the wind velocity \( \overline{V} (t) \) vector passing through the blade profile can be retrieved from. It is noted that \( \overline{V} (t) \) is presumed to have a uniform spatial distribution over the actuator disc. \( c_{bl} (r), \beta (r) \) is the chord and the pitch angle of the blade profile fluctuating along the blade length \( r \), the distributions of which are acquired according to the blade type employed to equip the turbine. \( C_N (r) \) is given as:

\[
C_N (r) = C_L (r) \cos \varphi (r) + C_D (r) \sin \varphi (r)
\]

(6)

Where \( \varphi (r) \) is the wind flow angle [43]. In order to calculate \( \varphi (r) \) and consequently \( C_N (r) \), the blade element momentum theory incorporating Prandtl’s tip loss factor and Glauert’s correction [43] is utilized with a hypothesis of constant angular velocity of the blades \( \Omega_{bl} \). Subsequently, breaking \( \overline{V} (t) \) down into a mean component \( V_m \) and a fluctuating component \( V (t) \), the corresponding mean and fluctuating components of \( F_{N_r} (r, t) \) can be obtained as:

\[
F_{Nm} = \frac{1}{2} \rho_{air} C_N (r) c_{bl} (r) V_m^2
\]

(7)

\[
F_N (r, t) = \frac{1}{2} \rho_{air} C_N (r) c_{bl} (r) [2V_m V (t) + V (t)^2]
\]

(8)

In this work, the mean velocity is gained by using a basic velocity at an altitude of 10 m, \( V_b \) and applying the corresponding regulations of EC1, Part1,4 [44]. Moreover, in order to take into consideration the wind velocity fluctuation at the altitude of \( h_t \), an artificial velocity time history is produced applying the procedures presented in References [45]–[47] assuming a value of standard deviation \( \sigma \). After having established \( F_{N_r} (r, t) \), the total concentrated force exerted on the top of the tower can be computed as:

\[
\overline{F}_N (t) = \int_0^h F_N (r, t) dr
\]

(9)

Besides the concentrated force applied on the top of the tower because of the operation of the turbine, the distributed loading along the tower height is not taken into account due to the fact that it has a minimal influence on the dynamic response of the tower. The basic wind velocity that is employed has equivalent standard deviations \( V_b = 27.0 \) m/s with \( \sigma = 3.30 \) m/s \( (V_m (120) = 39.93 \) m/s). The rotor is presumed to develop a constant angular velocity \( \Omega_{bl} = 12.1 \) rpm, while all the necessary blade profile characteristics are retrieved from References [42] and [48] (Fig. 2(i)).

Also, a different type of load (Fig. 2(ii)) is employed for the simulation as described in Shkara et al. [49] so that a proper time history of the aerodynamic loads induced to the tower is
obtained, that accurately depicts the alterations of the aerodynamic load in relation with the motion of the wind turbine blades. The basic wind velocity that is aforementioned is still employed in accordance with the response described in [49]. The figure represents the time history of the load for ten seconds but the simulation is performed for a hundred seconds.

The total force \( \mathbf{F}_N(t) \) applied at the top of the wind turbine tower is an instantaneously imposed load that is slowly changing over time. Therefore, for each case separately, in order to properly calculate the maximum permanent displacement of the oscillation of the tower, the first value of the total force \( \mathbf{F}_N(t) \) is deducted from all the values of the total force so that the fatigue simulation is conducted without the instantaneous imposing of the load interfering with the response of the tower.

![Fig. 2: The two different types of loads: (i) Aerodynamic load based on EC1 [44], (ii) Aerodynamic load based on Shkara et al. [49].](image)

## 3 OPTIMIZATION OF THE VIBRATION MITIGATION CONCEPTS

### 3.1 Harmony search algorithm and optimization process

In this section, the HS metaheuristic algorithm is shortly described and is also presented with a comprehensive example of the recommended optimization procedure. The four key steps of the algorithm are presented below:

Step 1: Initialization of the HS Memory matrix (HM). HM matrix consists of vectors representing potential solutions to the examined optimization problem. The original HM matrix is formed using randomly generated results. For an n-dimension problem, HM has the form:

\[
\text{HM} = \begin{bmatrix}
  x^{i_1} & x^{i_2} & \ldots & x^{i_n} \\
  x^{j_1} & x^{j_2} & \ldots & x^{j_n} \\
  \vdots & \vdots & \ddots & \vdots \\
  x^{ins_1} & x^{ins_2} & \ldots & x^{ins_n}
\end{bmatrix}
\]

(10)

where \([x^{i_1}, x^{i_2}, \ldots, x^{i_n}] (i=1, 2, \ldots, HMS)\) is a result candidate. HMS is generally set to values between 50 and 100. The value of the objective function is determined for every solution vector of the HM matrix.

Step 2: Improvisation of a \([x^{i_1}, x^{i_2}, \ldots, x^{i_n}]\) new result from the HM. Each one of the components of this new result, \(x^{j_i}\), is gained based on the Harmony Memory Considering Rate (HMCR), which is described as the probability of selecting a component from the HM members. \(1 - \text{HMCR}\) is, thus, the probability of creating a new component at random. If \(x^{j_i}\) is elected from
the HM matrix, it is further altered according to the Pitching Adjusting Rate (PAR), which regulates the probability of a candidate from the HM to be altered.

Step 3: Update of the HM matrix. The value of the objective function of the new result, gained in Step 2, is determined and measured to the ones that correlate to the original HM matrix vectors. If the outcome is a better fitness than that of the worst member in the HM, it will take over that one. If there is more than one member in the HM with bigger values of the objective function that the new solution, the result with the higher value is replaced. Otherwise, the new solution is erased and the HM matrix remains untouched.

Step 4: Repetition of Steps 2 and 3 until a preset termination benchmark is satisfied. A frequently used termination benchmark is the maximum number of total iterations.

The flowchart of the suggested HS algorithm is shown in Fig. 3.

![Flowchart of the proposed HS algorithm](image)

**3.2 Vibration mitigation concepts optimization process**

Succeeding the method and flowchart optimization presented above, the features of the inspected optimization problems can be calculated.

First of all, the parameters are selected, whose values shall be optimized for each concept. The KDamper concept has five parameters that control the device’s performance and those are \( k_R \), \( k_D \), \( k_N \), \( c_N \), \( c_p \). The additional mass ratio of the KDamper device is selected equal to 1%. The TMD concept has a single parameter \( \zeta_D \) since the mass ratio is selected equal to 5% and \( k_D \) is selected so that the natural period \( T \) of the TMD is equal to that of the tower modeled as a Generalized SDOF. The TMD-Nacelle concept has two parameters that control the device’s performance, \( k_D \) and \( \zeta_D \). Furthermore, the restraints of the design variables are decided. Their choice relies on safety, stability and manufacturing parameters that need to be considered. Although these parameters may alter from structure to structure, the restraints presented below produce satisfying results in most cases.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_R )</td>
<td>0</td>
<td>120000</td>
</tr>
<tr>
<td>( k_D ) (KDamper)</td>
<td>0</td>
<td>120000</td>
</tr>
<tr>
<td>( k_N )</td>
<td>-40000</td>
<td>0</td>
</tr>
<tr>
<td>( c_N )</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>( c_p )</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>( \zeta_D ) (TMD)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( k_D ) (TMD-Nacelle)</td>
<td>0</td>
<td>20000</td>
</tr>
<tr>
<td>( \zeta_D ) (TMD-Nacelle)</td>
<td>0</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 3: Variable design limits.
As far as the parameters inherently involved in the HS algorithm are concerned, a common practice is to adopt commonly found values found in relative literature (Table 4). The same is true for the termination criterion, as the maximum number of repetitions is pre-determined.

<table>
<thead>
<tr>
<th>HMS</th>
<th>HMCR</th>
<th>PAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>0.5</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 4: Values of the HS algorithm parameters

With the intention of finding the optimum solution for the EC1 [44] aerodynamic load, the top of the tower’s displacement is determined as the objective function that needs to be minimized, in each case.

Finally, the constraints and limitations of the inspected optimization problem are specified. Specifically, for the KDamper concept, there are three constraints, the first one demanding that the relative displacement of the additional mass of the KDamper be lower than 1.5 m, the second one demanding that the absolute velocity of the nacelle must be lower than 1 m/sec and the third one demanding that the relative displacement of the nacelle to the top of the tower be lower than 0.5 m. The last two constraints also apply to the other two concepts.

4 COMPARISON OF THE PROPOSED CONCEPTS

The design criterion of the Tuned Mass Damper and KDamper vibration absorption concepts is their mass ratio, which corresponds to the additional mass added to the system, and for the nacelle-isolation concept is that the maximum relative displacement, between the nacelle and the tower, must be under 0.5 m. The mass ratio of the TMD is selected 5% (as a maximum value for constructional reasons), the mass ratio of the KDamper 1% and the relative displacement between the nacelle and the tower, for the nacelle-isolation concept is 0.5 m. The exact values derived from the optimization process for each of the employed vibration absorption concepts are the following: (i) KDamper: $k_R = 7296$ kN/m, $k_D = 114272$ kN/m, $k_N = -6234$ kN/m, $c_N = 345$ kNs/m, $c_p = 300$ kNs/m, (ii) TMD: $\zeta_D = 0.04$, (iii) TMD-Nacelle: $k_D = 606$ kN/m, $\zeta_D = 0.32$.

In Table 5 and Table 6, are the results (maximum values) of the controlled wind turbine concerning the dynamic performance of the wind turbine tower for both load cases. In Table 7 are the results (mean values) of the energy dissipated by the dampers of each of the proposed concepts.

<table>
<thead>
<tr>
<th></th>
<th>$U_{abs, top}$ (m)</th>
<th>$V_{abs,nacelle}$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.5851</td>
<td>1.0455</td>
</tr>
<tr>
<td>KDamper</td>
<td>0.1607</td>
<td>0.4836</td>
</tr>
<tr>
<td>TMD</td>
<td>0.3111</td>
<td>0.5275</td>
</tr>
<tr>
<td>TMD-Nacelle</td>
<td>0.1601</td>
<td>0.4920</td>
</tr>
</tbody>
</table>

Table 5: Maximum values of the controlled wind turbine’s tower dynamic performance for Aerodynamic load 1.

<table>
<thead>
<tr>
<th></th>
<th>$U_{abs, top}$ (m)</th>
<th>$V_{abs,nacelle}$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.1477</td>
<td>0.2964</td>
</tr>
<tr>
<td>KDamper</td>
<td>0.0925</td>
<td>0.3185</td>
</tr>
<tr>
<td>TMD</td>
<td>0.1442</td>
<td>0.2825</td>
</tr>
<tr>
<td>TMD-Nacelle</td>
<td>0.0960</td>
<td>0.3267</td>
</tr>
</tbody>
</table>
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Table 6: Maximum values of the controlled wind turbine’s tower dynamic performance for Aerodynamic load 2.

<table>
<thead>
<tr>
<th>$W_d$ (kW)</th>
<th>Aerodynamic load 1</th>
<th>Aerodynamic load 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>KDamper</td>
<td>8.5373</td>
<td>0.9049</td>
</tr>
<tr>
<td>TMD</td>
<td>5.4562</td>
<td>0.1242</td>
</tr>
<tr>
<td>TMD-Nacelle</td>
<td>15.6352</td>
<td>2.9603</td>
</tr>
</tbody>
</table>

Table 7: Mean value of the energy dissipated per cycle by the proposed vibration absorption concepts for each aerodynamic load.

In the following figures (Fig. 4, Fig. 5, Fig. 6, Fig. 7) are depicted the time-histories of the tower top displacement and the nacelle’s velocity for both the aerodynamic loads and for all the vibration absorption concepts so that a more immediate and clear comparison can be made between the proposed concepts. Also in Fig. 8 and Fig. 9 the dissipated energy through the oscillation duration is depicted so that a clear picture can be obtained on whether this energy can be exploited.

![Fig. 4: Time history of tower top displacement for aerodynamic load 1](image_url)
Fig. 5: Time history of tower top displacement for aerodynamic load 2

Fig. 6: Time history of nacelle’s absolute velocity for aerodynamic load 1
Fig. 7: Time history of nacelle’s absolute velocity for aerodynamic load 2

Fig. 8: Energy dissipation for Aerodynamic load 1

Fig. 9: Energy dissipation for Aerodynamic load 2
5 CONCLUSIONS

In this paper, three dynamic vibration absorber options are examined for improving the wind turbine’s dynamic behavior, while also satisfying some certain constraints, the TMD, KDamper and Nacelle-isolation concepts. A wind turbine of 5MW supported by a steel tower of 120 m was analyzed under two different horizontal aerodynamic loads due to the wind. Based on the dynamic analysis and the results collected, the following conclusive observations can be made:

- Concerning the dynamic behavior of the wind turbine tower, the nacelle isolation concept yielded the best results along with the KDamper concept, with which the differences are minimal, followed by the TMD concept.
- Concerning the nacelle’s velocity, all three concepts yielded the desirable results, reducing the maximum velocity for the aerodynamic load 2 by roughly 50%. For the aerodynamic load 2, the results can still be considered satisfactory as neither of the proposed concepts produced results close to the 1 m/s constraint that was set beforehand.
- The KDamper concept achieves better results than the TMD concepts and roughly the same as the nacelle-isolation concept with only 1/5 of the TMD’s additional mass.
- The KDamper shows promising behavior in dissipating the energy of the aerodynamic loads and this energy can be gathered, further increasing the efficiency of the system.

According to the observations made above, the KDamper device can bring a realistic alternative to the existing vibration absorption design options in wind turbine towers, enhancing the dynamic performance both of the nacelle and the tower. The reliability and simplicity of the system are also benefits that render the device appropriate for various technological implementations and competitive against other vibration absorption designs.
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Abstract. Nowadays, the need for effective Structural Health Monitoring (SHM) strategies, aiming at preserving the integrity and safety of strategic and historic infrastructures, is increasingly urgent. Within SHM, several vibration-based methodologies have been developed, including those exploiting Heterogeneous Data Fusion (HDF) procedures, as well as Denoising techniques for the treatment of response signals detected through appropriate sensor technologies. In this paper, these two approaches are reconsidered and rejoined, toward developing an innovative signal processing methodology for current condition assessment, specifically referring to historic bridges. In particular, a HDF approach, i.e. the process of combining information from multiple sources, in an effort to enhance the reliability of the monitoring process, and a denoising approach, devoted to the cleaning of spurious noise from the acquired signals, are combined all together, in an integrated strategy. The effectiveness of the proposed platform is tested on data from a real structure (historic bridges). Both dynamic acceleration and displacement response signals, directly detected under operational conditions, can be processed within the proposed methodology, and subsequently employed toward modal dynamic identification purposes and possible model updating of the structure at hand.
1 INTRODUCTION

This study is motivated by the awareness quest on the critical health conditions that may characterize existing and historical infrastructures, especially those nearing the end of their life cycle. Despite their age, these structures often continue to play a critical role in everyday life, constituting essential connections within the transportation network of several territories and communities. Consequently, a prompt and effective adoption of appropriate and modern strategies and action models toward their conservation and protection shall be set in place. In this scenario, the development of monitoring-based strategies toward structural condition assessment of such important infrastructures, shall constitute a fundamental tool toward the competent analysis.

Accordingly, within the civil engineering context, the Structural Health Monitoring (SHM) research field is becoming increasingly important, since the goal of achieving structural safety is only possible through the possibility to extract more abundant and precise information about the health conditions of a structure to be monitored, for instance by analyzing its current structural dynamic response. As a consequence, within SHM applications, after the signal acquisition stage, to be acquired directly on the structure by predisposing appropriate sensor networks, the subsequent phase of signal processing displays a determinant role, toward the success of the whole monitoring procedure.

In this paper, two complementary and possibly interacting approaches for the post-processing of structural response signals are considered, i.e. a denoising approach, as well as a Heterogeneous Data Fusion (HDF) procedure, aiming at achieving a better screening of real structural response signals, which may be corrupted by some amount of noise, especially in case of a low-cost instrumentation.

In particular, denoising techniques aim at clarifying the signal content, by directly acting on the contaminating noise, reducing its amount, while preserving the useful information embedded in the signal itself. Several denosing-based techniques may be employed for this purpose, including those exploiting Singular Value Decomposition (SVD) or Discrete Wavelet Transform (DWT), as recently investigated in Ravizza et al. [18, 19], where the effectiveness of these approaches has been inspected for both stationary (ambient vibration) and non stationary (seismic excitation) synthetic response signals, and for instances of real vibration signals.

Instead, Heterogeneous Data Fusion (HDF)-based approaches are procedures through which heterogeneous measurements may be combined all together, with the analogous purpose to enhance their quality, by alleviating the amount of noise on the signals and, consequently, reducing the induced uncertainties affecting the monitoring results. Several virtuous examples of HDF applications within the civil engineering field may be found in the literature, as for instance in Chatzi and Fuggini [2, 3], Ferrari et al. [4–6] and in Ravizza et al. [17], where a Kalman Filter (KF) has been involved in a HDF scheme between artificially generated acceleration and displacement response signals, aiming at obtaining enhanced displacement response measurements, for a 3-DOFs numerical dynamic system.

In the present investigation, a denoising-based approach, and a HDF procedure are considered all together and possibly coupled within an integrated monitoring methodology for the purification of real response signals, specifically displacement signals, which usually appear to be affected by higher levels of noise, if compared to accelerations. The obtained post-processed enhanced displacement measurements may then be employed toward modal dynamic identification purposes (see e.g. Pioldi et al. [10–12] and Pioldi and Rizzi [13–16]), and this might result of a crucial interest for real applications related to the SHM context.
Although the proposed methodology aims at a general formulation, as to be suitable for the monitoring of different structural systems, here, a specific real test structure is assumed as a case study for the analysis, in order to highlight the feasibility of the proposed monitoring strategy and show its effectiveness. For this purpose, the historic reinforced concrete (RC) bridge at Brivio (1917), i.e. a strategic infrastructure for some local connections within the northern Italy automotive road network, has been considered (Santarella and Miozzi [20], Ferrari et al. [7]).

The multiple goals that this study aims at achieving are:

- to pursue an effective denoising of real acceleration response data, detected on the monitored structure, through appropriate (wireless) acceleration sensors. In fact, although accelerations usually display a good resolution, when the sensor instrumentation employed during the signal acquisition stage is somehow poor, this may become necessary;

- to successfully perform a denoising-based approach on the original (raw) displacement signals, aiming at clarifying their content in the time domain, then resulting in a better representation and reading of the time domain signal features;

- to perform a successful HDF, by involving a KF within the fusion procedure between denoised acceleration and denoised displacement response signals, in order to obtain a further enhancement of the displacement data in the time domain;

- to employ the enhanced displacements, downstream from the HDF processing, toward possible modal dynamic identification purposes within the frequency domain, aiming at estimating the modal characteristics of the considered infrastructure.

To prove that the proposed monitoring methodology is competitive, leading to visible benefits to the structural identification process, the modal natural frequencies identified from post-processed displacements are then compared with the frequencies identified from raw data. The effectiveness of the method is proven, as well as its possible generalization to different typologies of structures.

The paper is organized as follows. In Section 2, a brief description of the structure of interest is outlined, with the reasons behind the choice of taking the Brivio bridge as a benchmark structure for the present analysis. In Section 3, the proposed monitoring strategy is formulated and presented. Then, the obtained results are reported and discussed in Section 4. Finally, last remarks and summary comments are provided within the conclusions reported in Section 5.

2 PRESENTATION OF THE MONITORED STRUCTURE

The peculiar class of structural systems to which this study is addressed to, aims at covering civil engineering structures characterized by a significant and strategic importance, possibly combined with a historical-architectural value. In particular, the monitored structure considered as a case study within the current analysis, is the RC Brivio bridge (1917) (Santarella and Miozzi [20], Ferrari et al. [6]), represented in following Fig. 1.

The bridge, located in northern Italy (Lombardia region), constitutes an important automotive connection between the provinces of Lecco and Bergamo, linking the banks of the Adda river (Brivio (LC) and Cisano Bergamasco (BG)), at an approximate height of 8 m from water.

About its description, the Brivio bridge consists of three spans, each characterized by a couple of parabolic arches, symmetrically located to the mid-longitudinal plane. The two spans
The deck is 9.2 m wide and hosts two roadway lanes and two cantilever sidewalks, of a 0.8 m width each. The deck structural frame of each span is constituted by a grid supporting a RC slab of a thickness of 0.15 m. The peculiar parabolic arches of the bridge display a span of 42.80 m and a rise of 8.00 m. The symmetric arches show a cross section that is 0.60 m wide, with a height varying from 1.25 m (at the middle) to 1.37 m (at the ends). Sixteen vertical RC hangers, characterized by a rectangular cross section of sides of 0.32 m and 0.60 m, connect the deck to each arch. The bridge is supported on the river bed through two tapered concrete piers, each one presenting maximum dimensions at the basis equal to 12.8 m (transverse direction) and 3.8 m (longitudinal direction). The piers rest on foundation RC piles driven into the riverbed for a depth of 13 m to 16 m (Froio and Zanchi [9]).

The choice of Brivio bridge being taken as a benchmark structure for this study is motivated by the fact that, despite its age of more than one hundred years, the bridge is still subjected to continuous traffic loading, likely much heavier than that for which it was originally designed way back in 1917. Present use includes daily transit of heavy-duty and various vehicles in both rush hours and all day long. Indeed, similarly to other bridges located in the nearby territories (see e.g. the Paderno d’Adda bridge, Ferrari et al. [8], placed south downstream for just a few kilometers), the Brivio bridge still plays a crucial role in the local transportation network and, for this reason, it may largely benefit from a condition monitoring under operational conditions.

It is worth noting that all signals processed in the present analysis have been acquired during a three-day measurement campaign, performed directly on the Brivio bridge, in June 2014. Further details about such a measurement campaign, as for instance information about the employed measurement instrumentation, as well as on the sensor location, may be found in Ferrari et al. [4–7].

3 MONITORING METHODOLOGY DESCRIPTION

In this section, a comprehensive monitoring strategy for the health condition assessment of historic bridges is presented, by specifically assuming for illustration the case study of the
RC Brivio bridge under operational loading conditions. Both acceleration and displacement response signals, directly detected on the structure as an integrated sensor network are involved within the proposed scheme. In fact, acceleration-based and displacement-based recordings are commonly exploited towards vibration-based monitoring purposes, and the choice of which approach should be preferred, usually depends on the specific monitoring goals to be pursued, as well as on the physical configuration of the analyzed structure.

In particular, acceleration-based monitoring allows to detect changes in the structural health conditions, which may be revealed by identifying variations in the structural modal properties, such as natural frequencies, mode shapes or modal damping ratios, since these quantities may then be employed within damage detection strategies for the current condition assessment of the monitored structure. Displacement-based monitoring, on the other hand, is often exploited both for evaluating the presence of excessive loads under standard service conditions, and for quantifying regular operational loads (e.g. traffic), to serve as reference in bridge design practice.

In this sense, acceleration- and displacement-based monitoring approaches may be considered as complementary, in providing useful tools toward an effective global assessment of historic and strategic infrastructural systems. However, especially due to the increasing demand for the adoption of low-cost monitoring instrumentation during the signal acquisition stage, these measurements may typically be accompanied by a significant amount of noise, which contaminates the structural response itself, by increasing the induced uncertainties and rendering more difficult their employment for SHM purposes. Such a deleterious noise effect is generally more evident on displacement data rather than on acceleration data, due to the intrinsic limits characterizing the present displacement sensor technology.

To address this issue, in the proposed monitoring methodology, a denoising-based approach is possibly integrated with a HDF-based procedure, aiming at exploiting the (more reliable) acceleration measurements for clarifying the dynamic displacement response signal of the bridge, acquired by means of a non-contact QDaedalus system (Bürki et al. [1]). The so obtained purified displacement data may then be employed toward modal identification purposes, e.g. for extracting the natural frequencies and the mode shapes of the monitored structure, and assessing its current structural conditions.

The present methodology combines a time domain analysis and a frequency domain analysis, as illustrated in the flowchart of Fig. 2, representing a global conceptual view of the considered monitoring scheme.

The time domain analysis aims at a better appreciation of the raw displacement recordings, to be later exploited for modal identification purposes. In doing so, the additional availability of acceleration response data, collected by means of wireless MEMS accelerometers, can be taken at a disposal.

Differently from data acquired through wired piezoelectric accelerometers, which may be considered as a rather reliable recording devices, even such raw acceleration data may first need to be purified, by applying appropriate denosing techniques, for reducing the noise level affecting the signal, while preserving the useful information within the recorded signal. To this purpose, a Discrete Wavelet Transform (DWT)-based denoising technique is implemented within the monitoring platform, resulting in the clarification of the detected acceleration response signal. Details about the calibration of the DWT-based denoising settings, adopted within this study, are provided in the next section. It is worth mentioning that also a Singular Value Decomposition (SVD)-based approach might be employed for the denoising of dynamic response signals; however, dealing with non stationary signals, such as those involved in this analysis,
the DWT-based denoising approach should be preferred, as deeply shown and discussed in Ravizza et al. [18, 19].

In parallel to the (optional) acceleration denoising, a more frequently needed denoising of QDaedalus displacements is also foreseen. The same DWT-based technique is adopted, for the aforementioned reasons, and a preliminary cleaning effect on the signal is made achievable.

The core of the current implementation is now represented by the involvement of a Kalman filter (Chatzi and Fuggini [2]) within the HDF process, resulting in the merge of denoised QDaedalus displacements with acquired denoised accelerations, and an enhanced displacement response signal may be obtained.

A subsequent analysis within the frequency domain is also performed, in which the ambitious goal of successfully performing the modal dynamic identification on displacement data is inspected. In particular, the enhanced displacement response signal is employed for pursuing this purpose and, through an automatic peak-picking procedure performed on the Welch periodogram, the modal natural frequencies of the Brivio bridge may be identified.
It is worth noting that, as it can be appreciated from the flowchart in Fig. 2, the monitoring platform also contemplates the possibility to perform the modal dynamic identification of the structure by solely using either the denoised accelerations or the denoised displacements (dashed arrows in Fig. 2), but the results may be less reliable, especially considering just the displacements. However, they can be exploited for comparative purposes, aiming at highlighting the benefits deriving from a HDF-based methodology in assessing the current health conditions of the specific analyzed bridge, although such a monitoring platform also aims at assuming a more general connotation, being useful for the structural monitoring of any characteristic infrastructure.

4 RESULTS

In this section, some first outcomes obtained by applying the proposed monitoring methodology to the real case of the RC Brivio bridge, are shown. Time domain analysis results are firstly presented, followed by outcomes derived from a subsequent analysis within the frequency domain. Signals are taken from a measurement campaign as acquired and reported in Ferrari et al. [6].

4.1 Time domain analysis

The present analysis (upper box in Fig. 2) aims at purifying a raw displacement signal, making its features to emerge more clearly in the time domain, through an effective HDF with recorded accelerations, supposed to be more reliable. However, in some cases, a preliminary denoising of such acceleration data may also become necessary, e.g. when the sensor instrumentation employed in the signal acquisition phase is not so performing. Therefore, a DWT-based denoising technique is implemented on the detected (original) accelerations (from wireless sensors), and the obtained denoised signal is reported in Fig. 3, as compared with the original one.

Given the non-stationary nature of the response data, a 60 seconds length acceleration response signal from a wireless sensor is denoised, by applying a DWT-based denoising technique, which shall best fit with this signal typology, as shown in Ravizza et al. [18, 19]. In the same study, the optimal calibration of the parameters involved within this technique to deal with non-stationary signals is also inspected, resulting in the adoption of a Smylet2 mother wavelet, combined with a Heursure hard thresholding rule, at decomposition level 2. Thus, the same setting is here assumed.

The effect of the denoising application is visible especially in the time window between 25 s and 40 s, as it may be appreciated in Fig. 3, leading to a signal reduction of 6.58%, in terms of Root Mean Square (RMS). The acceleration peak value is also considered, as it represents one most peculiar time domain signal feature, and a reduction of 9.11% is recorded. Such values are reported in following Table 1, for both the original and the denoised acceleration response signals.

An analogous DWT-based denoising approach is now implemented, for the preliminary clarification of the 60 seconds length QDaedalus displacement response signal, acquired on the Brivio bridge. Despite the very small amplitude of such recordings, which might affect the success of the denoising technique, the denoised estimates appear to be considerably clearer, if compared to the original (raw) data, as represented in Fig. 4.
After this preliminary phase, devoted to the pre-treatment of the acquired data, the obtained denoised acceleration and displacement response signals are then processed within a HDF-based implementation, aiming at further enhancing the measured displacements, by enriching them through the information embedded within the denoised accelerations. To this end, a Kalman Filter algorithm is exploited, allowing for the effective merge of the two heterogeneous source signals (Chatzi and Fuggini [2], Ferrari et al. [6], Ravizza et al. [17]). The result is represented by a new enhanced displacement signal, as shown in Fig. 5, which more reliably reflects the response of the monitored bridge.

To complete the time domain analysis, RMS and peak deflection values of the displacement signals are also computed, and summarized in Table 2. A reduction of both values, although lighter than that recorded in the previous acceleration case, is still observable, configuring itself as a peculiar feature of such techniques, as shown for synthetic signals in Ravizza et al. [19].
Figure 4: Brivio bridge (total station) displacement response signal, pre and post DWT-based denoising.

Figure 5: Enhanced Brivio bridge displacement response signal, obtained by HDF via KF with the denoised acceleration response signal.
<table>
<thead>
<tr>
<th>Displacement signal</th>
<th>RMS [mm]</th>
<th>Δ [%]</th>
<th>Peak [mm]</th>
<th>Δ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original (raw) signal</td>
<td>0.4039</td>
<td></td>
<td>3.056</td>
<td></td>
</tr>
<tr>
<td>DWT denoised signal</td>
<td>0.4001</td>
<td>−0.94</td>
<td>3.015</td>
<td>−1.34</td>
</tr>
<tr>
<td>HDF enhanced signal</td>
<td>0.3972</td>
<td>−1.66</td>
<td>2.833</td>
<td>−7.30</td>
</tr>
</tbody>
</table>

Table 2: Characteristic values of the analyzed displacement response signals in the time domain and their variation with respect to the original (noise-affected) signal: RMS and peak deflection values.

4.2 Frequency domain analysis

The enhanced displacement data, downstream obtained from the HDF procedure with the denoised accelerations, are now employed for performing a modal dynamic identification analysis in the frequency domain. In particular, by applying a Welch method on such displacements, the Power Spectral Density (PSD) function of the signal may be obtained. In following Fig. 6, the response spectrum derived from the HDF displacement signal and from the original (raw) displacement signal are represented and compared.

Figure 6: Brivio Bridge displacement (PSD) response spectrum: original (raw) displacement signal vs. HDF (enhanced) displacement signal.
The effect of the previously applied time domain filtering techniques (i.e. DWT-based denoising and KF application) is evident, resulting in smoother curves, as well as in the reduction of the signal magnitude, especially within the medium-high frequency region (approximately greater than 6 Hz), where the embedded noise mainly affects the data.

The benefits that the proposed methodology has brought to the identification process emerge by the comparison between the frequency content of the two signals. In fact, whether the original signal allows for the detection of just one frequency peak, corresponding to the first natural frequency of the bridge, the post-processed displacement signal reveals a greater number of frequency response peaks, which were previously indistinguishable, due to the deleterious effect of spurious noise. Consequently, a greater number of natural frequencies may be extracted.

However, due to the limited length of the time window, even the peaks associated to the external loading acting on the bridge (i.e. traffic load) might appear in the response spectrum, making the identification process harder. Thus, to distinguish such peaks from structural modes, an automatic peak-picking procedure is performed on the Welch periodogram, and the first eight natural frequencies of the monitored structure may be identified. To emphasize the benefits that the proposed methodology may bring to the identification process, the same peak-picking technique is performed on the PSD of the original (raw) displacement signal, leading to the identification of the first natural frequency only. Such a comparison is represented in Fig. 7, where the modal natural frequencies are marked by vertical red lines and, then, further reported in Table 3, which coherently compare to analogous results provided in Ferrari et al. [6], namely frequencies identified through a classical FDD method on acceleration signals acquired out of standard wired accelerometer sensors.

![Figure 7: Brivio bridge identified natural frequencies from displacement signals. Peak-picking procedure on Welch periodogram: original (raw) displacement signal vs. HDF (enhanced) displacement signal.](image)

Except for the first two and the sixth natural frequencies, which display a not negligible discrepancy with the respective outcomes deriving from a FDD-based inverse analysis on wired...
Table 3: Brivio bridge natural frequencies $f_{id,WD}$ identified from a HDF displacement response signal (wireless sensor), compared to frequencies $f_{id,AC}$ (Ferrari et al. [6]) identified from an acceleration response signal (wired sensor), and their variation.

<table>
<thead>
<tr>
<th>Modes</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
<th>VIII</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$ [%]</td>
<td>−8.89</td>
<td>9.18</td>
<td>−0.03</td>
<td>1.42</td>
<td>1.63</td>
<td>4.10</td>
<td>0.25</td>
<td>0.41</td>
</tr>
</tbody>
</table>

accelerations, assumed here as reference, the results show a good agreement, as the percentage variation is in any case below 2%.

Finally, from a FDD analysis (Pioldi et al. [10–12]) on displacement signals (corroborated as above by acceleration data), the bridge first span mode shapes, corresponding to the previously identified frequencies, are obtained and represented in following Fig. 8. In particular, the QDaedalus displacement data, enriched by reliable accelerations, as those acquired through a wireless detection system, represent the selected 8-channel input considered within the current analysis, for the representation of the mode shapes of the monitored structure.

Figure 8: FDD vibration mode shapes of Brivio bridge first span.
Even concerning the vibration mode shapes, many analogies with the respective results reported in Ferrari et al. [6] may be observed. In particular, mode 1 and mode 2 show a very similar behaviour, although they are related to different natural frequencies. Moreover, most of the modes seem to be regular, characterized by bending or torsion, except for mode 7, in which bending and torsion appear to be coupled.

These similarities between the results may be considered as a further proof of the reliability of the proposed monitoring strategy, which provides an alternative approach aiming at evaluating the structural health condition of a generic civil structural system.

5 CONCLUSIONS

In this paper, an innovative monitoring methodology that integrates a denoising-based approach with a HDF-based strategy is proposed, for the structural health condition assessment of historic and strategic bridges. In particular, the main achievements that the present study has highlighted may be summarized as follows:

- the beneficial effect of the analyzed denoising technique is more pronounced within the time domain, where, after the DWT-based denoising application, the main signal features (i.e. peak value and RMS) may more clearly emerge;

- the acquired Brivio bridge acceleration and displacement response signals have been successfully denoised and, subsequently, involved within a HDF-based implementation, and an enhanced displacement response signal has been obtained;

- the output-only modal identification analysis performed on the enhanced displacement signal reveals the natural frequencies of the investigated structure, proving the effectiveness of the proposed methodology;

- by comparing the obtained results, by effective post-processing of response signals detected through wireless sensors, with those derived from signals acquired through standard wired sensors, no substantial differences emerge: this reinforces the belief that modern wireless sensor technology may become competitive at the signal acquisition stage, if adequately treated as here described, leading to reliable estimates.

In conclusion, the possibility of setting a monitoring platform that integrates a denoising-based approach with a HDF-based strategy may allow the user to achieve a more complete and reliable description of specific response signals, bringing to light their more peculiar characteristics, in both time and frequency domains. In this sense, the post-processing methodology presented in this study, may constitute a useful tool within structural monitoring applications.
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Abstract. Typically, the identification of resonant frequencies in railway bridges is carried out from free-decay stationary signals as a train leaves the bridge. The same identification proves very challenging when nonstationary vibrations are measured as a train traverses the bridge. Despite the numerous attempts, nonstationary signals with low modulating frequencies are still difficult to be processed. This paper attempts to evaluate the bridge-vehicle first bending resonance by a method known as Wavelet Synchro-Squeezed Transform (WSST). The significant advantage of this signal processing method is to deal with low-frequency modulations, which are typical of long bridges. This research focusses on a Finite Element Model (FEM) of a bridge simulating the nonstationary vibration responses exerted by a spring-mass model traversing the bridge. The paper sets two objectives, and the first one is to investigate how the WSST analyses nonstationary signals generated by the FE model. The instantaneous frequency trace of the bridge-vehicle system will be compared to a similar frequency trace, that is created by performing several modal analyses at different locations of the bridge. The second objective of the paper is to investigate if the instantaneous frequency obtained from WSST is suitable for damage detection, as the FE model is fitted with damages. Both objectives are met, and the results will be presented. The trace of the first natural frequency matches well the one calculated by the WSST, and the instantaneous frequency shows to be capable of detecting damages included in the model.
1 INTRODUCTION

Understanding the vibration response in Vehicle-Bridge interaction is challenging because the actual instantaneous frequency will depend on the instantaneous location of a moving load. It is therefore understandable that Structural Health Monitoring (SHM) methods, aimed at identifying damage to assess the structural integrity and safety of a structure, have complicated problems to solve. Nevertheless, damage detection techniques have been developed.

In general, the majority of vibration-based damage detection techniques can be grouped into four categories. The first group, the traditional approach, contains the modal-based damage detection techniques [1,2]. These techniques are based on extracting and monitoring the modal properties, which can vary due to the presence of damage. The second group contains structural health monitoring based on Vehicle-Bridge interaction (VBI) response [1-3]. The third one involves model-based techniques which are based on updating the parameters of an analytical or numerical model such that the model matches the real measurements [3,4,5]. The fourth group contains data-driven methods (DDMs). Silva et al. [6,7,8] believe that SHM approaches are in the statistical pattern recognition paradigm.

Most damage detection researches have shown that a singularity appears in the forced vibration signal once damage occurs [9]. Yang et al [10] stated that a discontinuity appears in the acceleration signal when the moving load is in the vicinity of damage. The structure also exhibits non-linear behaviour once the moving load crosses the damage [11]. Therefore, the forced vibration response contains a ‘damage event’ triggered by the moving load making it more sensitive than the free vibration response. For this reason, a large number of research studies has been devoted to the second group, the vehicle-bridge interaction response.

VBI refers to the dynamic coupling between a bridge and a moving vehicle. VBI has been widely studied in the literature for detecting damage in bridges by analyzing the bridge response (direct methods) or the vehicle response (indirect methods). The focus of the current study is on the damage detection techniques of bridges by analyzing the VBI response measured on the bridge (direct methods). Literature [11,12,13] indicates that the target signal for the majority of the techniques is the bridge mid-span time-deflection response. From a practical point of view, there are motivations to study the bridge acceleration rather than the deflection signal. Firstly, it might not be possible to measure the bridge deflection signal at mid-span directly. Secondly, in comparison with the deflection signal, the bridge acceleration signal is more sensitive to damage [14]. However, the acceleration signal also contains more noise making it challenging to analyze. Continuous Wavelet Transform (CWT), Discrete Wavelet Transform (DWT) [1], Hilbert Huang Transform (HHT) [4], Empirical Mode Decomposition (EMD) [5] and Ensemble Empirical Model Decomposition (EEMD) [6] have been mostly applied to identify damage [15,16].

Regardless of the applied method, the damage indicators are associated with a singularity. This one does not exist in the healthy bridge and appears in the response of the damaged structures [9]. Furthermore, the singularities are caused by a stiffness change and, therefore, the time-dependent stiffness should be visible in time-dependent resonances (the Instantaneous Frequency: IF). However, IF has only been investigated for the bridge mid-span displacement signal. Roveri et al [11] applied HHT on the mid-span deflection of a modelled bridge. In the first IF of the system, a crest appeared at the instant of damage occurrence. The current paper proposes an approach by applying Synchrosqueezed Wavelet Transform (WSST) on the VBI acceleration response to extract the Instantaneous Frequency (IF) of the system to detect a localized stiffness change. The research work is based on numerical simulations obtained from a Finite Element Model of a real bridge (Boyne Viaduct) located in Ireland. The bridge was refurbished and instrumented with a vibration response monitoring system, which provides many
test data. Considering the healthy conditions of the bridge, the authors decided to investigate the matter numerically and evaluate the WSST technique, as provided in the MATLAB function toolbox.

2 NUMERICAL MODEL AND MODAL SIMULATIONS

Although a large amount of vibration data is available for the Boyne bridge, the measurements are not applicable for the validation of the proposed damage detection approach, because of the recent refurbishments. Hence, to verify the proposed approach, a bridge is modelled numerically.

![Numerical model diagram](image)

Figure 1: The schematic of the numerical model

All finite element simulations are conducted in a two-dimensional space in ABAQUS where the analysis scheme is chosen to be the implicit time integration. A beam with 50 m of length, 1 m of thickness and 0.5 m of width with Young’s modulus of $E = 210$ GPa and density of $\rho = 7860$ kg/m$^3$ is implemented as a bridge model. The same geometry has been already used in [17,18] for damage detection. However, the model is modified for the current study due to the moving mass. The forced response of the bridge corresponds to the period during which the mass is moving on the bridge. Achieving free vibrations from the bridge requires the mass should be removed from the bridge. However, the moving mass generates kinetic energy during the forced response analysis, which cannot be removed instantaneously to simulate the free vibration. Hence, approaching and leaving length are added before and after the bridge to properly locate the mass during the forced and free vibrations (see Figure 1).

Three dynamic analysis steps are implemented to calculate the bridge acceleration, corresponding to the mass approaching, crossing and leaving the bridge, as shown in Figure 1. Both approach and leave phases are modelled with beam elements that are clamped in all their nodes. The approaching part is not strictly necessary but is used to provide symmetry to the structure. The bridge model (the centre part of 50 m) has 200 elements, and the benchmark simulation corresponds to a point mass equal to 10% of the bridge mass which slides with a speed of 5 m/s over the bridge. The contact of the mass with the bridge is modelled using a hard node to surface interaction [19]. In the FEM model, the vehicle is considered to be a moving point mass ($M$) (i) to induce a non-stationarity to the simulated signal [20] and (ii) to investigate the time-varying resonance of the system due to the moving mass.

To implement the damage in the model, the stiffness (or equivalently the elastic modulus $E$) of a single element at the damage location (mid-span) is reduced [21] to simulate pitting-corrosion or a loose connection. In addition to the benchmark simulation, four groups of simulations are executed to verify the proposed approach for various operational conditions and health states. In the first group, moving masses equal to 5% and 20% of the bridge mass are simulated, and the bridge is considered healthy.

Modal analysis solutions were initially carried out with the mass positioned at specific locations of the bridge. Figure 2 shows the first and second resonances of the bridge as a collection of all the natural frequencies calculated at several locations. Interestingly, the location of the mass on the bridge has a relevant effect on the natural frequencies, which for the first resonance
is very marginal at the extreme locations but more relevant as it is moved towards the mid-span of the bridge. Similarly to the first one, the second shows an equivalent behaviour. The second resonance frequency is unaffected when the mass is positioned mid-span, which as expected as this is a nodal point of the second resonance. This basic modal analysis approach provides a useful insight on what one should expect from the IF recovered by the WSST method, in particular regarding the first bending resonant mode.

![Graph](image)

Figure 2: First and Second modal frequencies of the bridge with the mass moved at various locations

### 3 TIME RESPONSE SIMULATIONS AND RESULTS

A time response simulation of the moving load is carried out in Abaqus with the model earlier introduced. This paper will not focus on any uncertainty deriving from the non-uniform stiffness distribution of the bridge or the non-uniform crossing velocity or the Signal-to-Noise Ratio of typical real acquisitions.

Figure 3 shows the simulated acceleration signal for the undamaged bridge, at the bridge mid-span, where both the forced and the free decay vibration can be appreciated. Despite the simple approach, it was immediately noticed that the very first sample of the vibration vector contained high spikes, as the mass slide from an infinitely rigid surface to a flexible one. Those were removed and not taken into account since most of the vibration energy of those spikes would affect high-frequency modes, not relevant in this paper. Therefore, the signal for the Entrance Phase is a horizontal line at zero acceleration which is not plotted and not used for this study. The Traverse Phase and the Leaving Phase will be analyzed in two steps, such as (i) time series separation and (ii) application of the WSST to each of the time series.
Given the velocity of the moving mass 5 m/s and the length of the bridge, 50 m, the mass leaves the bridge at \( t = 10 \) s. The second step is to extract the bridge frequencies by applying WSST to the signal of the Leaving Phase. Figure 4 a&b presents the Instantaneous Frequency of the traversing and leaving (bridge free vibration signal) phases. It can be seen that the Leaving Phase signal only contains the bridge first frequency (2.1 Hz) which is constant in time as expected for a stationary signal. Then, this frequency component should be tracked in the Traverse Phase by again applying WSST. The result is the Synchrosqueezed transform (SST) matrix with the rows and columns corresponding to frequency and time, respectively. The 2D density plot of the SST matrix is shown in Figure 4a in which the IF is displayed as a frequency ridge. This ridge can be extracted as a time-frequency vector by finding the corresponding frequency of the local maxima at each time instant. It is straightforward to observe the similarity between the frequency traces described by the modal solution for the first natural frequency and the one retrieved by processing the time series with the WSST method. Furthermore, Figure 4 shows how the resonance conditions are time-dependent because of the instantaneous location of the moving load.

**3.1 Simulation results**

A set of time response simulations were carried out to observe how the IF changes when the mass ratio is changed, to simulate different operating conditions as different train weight traversing the bridge. Figure 4 displays the bridge first resonance frequency, which varies in time depending on the magnitude and the location of the moving mass. For the benchmark simulation, the bridge frequency reduces to 1.9 Hz due to the added mass of the vehicle when it is located at mid-span \( t = 5 \) s. As expected, IF depends on the different mass ratio, the highest the lowest the resonant frequency. Several papers investigated the dynamic behaviour of a bridge subjected to damage, some of those are referenced in here [22-27].
The simulations were carried out by changing the mid-span element Young’s modulus by 30%, 50% and 70%, respectively, by using the baseline model with mass ratio 10%. Both 50% and 70% are somewhat unrealistic damage conditions for a bridge. However, the purpose is to investigate the sensitivity of the IF to the appearance of damage. Figure 6 shows how the instantaneous resonant frequencies change as the moving load traverses the region where the damaged element was setup. This statement is not difficult to comprehend because the WSST resolves for the highest vibration energy at every point and frequency and, therefore, the instantaneous resonant frequency becomes even lower as the load is near to the weak spot.

As a closing remark of this section, one can appreciate that potential of the WSST as provided by the function toolbox of Matlab. Hence, a much thorough investigation of the system parameters governing the signal processing of the WSST method may increase its capacity beyond this simple simulated case study.

4 CONCLUSIONS

This paper presents for the first time a novel application of the WSST signal processing to the calculation of the instantaneous first resonant frequency of a bridge traversed by a moving mass. The WSST can be potentially exploited in health monitoring where the vibration signals could be processed in a quasi real-time as the train has crossed a bridge. It was demonstrated
that the WSST identifies the instantaneous resonant frequency, and which was verified against modal analysis results. Furthermore, it was showed that the IF is sensitive to the presence of damage. This behaviour was demonstrated by fitting the model with damages at the mid-span of the bridge. The IF presented a sudden discontinuity where the damage was set up for all three severity selected for these attempts.
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Abstract. Rail supports are important components of rail construction as their task is to attach rail tracks and transfer occurring loads to the ground. Failure e.g. caused by fatigue cracking or loss of clamping force can cause catastrophic consequences up to derailment. In this work a possible approach for feature detection in order to detect a loss of clamping forces is investigated by applying the electro-mechanical impedance (EMI) method. The EMI method is a high frequency vibration-based structural health monitoring technique which is carried out by piezoelectric wafer active sensors (PWAS) attached to the mechanical structure to be monitored. In order to detect a loss of clamping force in this work two PWAS where attached to the bolted joint of a rail support and the imaginary part of the complex electro-mechanical admittance spectrum (reciprocal of the impedance) was evaluated. As it is known that PWAS measurements are sensitive to variations of ambient temperature a strategy to reduce temperature effects in a range of 0 °C-50 °C is also considered. First experiments show that the investigated technique is promising to distinguish variations of the measured signals which are caused by variations of clamping force from variations caused by changing ambient temperature.
1 Introduction

The task of Structural Health Monitoring (SHM) is to observe structural properties to ensure the structure's integrity. Its field of application is wide; typical structures to be monitored are aerospace, civil structures or wind energy plants. The monitoring process entails several advantages e.g. the prolongation of service life due to condition-based maintenance and the reduction of inspection time as a consequence of the automated monitoring process [1]. In this study the structures to be monitored are rail supports. These components are an important part of rail construction as their task is to attach rail tracks and transfer occurring loads to the ground. Failure due to the loss of clamping force can cause catastrophic consequences. As real structures like rail supports exist in an environment they are affected by environmental influences like vibrations, humidity, ambient induced noises, etc. To take changing ambient temperature into account a strategy to reduce temperature effects is investigated. The purpose is to detect variations of clamping forces in the presence of changing temperature by application of the electromechanical impedance method (EMI). As the temperature effects alter the measured signals and can cause 'false alarm' [2, 3] they have to be compensated. There are different methods to remove temperature influences. In [2] it is presented that temperature variations lead to horizontal and vertical shifts of impedance signatures. The efficient frequency shift (EFS) concept based on minimization of the root mean square deviation (RMSD) was introduced in order to shift the signals horizontally for removing the temperature induced shifts. In [4, 5] the authors also utilize EFS based on the maximization of the correlation coefficient (CC).

<table>
<thead>
<tr>
<th>Analysed quantity</th>
<th>Load</th>
<th>Damage</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>real(Z)</td>
<td>-</td>
<td>X (added mass, hole, cut...)</td>
<td>[5, 2, 6]</td>
</tr>
<tr>
<td>real(Z)</td>
<td>-</td>
<td>X (bolt loosening)</td>
<td>[9]</td>
</tr>
<tr>
<td>real(Z)</td>
<td>X</td>
<td>X (bolt loosening)</td>
<td>[10]</td>
</tr>
<tr>
<td>real(Z)</td>
<td>X</td>
<td>-</td>
<td>[8]</td>
</tr>
<tr>
<td>real(Z), imag(Z)</td>
<td>-</td>
<td>X</td>
<td>[7]</td>
</tr>
<tr>
<td>imag(Y)</td>
<td>-</td>
<td>-</td>
<td>[3]</td>
</tr>
<tr>
<td>imag(Y)</td>
<td>-</td>
<td>X (detection of clamping force)</td>
<td>this study</td>
</tr>
</tbody>
</table>

The EFS was applied in further studies [6, 7, 2] in order to compensate the temperature effects on the real part of the impedance (real(Z)). In [8] the EFS was used to monitor prestress-loss in prestressed concrete (PSC)-girders and it was found that in presence of varying temperature as well as varying prestress the resonances of the real part of the impedance spectra shift.
horizontally. Whereas temperature changes cause approximately the same frequency shifts of

![Temperature compensation graphs](image)

The resonant peaks but damage generates different frequency shifts of the resonances. In [9] a bolted steel girder connection was monitored in the presence of varying temperatures. In the damaged cases one or more bolts were loosened from reference torque to a torque of 35 Nm. In [10] also bolt loosening was monitored under varying temperature but also under varying loading. The damage was introduced by loosening one of ten bolts with a half turn. The object to monitor was an aircraft composite wing segment model. An overview of works that applied
the EMI method under varying temperature conditions can be found in table 1. Instead of the real part of the impedance which was used to identify the structural’s state in the study mentioned before, in this work the imaginary part of the admittance \( Y \) (reciprocal of impedance), the susceptance \( \text{Im}(Y) \), was used to monitor the loss of clamping force in the presence of temperature variations. As the susceptance also includes resonances of the structure and therefore reflects the structure’s state. In [3] it was found that a great effect of temperature influence on the susceptance spectra is the changing signal’s slope. At increasing temperature the slope also increases. Furthermore, the resonance frequencies move into direction of lower frequencies. These properties and also the EFS concept have been used in this work for reducing the temperature effects on the signals. The purpose of this study is to find an approach for a possible indicator which detects a loss of the clamping force at an incipient state under varying temperature to adjust this defect before failure of the joint occurs.

2 Methodology

In own preliminary studies the effects of temperature and clamping force on conductance and susceptance have been investigated. Exemplary results of these studies are shown in figure 1 which represent the effects of temperature and varying clamping force on the conductance \( \text{Re}(Y) \) and the susceptance \( \text{Im}(Y) \) spectra in the investigated frequency range of 125-185 kHz and additionally 125-345 kHz. The broad frequency range between 125 kHz-345 kHz contains the structural resonances as well as the resonance of the PWAS. In contrast to that the narrow frequency range of 125 kHz-185 kHz only contains the structural resonances but with higher resolution. This is justified by the utilized measurement device which provides a maximum resolution of 1024 points in the defined frequency range. In figure 1 a) the influence of changing clamping force is visible by observing the conductance as well as the susceptance spectra. Whereas in relation to the susceptance this effect is mainly visible in the frequency range very close to the structural resonance. In figure 1 b) the effect of varying temperature is shown. The narrow frequency plot of the conductance shows large changes over the complete displayed frequency range. In contrast to that the susceptance mainly shows a shifting and a changing of the slope. Additionally, the height of the peaks at the resonance frequency changes and the signals fluctuate more with rising temperatures (see blue graph at \( \approx 170 \) kHz). But apart from that the curve almost remains invariant in the presence of changing ambient temperature. As the temperature effects are easier adjustable it has been As a result of these observations it has been decided to evaluate the susceptance in order to develop a strategy to reduce temperature effects on the signals. The aim of this strategy is to remove the slope as well as the horizontal and vertical shift of the temperature affected signals. The reduction of the temperature effects of the recorded signals was conducted in four steps: First the signal’s slopes were determined by means of the linear least squares method. Second the slope and the difference between the offset of the baseline and the x-axis were removed. As a result the signals have horizontal orientation and zero offset. Therefore the peaks at the resonance frequency as well as the surrounding peaks can be easier identified and EFS can be applied. The EFS was carried out by finding the frequency shift \( \delta f \) were correlation is highest in the third step and shifting the signals horizontally about this distance in the fourth step. In order to detect the differences of clamping forces the RMSD-metric shown in equation 7 was used. For removing the slope of the signals a rotation matrix according to equation 1 was applied in order to rotate the signals about the origin \((0 | 0)\):

\[
\hat{X}_j^{(k)} = R_{\perp}^{(k)}(\alpha_k)X_j^{(k)}
\]
where $\hat{X}_j^{(k)}$ contains the rotated data vectors and $X_j^{(k)}$ the original data of the k’th state.

$R_{ot}^{(k)}(\alpha_k)$ is the rotation matrix for computing rotations by the angle $\alpha_k$ about the normal axis. The rotated data matrix $\hat{X}_j^{(k)}$ is given in equation 2:

$$\hat{X}_j^{(k)} = \begin{bmatrix} \hat{f}_j^{(k)T} \\ \hat{B}_j^{(k)T} \end{bmatrix}$$

(2)

where $\hat{f}_j^{(k)}$ and $\hat{B}_j^{(k)}$ are the rotated data vectors of the frequency and the susceptance of the k’th state. The original data matrix $X_j^{(k)}$ is given in equation 3:

$$X_j^{(k)} = \begin{bmatrix} f_j^{(k)T} \\ B_j^{(k)T} \end{bmatrix}$$

(3)

where $f_j^{(k)}$ and $B_j^{(k)}$ are the original data vectors of the frequency and the susceptance of the k’th state. The rotation matrix is defined as follows:

$$R_{ot}^{(k)}(\alpha_k) = \begin{bmatrix} \cos(\alpha_k) & -\sin(\alpha_k) \\ \sin(\alpha_k) & \cos(\alpha_k) \end{bmatrix}$$

(4)

where $\alpha_k$ is the slope angle of the k’th state signal. Its connection to the slope $m_k$ of a linear function is defined in equation 5:

$$m_k = \tan(\alpha_k)$$

(5)

Afterwards the converted signals are shifted by the EFS horizontally and vertically by removal of the mean value according to equation 6.

$$\tilde{B}_j^{(k)} = \hat{B}_j^{(k)}(\hat{f} - \delta \hat{f}) - \mu_k$$

(6)

where $\delta \hat{f}$ is the EFS and $\mu_k$ the mean value of the signal’s k’th state. By this operation the signal’s offset is 0 and the signals have a comparable range. Which also leads to an approach of the heights of the susceptance peaks of the temperature affected signals. For evaluation the root mean square deviation (RMSD) was applied as follows:

$$RMSD^{(k)} = \frac{\sum_{j=1}^{N} [\tilde{B}_j^{(k)} - \tilde{B}_j^{(0)}]^2}{\sum_{j=1}^{N} [\tilde{B}_j^{(0)}]^2}$$

(7)

Where $\tilde{B}_j^{(0)}$ is the susceptance signal of the baseline’s state and $\tilde{B}_j^{(k)}$ the k’th state. For showing the efficiency of the temperature compensation strategy introduced before the temperature affected original data is compared with the temperature compensated data. The RMSD-algorithm shown in equation 7 is normalized by the baseline. As the baseline is converted by the temperature compensation strategy, too, the RMSD is not suitable for comparing the original and converted data. Therefore only residuals are computed according to equation 8 and 9.

$$R^{(k)}(B_j) = \sum_{j=1}^{N} [B_j^{(k)} - B_j^{(0)}]^2$$

(8)

$$R^{(k)}(\tilde{B}_j) = \sum_{j=1}^{N} [\tilde{B}_j^{(k)} - \tilde{B}_j^{(0)}]^2$$

(9)
3 Experimental Setup and Test

In this section the analysed specimen, the experimental setup and data acquisition for performing EMI measurements are briefly described. The experiments were carried out on three specimen.

3.1 Specimen and Sensor Technology

The specimen consist of threaded M22-bolts which are welded onto base plates. The welding process is a fusion welding process without filler material. Both parts are composed of structural steel S355. For the experiments the bolts with a length of 85 mm have been welded onto squared 150 × 150 mm base plates having a thickness of 40 mm. The specimen including the sensors and actors, respectively, is depicted in figure 2a). For EMI measurements two piezoelectric wafer active sensors (PWAS) PI (type PIC) with a diameter of 10 mm and a thickness of 0.5 mm were installed according to figure 2. One transducer is positioned at the face side of the bolt (PWAS1). The second one (PWAS2) is arranged laterally at the circumferential surface of the bolt.

3.2 Experiments

For investigating temperature effects under varying clamping force the bolted connection was preloaded in steps of 10 kN starting at 30 kN until the maximum of 60 kN. The clamping force was increased at a temperature of 0°C. At every load step the specimen was heated in steps.
of 10°C starting at 0°C until the maximum of 50°C. The EMI measurements were carried out at every temperature step with PWAS 1 and PWAS 2 in the frequency range 125-185 kHz. During the experiments the specimen were placed in a ACS climatic chamber. The temperature was regulated by the temperature of the specimen with a PT100 temperature sensor coming along with the ACS climatic chamber.

3.3 Measuremental Setup

In figure 2b) the measurement setup is shown. The clamping force was measured by a force washer KMR400 coming along with two protection rings per flange which was clamped by a nut. Additionally a spherical washer was mounted between the nut and the force washer for compensation of misalignment of the bolt and to transfer the load orthogonal to the force washer. Beneath the bottom of the force washer a spacer ring having a bigger inner diameter than the other parts was mounted because the weld seam at the bottom of the bolt has also a bigger diameter than the bolt itself. The impedance analyser, Cypher C60, was used to supply an alternating voltage in the specified frequency range and to measure the corresponding admittance signatures across the two PZT transducers one by one. A notebook computer with Cypher software coming along with the C60 was used for configuring the measurement settings and recording the admittance spectra. For excitation via Cypher C60 the set frequency range is divided into 1024 discrete frequencies $f_i$ in order to excite the structure at every single frequency sequentially and to measure the corresponding electro-mechanical impedance and admittance signatures, respectively. The structural response of one state is measured as the impedances $Z_i$ at the single frequencies $f_i$. The signals of the KMR400 as well as signals of the PT100 sensor were measured with the amplifier Quantum MX840 B from HBM.

4 Results and Discussion

In order to show the efficiency of the temperature compensation strategy described previously in figure 3 the compensation of the temperatures for maximum clamping force are shown.

<table>
<thead>
<tr>
<th>frequency with highest amplitudes</th>
<th>evaluated frequency range</th>
</tr>
</thead>
<tbody>
<tr>
<td>first sample 138.3 kHz</td>
<td>142 - 147 kHz</td>
</tr>
<tr>
<td>second sample 136.6 kHz</td>
<td>140 - 145 kHz</td>
</tr>
<tr>
<td>third sample 136.2 kHz</td>
<td>140 - 145 kHz</td>
</tr>
</tbody>
</table>

Table 2: Overview of frequency with highest amplitudes at 20°C and 60 kN clamping force and evaluated frequency ranges for all samples

The original susceptance signals shown in figure 3a) have been measured by PWAS1. The increasing slope and the horizontal shift of the resonance with increasing temperature are apparent. There are two clearly visible resonances. The resonance in the lower frequency range has higher amplitudes than the resonance in the higher frequency range. In figure 3b) the minimization of the temperature effects described previously are visible. This is confirmed by the residuals computed in the diagrams of figure 3c) and d). Note that in both cases the third measurement at 20°C was used as baseline and therefore is zero valued. In case of the maximum clamping force the residuals’s of the temperature compensated data decreased between 85%
Figure 3: Temperature compensation a) original susceptance signals of 60 kN clamping force and varying temperatures b) temperature compensated signals for 60 kN clamping force c) residuals of original signals for 60 kN clamping force d) residuals for temperature compensated signals for 60 kN clamping force e) original susceptance signals measured at 20° C and variable load states f) temperature compensated signals measured at 20° C and variable load states. In figure 3e) the original signals measured at 20° C and under variable load states from 30 kN to 60 kN are plotted. The corresponding temperature compensated signals are shown in figure 3f). Because the temperature compensation algorithm is based on maximum correlation, the signals are shifted until the resonances with higher amplitudes coincide. Temperature variation causes approximately the same frequency shift for the two resonances (see figure 3b)) and load variation causes different frequency shifts of the two resonances. Therefore the variation of the load state can be detected by evaluating the frequency range where the second resonances of the four load states are located. This frequency range is labelled in figure 3f). As the several resonance frequencies vary for the three specimen the

and 80% in comparison to the original data. In figure 3e) the original signals measured at 20° C and under variable load states from 30 kN to 60 kN are plotted. The corresponding temperature compensated signals are shown in figure 3f). Because the temperature compensation algorithm is based on maximum correlation, the signals are shifted until the resonances with higher amplitudes coincide. Temperature variation causes approximately the same frequency shift for the two resonances (see figure 3b)) and load variation causes different frequency shifts of the two resonances. Therefore the variation of the load state can be detected by evaluating the frequency range where the second resonances of the four load states are located. This frequency range is labelled in figure 3f). As the several resonance frequencies vary for the three specimen the
evaluated frequency range varies, too. The evaluated ranges are shown in table 2. In figure 4 the RMSD’s for three specimen are depicted.

Figure 4: RMSD index for three specimen and seven load states under varying temperatures between 0°C and 50°C in comparison to the baseline at 60 kN load state and 20°C a) evaluated at 142-147 kHz b) evaluated at 140-145 kHz b) evaluated at 140-145 kHz
The diagrams show four load states under varying temperature between 0°C and 50°C. The state of 60 kN at a temperature of 20°C was used as baseline state. The load states of 30 kN, 40 kN, 50 kN and 60 kN are separable for each specimen. But the RMSD values for the several load states move in different ranges and fluctuate. A possible explanation regarding the fluctuations for constant load stages and varying temperatures can be made: Due to thermal expansion of the material the contact and tensioning, respectively, between the several components changes. But in total these changes can cancel each other out and as a result they may not be measurable by the force washer. Changing of the clamping force due to thermal expansion or setting behaviour can be precluded because the force washer itself has only shown negligible changes with varying temperatures. For the different behaviour of the indicator in case of the three samples two explanations are possible: As the specimen are manually welded and manual processes are often imprecise the specimen may differ from each other significantly. A further reason can be attributed to the tensioning and contact conditions between the clamped components of the bolted joints which can differ from each other.

5 Summary and Conclusions

In this work a possible feature for detection of the clamping force loss in the presence of varying temperatures in a range of 0°C to 50°C and a load range of 30 kN to 60 kN has been investigated. The susceptance as the imaginary part of the electromechanical admittance was used to detect changes of the pretension. In order to avoid ‘false alarm’ caused by temperature effects a temperature compensation strategy had to be applied. Temperature effects on the susceptance have been identified and minimized. First the technique was applied to measurements of one load state at varying temperature. The defined indicator for the assessment of the temperature compensation technique has shown a significant reduction of the discrepancies between the temperature affected signals within 80% and 85%. Afterwards the technique was applied to measurements of varying clamping force and varying temperature. The baseline was defined at the maximum clamping force and a temperature of 20°C. Fluctuations of the indicator for constant load and under varying temperatures were observed. This behaviour was attributed to changing restraints of the individual clamped components caused by varying temperatures which in total may cancel out each other and therefore can not be registered by the force washer. By application of the proposed technique it may not be possible to detect the exact current load state but it could be used as a possible technique for detection of a significant loss of the clamping force.
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Abstract. Base isolation systems (BISs) are devices that mitigate the harmful effects of earthquakes on structures. Nowadays, designers are implementing this technology to bridge and building special projects located in areas of high seismic risk to improve their performance under earthquake excitations. However, high cost, uncertainty and lack of knowledge in the design have limited its massive use, specially in developing countries. According to the mechanical behavior, BISs are clasiffied in elastomeric bearings, sliding bearings and roller bearings. In this work, the performance of a bi-directional roller bearings system was evaluated; thus, the main objective of this publication is to show the efficiency of a bi-directional roller bearing in improving the structural seismic response of multicolumn systems by means of reducing accelerations and displacements. A numerical code in Matlab was written to simulate the response of the structures under base excitations, the finite element method (FEM) in conjunction with frame elements was used to solve the governing equations. The validation of the numerical model was done by direct comparisons between experimental and numerical data.
1 INTRODUCTION

Various seismic isolation systems have been developed to protect buildings and reduce the potentially harmful effects produced by earthquakes. Isolations systems are commonly grouped into three types: (1) elastomeric bearings, (2) sliding bearings and (3) roller bearings. Jangid and Datta [1], Naeim and Kelly [2], Kunde and Jangid [3] and Harvey and Kelly [4] presented a comprehensive review of the study and use of these systems over the past three decades.

Seismic isolation systems, regardless of their type, partially decouple the horizontal motion between the structure and its base by incorporating a flexible interface with low lateral stiffness at the foundation level. This flexible interface corresponds to the isolation devices or seismic isolators, which allow to avoid that the natural frequencies of the structure coincide with the predominant frequencies contained in the seismic excitation; thus, reducing acceleration and horizontal displacements of the structure [1, 5]. Likewise, it is important to highlight that all types of seismic isolation systems have to return to their initial position, self-centering, after the excitation occurred; in addition, isolation systems should have the capacity of dissipate energy through different mechanisms, typical of each type of system.

Isolation systems have been successfully used since 1969 in 12,720 projects around the world [6]. New construction projects, the retrofitting of structures with insufficient resistance to withstand earthquakes and the updating of structures to current regulations are some examples in which this technology have been implemented [e.g. 2, 7–11]. Spencer Jr. and Nagarajaiah [12] attributed the success of seismic isolation to its reliability, stability, simplicity of design and low cost compared to other seismic protection techniques.

The main objective of this publication is to show the efficiency of a bi-directional roller bearings in improving the structural seismic response of multicolumn systems. This type of isolator was developed by Lee et al. [13] and it is composed of a cylindrical bearing system supported by an inclined V-shaped surface. Initially, this system was studied and implemented in bridges and subsequently studied by Ortiz-Cano et al. [14] to be used in multicolumn structural systems.

Following the work done by Ortiz-Cano et al. [14], in this work a numerical code in Matlab was written to simulate the response of the structures under base excitations, the finite element method (FEM) in conjunction with frame elements was used to solve both the governing equations and boundary conditions. The validation of the numerical model was done by direct comparisons between experimental and numerical data. Finally, a parametric study allowed to verify the efficiency of the isolation system in the control of vibrations under conditions of real earthquake records.

2 MOTION EQUATIONS OF ISOLATED BUILDINGS WITH RB SYSTEM

The equation of motion, in the time domain, that represents the dynamic behavior of isolated buildings with RB systems under base excitations in a multiple degrees of freedom (MDoF) system is given in Eq.(1),

\[ M\ddot{u} + C\dot{u} + Ku + R(f_s + f_{dr} + f_{ds}) = -M\Gamma\ddot{u}_g \]  

Where \( M \), \( C \) and \( K \) are the mass, damping and stiffness matrices of the MDoF system, respectively. \( \ddot{u} \), \( \dot{u} \) and \( u \) are the acceleration, velocity and displacement vectors.
On the other side, in Eq. (1), \( \ddot{u}_g \) is the seismic excitation vector that contains the base accelerations for each direction in which the building can be excited; i.e., 3 translational and 3 rotational DoF’s in the Cartesian space. The term \( \Gamma \) is an influence matrix that relates the excited DoF’s \( i \) with the direction of the seismic excitation \( j \). The elements of the \( \Gamma \) matrix take values of 0 or 1 according to the following expression:

\[
\Gamma_{ij} = \begin{cases} 
0 & \text{if the DoF } i \text{ isn’t excited in the direction } j \\
1 & \text{if the DoF } i \text{ is excited in the direction } j
\end{cases} \tag{2}
\]

where, \( R \) is a matrix that allocates the forces of restoration \( f_s \), rolling friction \( f_{dr} \) and sliding friction \( f_{ds} \) developed by the RB system in \( j \) direction into a matrix that contains the forces in the DoF’s system in \( i \) direction. The elements that make up the \( R \) vector take values of 0 or 1 as follows.

\[
R_{ij} = \begin{cases} 
0 & \text{if in the DoF } i \text{ the forces } f_s, f_{dr} \text{ and } f_{ds} \text{ aren’t developed in the direction } j \\
1 & \text{if in the DoF } i \text{ the forces } f_s, f_{dr} \text{ and } f_{ds} \text{ are developed in the direction } j
\end{cases} \tag{3}
\]

The forces \( f_s, f_{dr} \) and \( f_{ds} \), which characterize the RB system, are defined through Equation (4), (5), (6) and (7) as follows,

\[
f_s^T = \begin{bmatrix} \frac{1}{2}m_1g \sin(\theta_1) f_{H1}(u) \\ \frac{1}{2}m_2g \sin(\theta_2) f_{H2}(u) \end{bmatrix} \tag{4}
\]

\[
f_{dr}^T = \begin{bmatrix} \mu_r m_1g f_{H1}(\dot{u}) \\ \mu_r m_2g f_{H2}(\dot{u}) \end{bmatrix} \tag{5}
\]

\[
f_{ds}^T = \begin{bmatrix} \mu_s N_1 f_{H1}(\dot{u}) \\ \mu_s N_2 f_{H2}(\dot{u}) \end{bmatrix} \tag{6}
\]

\[
f_H(x) = \begin{cases} 
1 & \text{if } x \geq d \\
\frac{1}{d}x & \text{if } -d < x < d \\
-1 & \text{if } x \leq d
\end{cases} \tag{7}
\]

where \( m \) is the mass supported by the isolator, \( g \) is the gravitational acceleration, \( \mu_r \) is the rolling friction coefficient, \( \mu_s \) is the sliding friction coefficient, \( N \) is the normal force applied on the sliding interface, \( \theta \) is the angle of the inclined V-shape surfaces and \( f_H \) is a function governed by a parameter called yield displacement \( d \) and a variable auxiliary \( x \) associated with the displacement and speed of the base of system (7). Additionally, the subscripts 1 and 2 denote the proper direction of each parameter in the horizontal plane.

In order to solve Eq.(1), the numerical solver of ordinary differential equations (ODE’s) \texttt{ode23t} implemented by MATLAB was used; it showed greater efficiency and numerical stability compared to others methods offered by MATLAB ODE pack. In general, the algorithm of this solver is an implementation of the trapezoidal rule with an adaptive step-size associated with the use of a “free” interpolant [15]. The use of this solver requires that Eq. (1), which is a second order equation, be rewritten as a two first-order ODE system, as shown in the following expression:

\[
\dot{v} = A_1 v(t) + A_2 H(u, \dot{u}) + A_3 \ddot{u}_g \tag{8}
\]
with

\[
\begin{align*}
A_1 &= \begin{bmatrix} 0 & I \\ -M^{-1}K & -M^{-1}C \end{bmatrix}; \\
A_2 &= \begin{bmatrix} 0 \\ -M^{-1}R \end{bmatrix}; \\
A_3 &= \begin{bmatrix} 0 \\ -\Gamma \end{bmatrix}
\end{align*}
\]  

(9)

where, \( A_1 \) and \( v(t)^T (= \{u \dot{u}\}) \) represent the state matrix and state vector of the system. The non-linearity of the system is represented by \( H(u, \dot{u}) \) function, which includes the effects of the RB system previously described.

3 VALIDATION OF THE NUMERICAL SIMULATION ROUTINE

To validate the numerical simulation routine, the results of an experimental evaluation [14] and a numerical simulation of a building with and without RB isolation were compared.

The characteristics of the building model and the numerical simulations that validate the routine are presented in the next subsections.

3.1 BUILDING MODEL

3.1.1 Description of the physical model

The physical model consists of 4 storys supported by columns of polymeric material with rectangular section of 20.0 \( \times \) 2.9 \( mm \). The model has a total height of 803.4 \( mm \) and a rectangular plant with dimensions of 150 \( \times \) 200 \( mm \). The slabs that make up each story and the story-column connections are constructed of aluminum plates. The base of the building has a thickness of 8.0 \( mm \), storys and story-column connections a thickness of 4.0 \( mm \). On the other hand, the building supports superimposed masses of 0.50 \( kg \) on the second and third storys. A detailed outline of the geometry of the physical model is presented in Figure 1.

![Physical model](image)

(a) Picture of physical model.  
(b) Scheme of physical model, measures in \( mm \).

Figure 1: Physical model.
3.1.2 Modal parameters identified

According to the experimental tests carried out and the analysis methodologies adopted by the author, the modal parameters identified for the fixed-base building model are summarized in Table 1.

<table>
<thead>
<tr>
<th>Mode</th>
<th>( f_{exp} ) (Hz)</th>
<th>( \xi_{exp} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st flexural (weak direction)</td>
<td>6.82±0.02</td>
<td>0.59±0.03</td>
</tr>
<tr>
<td>2nd flexural (weak direction)</td>
<td>20.44±0.03</td>
<td>0.51±0.01</td>
</tr>
<tr>
<td>1st torsional</td>
<td>21.55±0.02</td>
<td>2.88±0.03</td>
</tr>
<tr>
<td>3rd flexural (weak direction)</td>
<td>31.70±0.02</td>
<td>0.30±0.01</td>
</tr>
<tr>
<td>4th flexural (weak direction)</td>
<td>36.65±0.03</td>
<td>0.34±0.02</td>
</tr>
<tr>
<td>2nd torsional</td>
<td>77.44±0.02</td>
<td>3.92±0.01</td>
</tr>
</tbody>
</table>

Table 1: Modal parameters identified in the building.

In addition, considering the Rayleigh damping, values of the damping constants \( \alpha = 4.03 \times 10^{-1} \) and \( \beta = 5.58 \times 10^{-5} \) were determined for the first two modes of vibration, which add up to 95% modal participation of the total mass of the building.

3.2 NUMERICAL MODELING

The structural system that makes up the physical model of the building was modelled using three-dimensional frame elements, 68 elements were defined with 56 nodes as presented in Figure 2.

![Figure 2: Numerical model raised.](image)

In the numerical model, 3 types of frame elements were used, which are characterized by an elasticity modulus \( E \), a Poisson ratio \( \nu \) that defines the shear modulus \( G \), a density \( \rho \), a area \( A \), a polar moment of inertia \( J_x \) and a moments of inertia \( I_y \) and \( I_z \). Table 2 lists the characteristics of the elements used in the numerical representation of the physical model.
Table 2: Mechanical and geometric characteristics of the elements.

<table>
<thead>
<tr>
<th>Element type</th>
<th>$E$ (GPa)</th>
<th>$\nu$</th>
<th>$\rho$ (Kg/m$^3$)</th>
<th>$A$ (m$^2$)</th>
<th>$J_z$ (m$^4$)</th>
<th>$I_y$ (m$^4$)</th>
<th>$I_z$ (m$^4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28</td>
<td>0.325</td>
<td>1800</td>
<td>$5.9 \times 10^{-5}$</td>
<td>$1.5 \times 10^{-10}$</td>
<td>$2.0 \times 10^{-9}$</td>
<td>$4.1 \times 10^{-11}$</td>
</tr>
<tr>
<td>2</td>
<td>70</td>
<td>0.331</td>
<td>2700</td>
<td>$4.0 \times 10^{-4}$</td>
<td>$7.7 \times 10^{-9}$</td>
<td>$1.3 \times 10^{-7}$</td>
<td>$2.5 \times 10^{-9}$</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td>0.331</td>
<td>0</td>
<td>$4.0 \times 10^{-4}$</td>
<td>$7.7 \times 10^{-9}$</td>
<td>$1.3 \times 10^{-7}$</td>
<td>$2.5 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

The elements type 1 represent the columns constructed in polymeric material, while the elements type 2 and 3 represent the aluminum connections and slabs defined as beams in the numerical model. It is important to highlight that the density of the elements type 3 takes the value of 0 because the slab masses, and other elements that provide mass on each story, were modelled as masses concentrated on the nodes of each story. In this way, concentrated masses of 539.3 g, 196.6 g, 321.2 g, 321.1 g and 196.6 g were incorporated into each of the nodes of the base, 1st, 2nd, 3rd and 4th story.

### 3.2.1 Building with fixed base

The validation of the numerical model corresponding to the fixed-base building was performed taking into account both the domain of frequencies and the domain of time; in addition, the frequency response functions (FRFs) and the acceleration response of the model stories were used.

Firstly, the validation in the frequency domain was carried out by direct comparison between the natural frequencies and the FRFs obtained experimentally and numerically.

In Figure 3 the natural frequencies obtained numerically and the vibration modes associated with each frequency are presented, while Figures 4 and 5 show a comparison of the experimental and numerical FRFs of the structure. Accordingly, it is observed that the numerical vibration frequencies are in agreement with the experimental vibration frequencies with a relative difference less than 0.6% in the first four vibration modes (Fig. 3a, b, c, d).

Likewise, using the damping ratios presented in Table 1 the FRF’s were computed and then compared with the experimental ones; there is an excellent correlation between experimental and numerical FRFs as shown in Figures 4 and 5. However, it is noteworthy that if the damping ratios given by Rayleigh damping model are used (instead of those obtained experimentally) there is a significant difference for high vibration modes.
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(a) 1st mode, 6.83 Hz.  (b) 2nd mode, 20.44 Hz.  (c) 3rd mode, 21.55 Hz.

(d) 4th mode, 29.92 Hz.  (e) 5th mode, 31.55 Hz.  (f) 6th mode, 36.86 Hz.

(g) 7th mode, 67.97 Hz.  (h) 8th mode, 97.49 Hz.  (i) 9th mode, 116.10 Hz.

Figure 3: Vibration modes and vibration frequencies.

Figure 4: FRFs comparison of the 2nd story with base excitation.
Secondly, in the time domain, the validation of the numerical model was carried out by comparing the numerical and experimental response of the structure when subjected to random base excitation. The comparison of the responses is shown in Figure 6, it is evident that the numerical model represent the response of the fixed-base building.

3.2.2 Building with RB system

Turning the attention to the use of roller bearings, the numerical model representing the building with RB was validated by comparing the numerical and experimental response of the structure in both free vibration and base excitation conditions.

To model the building + RB system, the characteristics of the fixed base structure and the RB system parameters $\mu_r = 0.0054$, $d = 1.2 \times 10^{-3}$ $m$ and $\theta = 5^\circ$ were used. In the free vibration simulations the initial lateral displacement condition $u_0 = 0.025$ $m$ and initial velocity $\dot{u}_0 = 0$ $m/s$ were considered, while in the simulations of the building + RB under base excitation initial conditions $u_0 = 0$ $m$ and $\dot{u}_0 = 0$ $m/s$ were considered in conjunction with a random base excitation record that contained predominant frequencies between 0 and 6 Hz.

In Figures 7 and 8 are shown the comparisons between numerical simulations and experimental responses of the building + RB system in both conditions free vibration and base excitation. In both figures certain degree of dispersion between the responses is noticeable; this dispersion could be related to deficiencies in the isolation system since it is not possible to completely restrict motion in the different directions in which the RB system operates.
et al. [14]. However, despite some dispersion, there is a very good agreement between the measured and numerically responses, which prove that the numerical model is able to adequately represent the dynamic behavior of a building + RB system.

Figure 7: Time series of acceleration response of the 1st story with RB in free vibration.

Figure 8: Time series of acceleration response of the 1st story with RB under base excitation.

4 RB SYSTEM PERFORMANCE UNDER BI-DIRECTIONAL SEISMIC EXCITATION

To evaluate the performance of the RB system in structures under base excitations, simulations using the numerical model previously described were carried out employing three earthquake records and four different RB configurations; thus, comparing the response of the fixed-base building with the response of the system when employing the RB system with different configurations. Accordingly, these results let us conclude about the performance of RB systems as seismic isolators in multicolumn structures.

Earthquake records were selected in order to have: I) excitations that produce high velocities at soil surface, II) excitations with both high frequency and high acceleration and III) moderate excitations [2]; in Table 3 are shown the seismic excitations selected for this work.
<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Station</th>
<th>Component</th>
<th>PGA $(g)$</th>
<th>PGV $(m/s)$</th>
<th>PGD $(m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imperial Valley (1979)</td>
<td>El Centro Array # 6</td>
<td>140</td>
<td>0.339</td>
<td>0.665</td>
<td>0.287</td>
</tr>
<tr>
<td></td>
<td></td>
<td>230</td>
<td>0.437</td>
<td>1.131</td>
<td>0.720</td>
</tr>
<tr>
<td>Loma Prieta (1989)</td>
<td>Corralitos</td>
<td>90</td>
<td>0.478</td>
<td>0.475</td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0.630</td>
<td>0.552</td>
<td>0.095</td>
</tr>
<tr>
<td>Northridge (1994)</td>
<td>Century City</td>
<td>90</td>
<td>0.256</td>
<td>0.214</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td></td>
<td>360</td>
<td>0.222</td>
<td>0.251</td>
<td>0.060</td>
</tr>
</tbody>
</table>

Table 3: Seismic excitations.

It is timely to mention that each of the RB system configuration is determined by a different inclination angle $\theta$ and a different dissipation force $f_{ds}$; i.e., first RB configuration corresponds to $\theta = 2.0^\circ$, second one corresponds to $\theta = 3.5^\circ$, third one is given by $\theta = 5.0^\circ$ and the fourth one is defined by $\theta = 5.0^\circ + f_{ds} = 1.14 \, N$.

To continue, time series responses of displacement, speed and accelerations were obtained, however, only the responses in displacements will be presented. In Figures 9, 10 and 11 are shown the time series of displacement response at the fourth story obtained in the numerical simulations obtained for each of the earthquake records employing the four different RB configurations. Displacements were normalized by the maximum displacement obtained in the simulation of the fixed-based building $u_{max}$. Due to the fact that only in the weaker direction of the structure the seismic excitation produced noticeable displacements, the parametric analysis was performed only in that direction. By contrast, the seismic excitation, by means of amplitude and frequencies, did not produced noticeable displacements in the stronger direction of the structure.

Figure 9: Performance of RB system: Time series of displacement response of the 4th story under base excitation Imperial Valley Earthquake (1979), $u_{max} = 0.0109 \, m$. 
Figure 10: Performance of RB system: Time series of displacement response of the 4th story under base excitation Loma Prieta Earthquake (1989), $u_{\text{max}} = 0.0075 \, m$.

Figure 11: Performance of RB system: Time series of displacement response of the 4th story under base excitation Northridge Earthquake (1994), $u_{\text{max}} = 0.0068 \, m$.

Figure 12: Hysteresis diagrams of isolation devices under base excitation Imperial Valley Earthquake (1979).
Based on the obtained results, it is noticeable that the use of RB system reduce building displacements between 60% to 80% for all three seismic excitations compared with the same results obtained in the simulations without RB systems. The seismic building response improve as $\theta$ decreases; however, as $\theta$ decreases, large horizontal displacements result at the base of the structure thus limiting the use of RB systems. To avoid this problem, energy dissipation systems must be implemented to control those large displacements at the base of the structure; thus, improving the performance of the whole seismic isolation system (Fig. 12, 13, 14). It is important to mention that the energy dissipation system have to maintain both the decoupling between the structure and the base and the self-centering capability of the isolator device.

5 CONCLUSIONS

The response of a multicolumn structural model employing a Roller Bearing seismic isolation system and the performance of the RB system have been presented. Its performance has been assessed through the simulation of the structural model subjected to seismic excitations. The structural model’s response was evaluated by direct comparison between the results of the simulation under fixed-base structure conditions and employing the RB system. It was found that the RB isolation system considerable reduces horizontal displacements relative to the
base for all earthquake records reviewed in this work. Maximum accelerations also decrease by means of the RB systems compared with those ones computed in the fixed-base structure simulations. In addition, it is important to mention that an energy dissipation system reduced the maximum horizontal displacement at the base of the structure improving the overall performance of the seismic isolation system. Finally, a proper relation between parameters $\theta_y f_{ds}$ will give the best performance to the RB system in different seismic excitations.
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Abstract. This paper considers different vibration control options for a real high-rise tower subjected to real wind loading. To mitigate excessive responses, the tower utilizes a hybrid passive - active control system with a relatively small actuator capacity. Firstly, the methodology for establishing a reduced order numerical model of the tower from a finite element realization is presented. Subsequently, to deal with physical constraints, a Model Predictive Control (MPC) algorithm is employed and compared to a more conventional Linear Quadratic Regulator (LQR). In both cases, the algorithms managed to keep the dynamic displacements within the set desired limit. It was concluded that, the MPC had a better performance when compared to the LQR in terms of peak amplitudes at the expense though of energy.
1 INTRODUCTION

The technological advancement and increase of cost-efficient computational power, create the ideal conditions for the broader implementation of active control systems. Traditionally, disciplines such as aerospace and automotive, have been utilizing active control schemes in order to enhance performance for a range of applications[1, 2]. Yet, active control is now also growing in disciplines that, it was not popular, or even viable, in the near past. More specifically, the recent trend of building tall and slender structures led to the development of structural control systems that utilize active components for vibration mitigation under extreme loads.

Generally speaking, active and semi-active structural control systems can achieve enhanced control performance when compared to passive equivalents. However, the performance of active control systems may be limited due to various practical and operating constraints. For the case of a mass damper such can be the actuator dynamics, mass stroke, and energy consumption. To this goal, extensive efforts have been made by the structural control research community and smart methods have been developed to minimize, if not eliminate, any performance compromising effects of constraints.

This paper will investigate the application of an active hybrid mass damper system on a real 245m tower subjected to wind loading, without accounting for any aeroelastic effects. For the control of the hybrid system, Model Predictive Control (MPC) algorithm will be used and compared to a more conventional Linear Quadratic Regulator (LQR). Previously, the MPC algorithm was investigated by Mei et al. [3, 4] for the control of the famous 76-storey benchmark building. Moreover, applications of the MPC on different control systems were practiced by Mei et al. [5, 6] for the case of a single and a three-storey structure, by Chen et al. [7] for a ten-storey structure, explaining additionally a more practical implementation of the algorithm, by Peng et al. [8] for two adjacent 20-storey buildings and by Lopez et al. [9] for a six-storey experimental structure.

Herein, the constraint effect of the actuator maximum capacity on the overall performance of the hybrid control system will be examined, and methodologies for minimizing it will be reviewed. More specifically, the actuator that was utilized on the hybrid control system of the 245m tower has a maximum force rating of 35kN, which is relatively low compared to the 180,000t tower mass. For reference and comparison, the actuators deployed for the control of the Nanjing TV tower had a capacity of 100kN [10], for the Shanghai World Financial Center Tower 142.5kN [11], for a 36-storey building reported in [12] 25.4kN, and for a benchmark cable-stayed bridge (Cape Girardeau Bridge, Missouri, USA) up to 7000kN [13] with typical values around reaching 1000kN [14]. For the 76-storey benchmark building, which is of significance to this study, the actuator capacity was limited to lower than 300kN [15], while Mei et al. [3] using the MPC algorithm, found that the maximum actuator force needed was 118kN.

2 APPLICATION DEFINITION

The 245m tower is the Rottweil Tower in Germany and was commissioned with specific requirements for experiencing limited wind-induced vibrations within certain bounds. According to wind tunnel tests, it was expected that wind speeds of the order of 15.3 – 16.7 m/s, referring to ground values at a height of 10m, could excite top floor dynamic response with amplitude of up to 750mm when no added control measure is provisioned. Such vibrations are primarily of vortex shedding type. Associated sway disturbance is anticipated to cause discomfort to the occupants and also impact the structural integrity of the tower particularly in terms of long term fatigue [16].

For ensuring comfort and safety, a limit displacement of up to 200mm was implemented and a hybrid structural control system was designed. The proposed hybrid system combines a
passive Tuned Mass Damper (TMD) with one actuator for each of the two principal directions. In reality, the passive TMD has adjustable stiffness that renders it semi-active; for simplification purposes this adaptiveness will not be considered any further in this study. Based on closed form formulas [17], a mass of 240t was opted for the TMD element of the system; this corresponds to a mass ratio of $\mu = 1.3\%$. On the sensing side, the system consists of four uniaxial MEMS accelerometers which are able to capture horizontal accelerations at the top of the structure and the TMD mass. The displacements of the actuators are monitored by string pot transducers and an inductive length measuring system integrated within the linear motors [18].

3 PAPER CONTRIBUTIONS

1) Application of the MPC algorithm for the active hybrid control of a real structure and assessment of its performance by comparing it to an LQR controller
2) Optimization of the hybrid control system performance when acting in a passive-active mode of operation, taking into account its limited actuation capacity
3) Presentation of a real case-study that can become a benchmark for subsequent vibration control studies

4 SIMPLIFIED NUMERICAL MODEL DERIVATION

A detailed 3D Finite Element (FE) model of the tower, seen in Figure 1 (b), which falls very close in terms of observed and modelled frequencies, was used as the base for acquiring the reduced 2D lumped mass model shown in Figure 1 (c). In the reduction process, the entire mass of the tower, including the structural and non-structural components, was distributed evenly at the floors of the structure. This method results a diagonal mass matrix $M$ of size $n \times n$ where, $n=34$ is the considered number of lumped masses in the reduced model.

To derive the $n \times n$ stiffness matrix $K$, the methodology described by Qu et al., (2001) [19] was followed. Based on their methodology, the flexibility coefficients $\delta_{ij}$ of each floor were determined by evaluating the static responses of the $i^{th}$ floor of the original FE model to unit horizontal forces at each node of the $j^{th}$ floor, with $i,j= 1, 2, 3, \ldots , n$. Thus, the flexibility matrix was constructed, and the stiffness matrix $K$ was obtained by inverting it.

The damping matrix $\hat{C}$ of size $n \times n$ for the lumped mass model was determined using the Rayleigh approximation whereby $\hat{C}$ is described by Eq. 1. Parameters $\alpha$ and $\beta$ are the mass and stiffness proportional damping coefficients, respectively and were obtained based on critical damping ratio of 1% for modes 1 and 5. For this assumption, $\alpha$ and $\beta$ are becoming $2.11 \times 10^{-2}$ and $5.26 \times 10^{-4}$, respectively.

$$\hat{C} = \alpha M + \beta K$$  \hspace{1cm} (1)
5 EQUATIONS OF MOTION FOR THE SYSTEM

The matrix equation of motion for the system in-hand can be expressed by Eq. 2. The nominal properties of the TMD were added to the mass $M$, stiffness $K$, and damping $\hat{C}$, matrices derived in section 4, resulting to matrix sizes $n_{tmd} \times n_{tmd}$ where, $n_{tmd} = 35$. $f(k)$ is an $r$-size vector which contains the external excitations applied on the structure, $u(k)$ is the active $m$-size control force vector and $s(k)$ is the $n_{tmd}$-size displacement vector, all at discrete time $k$. $\hat{D}$ is the $n_{tmd} \times m$ matrix that describes how the control force is acting on the system, and $H$ is the $n_{tmd} \times r$ matrix that describes how the excitation inputs are exciting the system.

$$M\ddot{s}(k) + \hat{C}\dot{s}(k) + Ks(k) = \hat{D}u(k) + Hf(k)$$ (2)

The equivalent state-space equations are formulated as follows,

$$\dot{x}(k) = Ax(k) + Bu(k) + Gf(k), \quad x(0) = x_0,$$ (3)

$$y(k) = Cx(k) + Du(k)$$ (4)

where $y(k)$ represents the measured outputs, $C$ is the output matrix, $D$ is the feedthrough matrix, $x_0$ is the initial point and,

$$x(k) = \begin{bmatrix} s(k) \\ \dot{s}(k) \end{bmatrix}, \quad A = \begin{bmatrix} 0 & I \\ -M^{-1}K & -M^{-1}\hat{C} \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ M^{-1}\hat{D} \end{bmatrix}, \quad G = \begin{bmatrix} 0 \\ M^{-1}H \end{bmatrix}$$ (5)

6 MPC STATE SPACE FORMULATION

This section includes the general formulation of MPC in state-space form. It is noted that derivation of the LQR controller, used only for comparisons, can be found in [20] and is not shown here for brevity. The MPC is based on an iterative, finite-horizon optimization of a plant. It receives a reference trajectory as the target output of the process. The overview of the algorithm is seen in Figure 2 [21]. The MPC computes a sequence of control actions $u$ over a control horizon $q$, that will achieve the optimal behavior of the dependent variables $x$ of the system, over a prediction horizon $p$ ($p \geq q$). It then implements only the first computed action $u(k)$, measures the response of the system $y(k)$, and repeats the previous process.

![Figure 2: Basic concept for Model Predictive Control with q=p [22]](image-url)
Since there might be inaccuracies and statistical noise in the measurements received and model used, a Kalman estimator is employed both for estimating the current state $x(k)$ but also for the predictions needed for the MPC [21]. Eq. 6 describes how the estimates of the current state, $\hat{x}(k|k-1)$, is generated by the Kalman estimator.

$$\hat{x}(k | k - 1) = \Phi \hat{x}(k - 1 | k - 2) + \Gamma u(k - 1) + L e(k - 1)$$  \hspace{1cm} (6)

where, $L$ the estimator gain matrix, and $C$ the output matrix. $\Phi$, $\Gamma$, and $e(k)$ are defined in Eq.7 for the control interval $T$.

$$\Phi = e^{AT}, \quad \Gamma = e^{AT} \int_0^T e^{-A_s} dA, \quad e(k) = y(k) - C \hat{x}(k | k - 1) - Du(k | k)$$  \hspace{1cm} (7)

The future state predictions $\hat{z}(k|k+j)$ for $j=1,2,...p$, are similarly determined by:

$$\hat{z}(k | k + j) = \Phi \hat{z}(k + j - 1) + \Gamma u(k + j - 1 | k) + L e_j(k)$$  \hspace{1cm} (8)

where,

$$\hat{z}(k) = \hat{x}(k | k - 1)$$  \hspace{1cm} (9)

Unlike the LQR, the constrained MPC is able to take into account bounds on the control actions $u$ and future states $\hat{z}$. With the target states and inputs defined by $z_s$ and $u_s$, respectively, the MPC objective for time instance $k$ becomes:

$$\text{Min}_u J(k)$$  \hspace{1cm} (10)

where,

$$J(k) = [\hat{z}(k + p) - z_s(k)]^T w_x [\hat{z}(k + p) - z_s(k)] + \sum_{j=1}^{p} [\hat{z}(k + j) - z_s(k)]^T w_x [\hat{z}(k + j) - z_s(k)] + \sum_{j=0}^{q-1} [u(k + j | k) - u_s(k)]^T w_u [u(k + j | k) - u_s(k)]$$  \hspace{1cm} (11)

In Eq. 11, $w_x$ and $w_u$ are positive definite matrices representing the state error and the input weighting, respectively. $w_\infty$ represents the terminal state matrix and can be found by solving the discrete Lyapunov equation [21]. The minimization problem is subject to constraints from Eqs. 6-9 (state estimation and predictions), alongside with the control input constraints shown in Eqs. 12-14.

$$u(k + q | k) = u(k + q + 1 | k) = ... = u(k + p - 1 | k) = u(k + q - 1 | k)$$  \hspace{1cm} (12)

$$u_{\min} \leq u(k + j | k) \leq u_{\max} \quad j=0, 1, 2 ,..., q-1.$$  \hspace{1cm} (13)

$$\Delta u_{\min} \leq \Delta u(k + j | k) \leq \Delta u_{\max} \quad j=0, 1, 2 ,..., q-1.$$  \hspace{1cm} (14)
7 PRELIMINARY RESULTS

An MPC and an LQR controller have been designed for the dynamic (response) control of the Rottweil tower, when subjected to real wind loading, using a hybrid mass damper. The passive-active mode of operation implies that, the hybrid mass damper is acting passively, and the actuators are constantly adding forces on top. A Kalman filter was used in both control cases for the state estimation using the four actual sensors located on the structure. Both controllers were designed in Matlab®. The MPC controller was realised based on the YALMIP toolbox, which is mainly used for treating prototype optimization problems [23]. The toolbox can utilize several solvers to carry out the optimization. In this study, the Gurobi optimizer was used [24]. Moreover, a hard constraint was introduced in the optimization procedure for the control input \((u_k)\) where, \(u_{\text{min}}\) and \(u_{\text{max}}\) were set to -35kN and 35kN respectively, \(T\) was set to 100ms and \(z_s, u_s\) and \(w_\infty\) were set to 0. It is noted that the limit for the actuator capacity in the case of the LQR was introduced artificially in the simulation.

To simulate the dynamics of wind loading, a stochastic gust loading based on the Davenport spectrum with a linearly superimposed resonant, vortex shedding-type contribution were used [16]. The wind excitation caused a peak displacement of 248.2mm at the top floor in the case of no TMD installation.

Table 1 summarizes the maximum displacements of the floors of the structure in the uncontrolled and controlled cases. As it can be seen, both algorithms managed to reduce the structural responses at the top of the tower within the desired limit (200mm). However, the MPC had better performance than the LQR in controlling floor displacements throughout.

<table>
<thead>
<tr>
<th>Floor No.</th>
<th>No control (s(\text{mm}))</th>
<th>TMD (s(\text{mm}))</th>
<th>LQR (s(\text{mm}))</th>
<th>MPC (s(\text{mm}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.8</td>
<td>1.6</td>
<td>1.4</td>
<td>1.35</td>
</tr>
<tr>
<td>10</td>
<td>53.2</td>
<td>48.3</td>
<td>42.4</td>
<td>40.6</td>
</tr>
<tr>
<td>20</td>
<td>160.7</td>
<td>146.1</td>
<td>128.1</td>
<td>122.6</td>
</tr>
<tr>
<td>34</td>
<td>248.2</td>
<td>225.7</td>
<td>197.9</td>
<td>189.4</td>
</tr>
</tbody>
</table>

Table 1: Maximum responses for the uncontrolled, TMD, LQR and MPC schemes

Based on the analysis, the maximum force exerted by the TMD without and with the active control component was 135.5kN and 170.5kN, respectively. Figures 3, 4 and 5 show displacement time series of the top floor of the structure with and without control, for the different control variants.
It is observed that the active control algorithms can limit displacements even when, the actuator capacity is constrained to a fraction of the TMD passive force, as seen in Figures 6. To further assess the relative performance of the two controllers, while on a mixed passive-active
mode of operation, the actuator power, or else the product of actuator force and velocity was considered. It was found that the maximum power needed when using the LQR controller was lower than the equivalent needed for the MPC controller, as seen in Figure 7. When considering the average power the same relation pertains is with differences also in terms of extreme values and positive to negative value balance.

As such, when the hybrid system is acting in the considered passive-active mode, the MPC algorithm had the best performance on limiting dynamic displacements but in the expense of having higher energy demands than the LQR. This makes the consideration of also other modes of operation, (e.g. revised passive-active mode, having the active forces acting only when the passive forces are not sufficient and semi-active – active mode where performance can be gained at lower energy consumption) vital prior to holistically optimising the hybrid mass damper’s performance, through control law considerations alone.

Figure 6: Active control forces when using the LQR (top) and the MPC (bottom) algorithms
8 CONCLUSIONS AND FUTURE RECOMMENDATIONS

This paper presented a real case-study which can introduce a new benchmark problem for structural control purposes. After deriving a reduced order model based on a detailed finite element model of the Rottweil tower, two control laws, namely the LQR and MPC, were applied and their performance was compared, for a passive-active mode of operation of a hybrid mass damper installation.

Based on the analysis it was found that the uncontrolled case-study building, under strong wind excitation developed dynamic displacements with maximum amplitude of 248.2mm at the top floor. When adding a perfectly tuned passive TMD the same displacement reduced to 225.7mm. In both cases, the displacements exceeded a notional serviceability limit that was set at 200mm. When considering active contribution in the control, the LQR algorithm reduced response to 197.9mm whereas, the MPC achieved 189.4mm. It was concluded that, in both cases, the algorithms managed to keep the dynamic displacements within the desired limit however, the MPC had a better dynamic reduction performance than the LQR. Still, the average energy needed for the two controllers was lower for the LQR, leading to the need for holistically optimising performance on mixed objectives.

Future work would involve semi-active – active mass damper devices, consideration of actuator dynamics and different modes-of-operation for the hybrid setup towards achieving a low energy-consumption scheme. Lastly, state-of-the-art data driven controllers, based on Artificial
Intelligence, should also enter the comparison against the presented conventional controllers in order to evaluate any performance gains.
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Abstract. The introduction of improved structural control systems is an efficacious solution for reducing the seismic damage induced to structures. Due to the high development in control systems and the growing interest for this research area, multiple control devices were developed, tested and used with a remarkable efficiency. During the last few years, a novel passive damper, called inerter has been introduced, mainly known for its ability to develop a large fictive mass and largely used in combination with tuned mass damper TMD resulting in a TMD-Inerter device. This research work presents a double tuned mass damper inerter DTMDI, which consists of two masses connected with an inerter, this configuration will result in large fictive mass ratio without any retroaction force on the structure. The effectiveness of the double tuned mass damper inerter DTMDI has been demonstrated using a multi-degree of freedom structure submitted to seismic excitations. The results obtained show a significant response reduction compared to simple tuned mass damper inerter TMDI and classical tuned mass damper TMD. The dynamical parameters investigated in this study are the top floor displacement, top floor acceleration, inter-story drift and base shear. The study also underlines optimal parameters for the double tuned mass damper inerter DTMDI.
1 INTRODUCTION

During the last century earthquakes have been one of the most observed natural phenomena, due to their destructive nature they constituted a main cause of live and economical losses. Hence, earthquakes represent a constant challenge for structural and civil engineers. Aseismic design of structure caught the attention many researchers around the word.

Research, test and experiment of new seismic vibration control strategies lead to the development of many control devices that can be regrouped into three sets, passive, active and semi-active, any combination of two or more control strategies in known as hybrid control [1-3]. Due to their simplicity and efficiency passive devices are the most used around the word, such as base-isolation, viscous dampers and tuned mass damper TMD.

Tuned mass damper (TMD) is a passive device. It is constituted of a moving mass attached to the structure through a spring and a dashpot, the frequency of the TMD as a single degree of freedom system is tuned to the frequency of the main structure, with the participation of it mass inertia the TMD acts as a restoring force to prevent large displacement of the main structure during dynamical loading (wind, earthquake) [4, 5]. Hence, it is obvious that TMD requires relatively a large mass to achieve a response reduction, which may constitute a structural problem in terms of space, vertical load and even cost [6].

During the last year, a new control device was introduced to the civil engineering domain, known as the “inerter” this device uses rotational inertia to produce a force relative to the acceleration between its extremities [7]. The force produced is depending on a factor known as the “inertance” or fictive mass. Therefore, the inerter may produce a large fictive mass if his high inertance is combined with a large relative acceleration [8]. The main use of the inerter in civil engineering is it combination with conventional tuned mass dampers (TMD) to form a new device known as TMDI, this new device attracted the attention of many researchers during the last years. Hence, The performances of these systems were studied by Lazar, Neild [9] for multi-degrees of freedom system subjected to both, sinusoidal and seismic excitations. It was concluded that the optimal location for an inerter based tuned mass damper (TMDI) or a tuned inerter damper (TID) is at the bottom of the structure, where the inerter second terminal can be grounded also known as single terminal inerter. Marian and Giaralis [10] presented an optimal design for inerter based tuned mass damper (TMDI), this design aims to suppress the oscillatory motion of stochastically excited support, hence it was derived from classical tuning methods presented by Den Hartog [11] and Warburton [12]. The damping system was designed for a single degree of freedom undamped system equipped with a TMDI. De Domenico and Ricciardi [13] proposed an optimization procedure for a TMDI tuning, this optimization aims to protect a multi-degree base-isolated system equipped with a grounded TMDI under different seismic records, the optimization was applied on a simple three degree of freedom system composed of a TMDI, a base-isolation level and a superstructure. Further, the procedure was generalized to a five-story model proposed by Xiang and Nishitani [14]. It can be seen that most of the research on the TMDI concluded to the necessity of grounded inerter used (i.e. the second end of the inerter to be fixed to the ground). This is mainly motivated by the retro-action nature of the inerter as a passive device. Hence, if the force of the inerter is to be returned to the structure this will reduce the effect of the TMDI or even increase the response of the structure. This resulted in the limitation of the TMDI for base-isolated and low to mid rise buildings.

In this work, a novel tuned mass damper is proposed and simulated with the aim of using such device into high-rise building, the main idea of this device is to return the force of the inerter two a second mass, this can be achieved by connecting the TMDI mass and the second
mass with the inerter. This structural configuration is herein defined as double tuned mass damper inerter (DTMDI).

2 MATHEMATICAL FORMULATION

In this study a 10-story fixed base building is equipped with a double tuned mass damper inerter. The system consists of a classical tuned mass damper located at the top floor. The TMD is attached to an adjacent movable mass through an inerter as it can be shown in figure 1. This configuration is denoted double tuned mass damper inerter (DTMDI).

![Figure 1. Structural configuration of a double tuned mass damper inerter.](image)

The main motivation behind this configuration is to avoid returning a large amount of force from the second end of the inerter to the main structure. Usually, increasing the inerter fictive mass results in a large force, when returned to the main structure this force may increase the system response, despite the fact that it enhances the total mass of the TMD, thus enhancing it performance. Due to this inconvenience the efficiency of the TMDI remains limited and the amount of fictive mass reached remains low, except for the cases where the second end of the inerter is grounded (fixed to the ground) or connected to lower floors which represents a structural challenge especially for tall buildings.

The general equation of motion of the system shown in figure 1 can be written as follow according to d’Alembert’s principle:

\[
[M] \ddot{\mathbf{x}} + [C] \dot{\mathbf{x}} + [K] \mathbf{x} = -[\bar{M}] \ddot{\mathbf{r}}
\]

(1)

The detailed form of the \([M],[C]\) and \([K]\) matrices can be given as follow

\[
\begin{bmatrix}
    m_1 & 0 & \cdots & \cdots & 0 \\
    0 & m_2 & \ddots & & \vdots \\
    \vdots & \ddots & \ddots & \ddots & \vdots \\
    \vdots & & m_n & m_{tmdi1} + b & -b \\
    0 & & -b & m_{tmdi2} + b & \cdots \cdots \cdots \\
\end{bmatrix}
\]

(2)
Where \( b \) denotes the additional inerter fictive mass, \( m_{\text{mdi} 1}, c_{\text{mdi} 1} \) and \( k_{\text{mdi} 1} \) denotes the mass, damping and stiffness of the DTMDI, \( m_{\text{mdi} 2} \) denotes the second mass connected to the first mass through the inerter. \( [M] \) denotes the real mass matrix \((b = 0)\) and \( n \) denoted the degrees of freedom of the structure.

### 2.1 Governing equations of the inerter

A basic model of the inerter is represented with the scheme shown in the Fig. 2. The inerter comprises of a rack and pinion arrangement rotating about a shaft, represented by the point \( O \). The two extremities of the inerter, represented by \( a \) and \( b \) in Fig. 2, are connected to the pinion (of radius \( \rho \)) through racks and are responsible for reversing the direction of retro-action (represented by \( F(t) \)) at both ends. A flywheel having a radius \( R \) and mass \( m_i \) is mounted on the other end of the shaft, to reduce the impact through its higher inertia.

The rotation of the flywheel can be written as:

\[
\theta(t) = \frac{x_a(t) - x_b(t)}{\rho}
\]

The displacements at the extremities of the inerter element are expressed by \( x_a \) and \( x_b \). The dynamic moment equilibrium about the point \( O \) can be represented by:

\[
I_o \dot{\theta}(t) = F(t) \rho
\]

Substitution of Eq. (5) and Eq. (6) results in the mechanical linear equation of the inerter

\[
F(t) = \frac{1}{2} m \frac{R^2}{\rho^2} [x_a(t) - x_b(t)]
\]
device can be enhanced by serially increasing the number of pinions. Hence, the general equation of inerter become

$$F(t) = b\left[\ddot{x}_p(t) - \ddot{x}_f(t)\right]$$  \hspace{1cm} (8)

For instance, if a single pinion inerter can produce an inertance of 1440 kg for a device that weights 10 kg [15].

2.2 Device tuning approach

In order to ensure a maximum efficiency, the DTMDI control strategy formulated in this paper needs a proper tuning, this involves the choice of a proper frequency, stiffness, damping and mass ratio. Hence, a tuning approach proposed by Marian and Giaralis [15] is adopted in this study.

Following the formulation originally proposed by Den Hartog [11] for a classical TMD, Marian and Giaralis [15] proposed an equivalent tuning for TMDI systems. Consider the class of dynamically excited structures amenable to be modelled as single-degree-of-freedom (SDOF) systems equipped with a tuned mass damper inerter as shown in figure 3.

The motion equation of the represented system is figure 3 is given as follow:

$$\begin{bmatrix} m_s & 0 \\ 0 & m_{tdi} + b \end{bmatrix} \begin{bmatrix} \dot{x}_s \\ \dot{x}_{tdi} \end{bmatrix} + \begin{bmatrix} c_{tdi} & -c_{tdi} \\ -c_{tdi} & c_{tdi} \end{bmatrix} \begin{bmatrix} \dot{x}_s \\ \dot{x}_{tdi} \end{bmatrix} + \begin{bmatrix} k_s + k_{tdi} & -k_{tdi} \\ -k_{tdi} & k_{tdi} \end{bmatrix} \begin{bmatrix} x_s \\ x_{tdi} \end{bmatrix} = -\begin{bmatrix} m_s \\ m_{tdi} \end{bmatrix}F(t)$$  \hspace{1cm} (9)

Equation (9) is elaborated and derived in close form, out of this procedure a TMDI tuning is obtained representing optimal frequency ratio \( \nu_{tdi} \) and damping ratio \( \zeta_{tdi} \) given in Eq. 10 and 11 respectively.
\[ \nu_{\text{tmdi}} = \frac{1}{1 + \beta + \mu} \]

\[ \zeta_{\text{tmdi}} = \sqrt{\frac{3(\mu + \beta)}{8(1 + \mu + \beta)}} \]

Where: \( \beta \) is the inertance ratio defined by \( \beta = \frac{b}{m_s} \).

\( \mu \): is the TMDI mass ratio, it can be written as \( \mu = \frac{m_{\text{tmdi}}}{m_s} \), where \( m_{\text{tmdi}} \) and \( m_s \) are the masses of the TMDI and the primary structure, respectively.

Regarding the DTMDI tuning, the 2nd mass connected to the inerter can be considered as a floor mass or any other structural part of the structure, hence there will be no difference in the tuning of a classical TMDI or a DTMDI using the approach proposed above. Which will be used during this study.

3 NUMERICAL STUDY AND RESULTS

In order to study the performance of the proposed system four structural configurations are submitted to a set of earthquakes as shown in table 1, the structural configurations can be listed as follow:

- Uncontrolled structure, the structure without any device,
- Structure with a tuned mass damper (TMD) at the top floor,
- Structure with a tuned mass damper Inerter (TMDI) at the top floor, the 2nd extremity of the inerter is fixed to the last floor,
- Structure with a double tuned mass damper inerter (DTMDI) at the top floor (as shown in figure 1).

The mass ratios of the three control devices (i.e. TMD, TMDI and DTMDI) are kept equal in order to keep the control devices performance comparable.

The performances of the DTMDI are compared to a classical TMD and a conventional TMDI. In order to achieve the comparison, the structure is submitted to a set of earthquakes.

The structure used in study was presented by Özsarıyıldız and Bozer [16]

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Record serial number (RSN)</th>
<th>Component</th>
<th>Fault type</th>
<th>PGA (m/s²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Northridge</td>
<td>1048</td>
<td>180</td>
<td>Near</td>
<td>4.50</td>
</tr>
<tr>
<td>2</td>
<td>Duzce</td>
<td>1605</td>
<td>270</td>
<td>Near</td>
<td>5.05</td>
</tr>
<tr>
<td>3</td>
<td>Landers</td>
<td>848</td>
<td>CLW-LN</td>
<td>Far</td>
<td>3.09</td>
</tr>
<tr>
<td>4</td>
<td>Kobe</td>
<td>1111</td>
<td>000</td>
<td>Far</td>
<td>4.74</td>
</tr>
</tbody>
</table>

Table 1. Earthquake records used in this study

3.1 Inertance effect on response reduction

In this part the effect of the inertance (ratio of fictive mass to total mass of the structure) is studied for both TMDI and DTMDI. Hence, the inertance will be varied from 0 to 0.1. It is worth noticing that a null inertance is equivalent to a classical TMD. The mass ratio (ratio of the real mass to total mass of the structure) \( \mu \) is equal to 5% for both TMDI and DTMDI. However, for the DTMDI it will be equally partitioned between the two masses.
From figure 4 it can be clearly seen that the inertance has an important and considerable effect on the response reduction for both TMDI and DTMDI. However, higher inertance involves less response reduction for TMDI; this is mainly due to retro-action force of the inerter being returned to the structure (i.e. the second extremity of the inerter is fixed to the last floor in this case). On the other hand, higher inertance results in more response reduction for the DTMDI, this is mainly motivated by the fact that the retro-action of the inerter is returned to the second mass of the DTMDI. It is also observed that for each earthquake there exists an optimal inertance value for both TMDI and DTMDI. In overall, the performance of DTMDI surpasses the performance of TMDI for the studied earthquakes.

With this in background, an average optimal inertance is defined for both TMDI and DTMDI. The inertance will be set to 1% and 3% of the total mass of the building for both the TMDI and the DTMDI, respectively.

3.2 Time history analysis

In order to assess the performances of the proposed DTMDI a time history analysis is performed, for top floor displacement using three control strategies namely, TMD, TMDI and DTMDI, results obtained are shown in figure 5.
Figure 5. Time history analysis of top floor displacement under three control strategies
As it can be seen from figure 5 the performance of DTMDI is better than both TMDI and TMD, the reduction is clearly visible in peak displacement. The response reduction is achieved for all studied earthquakes. Table 2 shows the top floor maximum displacement for all control devices and also the percentage reduction in brackets.

<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Uncontrolled</th>
<th>TMD</th>
<th>TMDI</th>
<th>DTMDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northridge</td>
<td>0.3131</td>
<td>0.2288</td>
<td>0.2294</td>
<td>0.2106</td>
</tr>
<tr>
<td>(RSN1048)</td>
<td></td>
<td>(26.95)</td>
<td>(26.75)</td>
<td>(32.73)</td>
</tr>
<tr>
<td>Duzce</td>
<td>0.2888</td>
<td>0.2142</td>
<td>0.2010</td>
<td>0.1798</td>
</tr>
<tr>
<td>(RSN1605)</td>
<td></td>
<td>(25.83)</td>
<td>(30.40)</td>
<td>(37.72)</td>
</tr>
<tr>
<td>Landers</td>
<td>0.0837</td>
<td>0.0734</td>
<td>0.0716</td>
<td>0.0634</td>
</tr>
<tr>
<td>(RSN848)</td>
<td></td>
<td>(12.32)</td>
<td>(14.43)</td>
<td>(24.26)</td>
</tr>
<tr>
<td>Kobe</td>
<td>0.1132</td>
<td>0.1042</td>
<td>0.1037</td>
<td>0.0904</td>
</tr>
<tr>
<td>(RSN1111)</td>
<td></td>
<td>(07.93)</td>
<td>(08.40)</td>
<td>(20.09)</td>
</tr>
</tbody>
</table>

Table 2. Top floor displacement in \([m]\) and percentage reduction in (%) under different control strategies

From table 2 it can be seen that performance of TMD and TMDI remain close in terms of top maximum floor displacement reduction. On the other hand, the DTMDI surpasses both the devices in terms of maximum top floor reduction using the same mass ratio \(\mu\) (which is equal to 5\% of the total mass of the structure). The percentage reduction varies from 20 to 32\% depending on the earthquake. It is worth noticing that for far-fault earthquake less reduction is obtained due to the small displacements of the building.

### 3.3 Stroke displacement

One of the performance indexes of the tuned mass damper in the stroke displacement of the damper mass. Hence, in this part of the paper the stroke displacement of the three studied systems will be compared.

<table>
<thead>
<tr>
<th>Earthquake</th>
<th>TMD</th>
<th>TMDI</th>
<th>DTMDI Mass 1</th>
<th>DTMDI Mass 2</th>
<th>DTMDI Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northridge</td>
<td>0.6252</td>
<td>0.4665</td>
<td>0.4223</td>
<td>0.2357</td>
<td>0.6580</td>
</tr>
<tr>
<td>(RSN1048)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duzce</td>
<td>0.5284</td>
<td>0.4476</td>
<td>0.4352</td>
<td>0.3259</td>
<td>0.7611</td>
</tr>
<tr>
<td>(RSN1605)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Landers</td>
<td>0.1381</td>
<td>0.1238</td>
<td>0.1394</td>
<td>0.1516</td>
<td>0.2910</td>
</tr>
<tr>
<td>(RSN848)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kobe</td>
<td>0.2087</td>
<td>0.1992</td>
<td>0.2053</td>
<td>0.1211</td>
<td>0.3264</td>
</tr>
<tr>
<td>(RSN1111)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Stroke displacement in \([m]\) under different control devices

From table 3 it can be seen that the TMDI achieved the lesser stroke displacement compared to the other devices this is mainly due to the inerter configuration connecting the TMDI mass to the last floor of the structure. Hence limiting the mass displacements. The performance of each mass of the DTMDI remains comparable the TMDI. However, if summed up the total displacement remains high and comparable to a classical TMD. This is directly related to the configuration of the DTMDI device. These large displacements may be reduced by adding a low damping and stiffness devices to the right side of the 2nd mass of the DTMDI.
3.4 Inertance effect on control the control force

In this part the inertance effect on the control force generated by the inerter is examined, for this purpose the inertance $\beta$ is varied from 0 to 10 percent and the control force generated by the inerter is evaluated for both the TMDI and DTMDI. This can be achieved by multiplying the relative acceleration between the two extremities of the inerter by the inerter parameter $b$.

![Graph showing inertance effect on inerter force](image)

**Figure 6.** The inertance ($\beta$) effect on the inerter force

In figure 6, it can be seen that the inerter force is relative to the inertance. Hence, increasing the inertance results in the augmentation of the inerter force generated. This can be observed for all the studied earthquakes for both TMDI and DTMDI. The force generated by the classical TMDI increases at a higher rate inducing large force to the floor to which the inerter is connected which affects its efficiency at higher inertance values as shown in figure 4. Regarding the DTMDI the curve tends to saturate at high values of inertance, the force generated by the inerter is lower than the classical TMDI case involving less force applied to the secondary mass. It is worth noticing that the DTMDI results in better reduction with less generated force. It can be observed that the force generated by the inerter is relative to the earthquake PGA and fault type.
4 CONCLUSIONS

In this work, a new configuration for tuned mass damper inerter was proposed, the configuration is based on the use of a second mass. This mass will be coupled to the conventional TMDI through an inerter. This disposition will result in a so called double tuned mass damper inerter DTDMI, this later will enhance the performance of the structure by reducing its response to earthquakes compared TMD and TMDI. The main advantage of this configuration is the suppression of the inerter force returned to the structure. Based on the obtained results the following conclusions can be draw:

- Using a second mass connected to a TMDI by an inerter will prevent the application of the inerter retro-action force to the structure. Hence the performance of the DTMDI will reduce the response of the structure to dynamical loading such as earthquakes.
- There exists an optimal inertance parameter for both TMDI and DTMDI for each earthquake. However, the TMDI performs better at low values of inertance while the DTMDI requires higher inertance values to accomplish optimal reduction.
- The response reduction is obtained under four different earthquakes with different fault types.
- The DTMDI performances surpasses both TMD and TMDI despite using the same total mass ratio $\mu$.
- The stroke displacement of the TMDI mass is the lesser compared to classical TMD and DTMDI. However, the performance of the DTMDI regarding stroke displacement remains acceptable and comparable to a classical TMD.
- The large stroke displacement of the DTMDI can be limited by adding additional damping and stiffness to the right side of the 2nd mass of the system.
- The DTMDI achieves better reduction with less inerter force generated compared to the TMDI.
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Abstract. Viscoelastic materials have excellent properties of absorbing vibrational energy which makes their use very attractive in structural, aerospace and biomechanics engineering applications. The macroscopic dynamical behaviour of such materials depends on the time history, or memory, of the strain. The stress-strain viscoelastic relation can be described by a convolution integral with a memory kernel, according to Boltzmann’s formulation of hereditary elasticity, or by using Caputo or Riemann-Liouville fractional derivatives. In order to emphasize the vibrations damping attitude of these materials, by actively controlling their stress-strain behaviour, novel optimal control logics are required which involve memory effects. This paper deals with a feedback control strategy applied to a structural-dynamic problem described by integral-differential equations. It is shown how to obtain a feedback control, called PD(N), i.e. Proportional-Nth-order-Derivatives control, by using a variational approach. Numerical simulations show how the PD(N) controller is an effective tool to improve the viscoelastic materials performance.
1 INTRODUCTION

The use of viscoelastic materials is crucially important in many engineering disciplines and there are applications in a wide variety of areas such as aerospace, transport components, biomechanics and civil infrastructures [1-5]. These materials have excellent properties of absorbing vibrational energy which makes their use in engineering applications very attractive, such as the dynamic instabilities and the fluid-structures interaction control.

Often, the macroscopic dynamical behaviour of such materials depends on the time history or memory effects, of the strain response. According to Boltzmann’s formulation of hereditary elasticity [6], the stress-strain relation in linear viscoelasticity can be described by a convolution integral with a memory kernel. However, the mathematical form of this kernel is not easily predictable by theoretical tools, but it rather relies on experimental identification.

In the past, combinations of elemental rheological components such as the spring and dashpot, were used to generate a whole family of rheological models, such as Maxwell and Kelvin–Voigt, or the four-parameters Burger’s model, generalizing the viscoelastic response, but without including memory effects [7]. Moreover, experimental tests have shown some inconsistencies of viscoelastic materials, especially when the effects of relaxation and creep would be kept into the model [8]. For these reasons in the second part of the last century, many researches have been carried out a more realistic description of creep and/or relaxation given by the use of power law functions with real order exponent [9]. Such formulation captures the creep behaviour and generates the fractional hereditary model. In fact, the constitutive law of viscoelastic materials makes use of the Riemann-Liouville and Caputo’s fractional derivative [10, 11]. Due to the high mathematical complexity of such models, which imply integral-differential equations (IDEs), difficulties arise in the formulation of optimal control algorithm.

In recent years the interest in model-based control of mechanical systems incorporating active controlled viscoelastic dampers has been increased in order to improve the mechanical system efficiency. Systems with viscoelastic dampers has been investigated by [12] where the viscoelastic term is approximated by damping terms which are converted into stochastic differential equations solved by a dynamic programming method; meanwhile multi-input and multi-output mechanical systems incorporating viscoelastic dampers are controlled with discrete-time sliding mode control algorithm [13]. Fractal-fractional model are used by [14] where the non-linear algebraic system is solving by the Gauss-Legendre quadrature rule. Moreover, active control for standard Kelvin-Maxwell viscoelastic structures can be designed accurately with poles and zeros assignment defining an ad-hoc receptance transfer function [15]. Numerical scheme for solving fractional differential equations are proposed by [16] using the approximation of Laguerre integral formula.

In general, the optimal control strategies, applied to viscoelastic model, make use of direct methods. This paper introduces an indirect optimal feedback control algorithm, which is still missing in the literature panorama. Starting from the prototype integral-differential beam equation, the authors show how it is possible to obtain a Proportional-Nth-order-Derivatives control, called PD(N), by using the variational approach. PD(N) algorithm depends on the structure of the kernel and is a sort of hyper-derivative proportional control. The PD(N) control belongs to the category of Variational Feedback Controls-VFC, in the context of which the authors are developing different control architectures [17-19].

The paper consists of three main sections. The first presents the viscoelastic mathematical beam model, using the Caputo’s fractional derivatives. The PD(N) feedback optimal control algorithm is derived in the second section, and in the third, numerical results show the effective performance of the proposed control for a bridge deflection control when it is subject to earth-
quake excitation and impulsive disturbances, still maintaining low the cost function in comparison with the LQR method and the implicit Pontryagin solution for IDEs already formulated by authors [20-22].

2 VISCOELASTIC BEAM MODEL

A brief description of the viscoelasticity fractional Kelvin–Voigt model is the premise to obtain the partial differential equations (PDE) of an Euler–Bernoulli viscoelastic beam, of length $L$ and subjected to a basement seismic motion $z_b$ (see Figure 1).

The classical Kelvin–Voigt model, using one spring and one viscous pot in parallel, presents a time-varying linear stress-strain relationship $\sigma(\varepsilon)$ which can be expressed by the Caputo’s fractional derivative $D^\beta$:

$$\sigma = E\varepsilon + E_\beta D^\beta [\varepsilon]$$

with $E$ the Young’s modulus, $E_\beta$ the damping modulus and the time varying operator $D^\beta$, with $0 \leq \beta \leq 1$ depending on material properties, defined as:

$$D^\beta [\varepsilon] = \frac{1}{\Gamma(1 - \beta)} \int_0^t \frac{\dot{\varepsilon}(\tau)}{(t - \tau)^\beta} d\tau$$

with $\Gamma(\cdot)$ the Gamma function.

Considering constant $\rho$ density, $A$ cross-section area and $I$ inertial moment the PDE is derived by defining the conservation of momentum and of moment of momentum:

$$\frac{\partial T_z(x,t)}{\partial x} = \rho A \frac{\partial^2 w_b(x,t)}{\partial t^2} - u(\tilde{x}, t) - \rho A \ddot{z}_b(t)$$

$$\frac{\partial M_y(x,t)}{\partial x} = T_z(x,t)$$

where $w_b(x,t)$, $T_z(x,t)$, $M_y(x,t)$ and $u(\tilde{x}, t)$ are the vertical displacement along the $z$-axis, the shear, the bending moment and the punctual actuation acting on $\tilde{x}$, respectively.

The introduction of the kinematic Euler-Bernoulli and the $\sigma$ stress and bending moment $M_y$ relations

$$\varepsilon(x,t) = -z \frac{\partial^2 w_b(x,t)}{\partial x^2}$$

$$\sigma(x,t) = z \frac{M_y(x,t)}{l}$$

leads to the definition of the viscoelastic beam equation as formulated by [23]:

$$\rho A \frac{\partial^2 w_b(x,t)}{\partial t^2} + EI \frac{\partial^4 w_b(x,t)}{\partial x^4} + E_\beta I D^\beta \left[ \frac{\partial^4 w_b(x,t)}{\partial x^4} \right] = u(\tilde{x}, t) + \rho A \ddot{z}_b(t)$$

Finally, equation (5) can be expressed in a compact form with the convolution integral term $k * w_b^{IV}$ instead of the fractional operator $E_\beta D^\beta [w_b^{IV}]$ as formulated by Nutting [24]. By using
the derivative convolution properties and considering the supported beam case, the final equation with the associated boundary conditions is:

$$\rho A \ddot{w}_b(x, t) + EI w''_b(x, t) + (k + l) \dot{w}_b(x, t) = \delta(x - \bar{x}) u(t) + \rho A \ddot{z}_b(t)$$

$$w'_b(0) = 0$$
$$w'_b(l) = 0$$

where $\delta(\cdot)$ is the Dirac function. In the case of translational base motion, the final transverse displacement $w$ is given by the summation of two contributions:

$$w(x, t) = w_b(x, t) + z_b(t)$$

Decoupling equation (6) by the modal decomposition:

$$w_b(x, t) = \sum_{r} q_r(t) \phi_r(x)$$

with $\phi_r$ the eigenfunction of the $r$-th vibration mode, one obtains:

$$\rho A \ddot{q}_r + EI \phi''_r q_r + (k + l) \dot{q}_r = \delta(x - \bar{x}) u(t) + \rho A \ddot{z}_b(t)$$

With the following normalization:

$$\int_0^l \phi_m \rho A \phi_r = \delta_{mr} \quad , \quad \int_0^l \phi_m EI \phi''_r = \omega_r^2 \delta_{mr} \quad , \quad \omega_r^2 = \frac{\omega_r^2}{E}$$

$$\gamma_r = \int_0^l \phi_r \rho A$$

equation (9) becomes:

$$\ddot{q}_r + \omega_r^2 q_r + \dot{\omega}_r^2 \dot{q}_r = \phi_r(\bar{x}) u(t) + \gamma_r \ddot{z}_b(t)$$

Finally, equation (11) is a second order integral-differential equation which represents the decoupled dynamic of the controlled viscoelastic Euler-Bernoulli beam when an external base-ment disturbance is acting on it. In the following section, is investigated a novel optimal control approach to equation (11).

3 THE VISCOELASTIC OPTIMAL CONTROL

For equation (11), it is possible to introduce an optimal feedback control law by using the variational calculus. The control solution is a sort of hyper-derivative proportional control called Proportional-Nth-order-Derivatives, i.e. PD(N) controller, depending on the structure of the kernel [25]. Introducing the new state variable $x = [q, \dot{q}]^T$ and $q = [q_1, ..., q_r, ..., q_N]^T$ equation (11) takes the space state form:

$$\dot{x} = Ax + K \ast x + Bu + d$$

where $A \in \mathbb{R}^{N,N}$ and $B \in \mathbb{R}^{N,1}$ are constant matrices, $u$ in this example is a scalar control variable, $d \in \mathbb{R}^{N,1}$ the external disturbances vector and $K \in \mathbb{R}^{N,N}$ include the Caputo’s fractional derivative.

The optimal control law is based on the minimization of a generic quadratic cost function $J$ which depends on the state and the control variables together with the Lagrange multiplier vector $\lambda$, introduced to account for the system’s dynamics expressed by equation (12):

$$J(x, u, \lambda) = \int_0^T \frac{1}{2} x^T Q x + \frac{1}{2} u^T R u + \lambda^T [\dot{x} - Ax - K \ast x - Bu - d] dt$$

The variational calculus finds a solution to the stated problem by using the stationary condition $\delta J(x, u, \lambda) = 0$. The variations of the term $K \ast x$ present some nontrivial problems, and a technique to deal with this term is considered in details in [21, 25]. Considering a scalar term
$k \times x$, the kernel causality properties $k(t - \tau) = 0$ for $t < 0$ and $\tau > t$, produces its variation in the form:

$$\delta \int_0^T x(t) \int_0^t k(t - \tau)x(\tau) d\tau \, dt = \int_0^T \int_t^T k(\tau - t)x(\tau) \, d\tau \, dt \delta f \, dt = \int_0^T k \times \delta x \, dt \tag{14}$$

Proceeding with standard variational calculus rules, and using equation (14), the associated extremal conditions are found:

$$\dot{\lambda} = Qx - AT\lambda - KT \circ \lambda$$
$$\chi = Ax + Bu + K \times x + d$$
$$u = R^{-1}B^T \lambda$$
$$\lambda(T) = 0, \ x(0) = x_0 \tag{15}$$

Eq. (15) gives the optimal open loop solution to problem (13) and it can be solved with several direct control methods [26]. However, our goal is to obtain an explicit feedback formulation of the control $u(x)$, that has tremendous advantages under the engineering application point of view. To this aim, we replace the fractional operator (2) by its approximation by a truncated exponential series. Therefore, the Nutting’s kernel $k(t)$ in (11), can be reformulated as:

$$k \times x = \frac{E_\beta}{\Gamma(1 - \beta)} \int_0^t \frac{x(\tau)}{(t - \tau)^\beta} d\tau \approx \frac{E_\beta}{\Gamma(1 - \beta)} \int_0^t \sum_{i=0}^N \alpha_i e^{-c_i(t - \tau)} x(\tau) d\tau = \hat{k} \times x \tag{16}$$

where $\alpha_i$ and $c_i$ are the $N$-constants of the exponential series approximation and $\hat{k}$ is introduced to indicate the approximated kernel. In this way, eq. (16) leads to transform the integral-differential equations (15) into the Laplace domain. In fact, both the terms, $\hat{k} \times x$ and $\hat{k} \circ x$ have the corresponding Laplace transform $L\{\ \}$ in $s$ as sum of polynomials:

$$L\{\hat{k} \times x\} = X(s) \sum_{i=0}^N \frac{\alpha_i}{s + c_i} = X(s) \frac{P(N - 1)(s)}{D(N)(s)}$$
$$L\{\hat{k} \circ x\} = X(s) \sum_{i=0}^N \frac{\alpha_i}{s - c_i} = -X(s) \frac{P(N - 1)(-s)}{D(N)(-s)} \tag{17}$$

where $P$ and $D$ are used to indicate the $N$-order polynomials.

Then, using the equations (16) and (17) to express the integral terms in the first two of equations (15), setting $d = 0$ and eliminating the control $u$ in the equation $\dot{x} = Ax + Bu + K \times x$, using $\dot{x} = Ax + BR^{-1}B^T \lambda + K \times x$, we can produce the Laplace transform of the obtained equations in terms of $X(s)$ and $\Lambda(s)$ only. Rearranging these equations, and transforming back to time domain, we finally obtain:

$$\sum_{i=0}^{N+1} C_i x(i) + \sum_{i=0}^{N+1} D_i \lambda(i) = 0 \tag{18}$$
$$\sum_{i=0}^{N+1} F_i \lambda(i) + \sum_{i=0}^{N+1} E_i x(i) = 0$$

where $x(i) = \frac{dx}{dt^i}$, and the problem is reduced to a pure differential equation set, linear and time-invariant. Collecting the variables into $\xi = [x(N) \ldots x(i) \ldots x]$ and $\eta = [\lambda(N) \ldots \lambda(i) \ldots \lambda]$, equations (18) can be reduced to a first order normal form differential problem:

$$\begin{cases}
\dot{\xi} = H_{\xi \xi} \xi + H_{\xi \eta} \eta \\
\dot{\eta} = H_{\eta \xi} \xi + H_{\eta \eta} \eta \tag{19}
\end{cases}$$
Equation (19) is characterized by the matrix $H = [H_{\xi\xi}, H_{\xi\eta}, H_{\eta\xi}, H_{\eta\eta}] \in \mathbb{R}^{2N,2N}$ that is not in general of Hamiltonian type. For this reason, it is not possible to solve the optimal problem by satisfying the Riccati’s stationary equation, but a direct solution through the $2N$-eigenvalues and $2N$-eigenvectors is used. By assuring at least $N$ negative real part eigenvalues of matrix $H$, one obtains:

$$
\eta = G \xi \quad \text{with} \quad G = \Theta \Psi^{-1} \in \mathbb{R}^{N,N}
$$

$$
\Psi = [\psi_1, ..., \psi_N]
\Theta = [\theta_1, ..., \theta_N]
$$

where $\psi_i$ and $\theta_i$ are half of the $2N$ eigenvectors of $H$, those associated to negative real part eigenvalues. Finally, since $= R^{-1}B^T\lambda$, extracting from $\eta$ the last sub-vector $\eta_N = \lambda$, the optimal feedback control variable $u$ is:

$$
u = R^{-1}B^T \sum_{i=1}^{N+1} G_{ji} x^{(i-1)} = K_{pdn} \xi
$$

The structure of the solution (21) shows that the optimal control of an integral-differential system is strongly related to the structure of the kernel $\hat{K}(t)$ and contains a combination of state derivatives of order equal to the number of exponential terms of $\hat{K}(t)$. For this reason, (21) is called hyper-derivative proportional control, PD(N). The (21) can also be expressed through a $K_{pdn}$ gain matrix multiplied by the vector $\xi$. The initial state derivatives $\frac{d^i x(0)}{dt^i} = x^{(i)}_0$ for $i > 2$ can be evaluated from the Laplace transformation of (12) in the case of uncontrolled and undisturbed system and replacing the approximated $\hat{K}$ exponential kernel function.

4 NUMERICAL RESULTS

In the following section the numerical results are shown for the deflection control of a bridge when external excitations are acting on it. The bridge has been considered as a three-mode decomposition model. Two different simulations have been performed, considering an impulsive and an earthquake disturbance on the bridge basement. For both cases, we assume the actuator is placed at $x = L/2 + 0.2L/4$ in order to control not only the first and third vibrational modes but also the $20\%$ of the second mode. To measure the vibrations of the bridge, three sensors $s1$, $s2$, $s3$, for example accelerometers, have been placed on the structure at $x_{s1} = L/2$, $x_{s2} = L/4$ and $x_{s3} = L/3$, in such a way that it can be easily reconstruct the modal displacements $q$. Table 1 shows the geometrical parameters describing the simulated bridge which has been chosen with a H-beam cross-section.

<table>
<thead>
<tr>
<th>Description</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density [kg/m$^3$]</td>
<td>$\rho$</td>
<td>7500</td>
</tr>
<tr>
<td>Young modulus [N/m$^2$]</td>
<td>$E$</td>
<td>$200 \cdot 10^9$</td>
</tr>
<tr>
<td>Length [m]</td>
<td>$L$</td>
<td>24</td>
</tr>
<tr>
<td>Thickness [m]</td>
<td>$b$</td>
<td>0.18</td>
</tr>
<tr>
<td>Height [m]</td>
<td>$h$</td>
<td>0.4</td>
</tr>
<tr>
<td>Momentum of inertia [m$^4$]</td>
<td>$l$</td>
<td>$23130 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>Cross-sectional area [m$^2$]</td>
<td>$A$</td>
<td>$84.46 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 1: H-beam parameters.
In Table 2 are listed the main dynamic parameters and control settings used to develop numerical simulations in which a kernel function composed by two exponential terms has been considered.

<table>
<thead>
<tr>
<th>Description</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam eigenfunctions in $x_{s1}$</td>
<td>$[\phi_1(L/2); \phi_2(L/2); \phi_3(L/2)]$</td>
<td>[0.036; 0; -0.0363]</td>
</tr>
<tr>
<td>Beam eigenfunctions in $x_{s2}$</td>
<td>$[\phi_1(L/4); \phi_2(L/4); \phi_3(L/4)]$</td>
<td>[0.0256; 0.0363; 0.0256]</td>
</tr>
<tr>
<td>Beam eigenfunctions in $x_{s3}$</td>
<td>$[\phi_1(L/3); \phi_2(L/3); \phi_3(L/3)]$</td>
<td>[0.0314; 0.0314; 0]</td>
</tr>
<tr>
<td>Beam eigenfunctions in $\hat{x}$</td>
<td>$[\phi_1(\hat{x}); \phi_2(\hat{x}); \phi_3(\hat{x})]$</td>
<td>[0.0358; -0.0112; -0.0323]</td>
</tr>
<tr>
<td>Natural frequencies [rad/s]</td>
<td>$[\omega_1; \omega_2; \omega_3]$</td>
<td>[14.6434; 58.6032; 131.8943]</td>
</tr>
<tr>
<td>Modal kernel frequencies</td>
<td>$[\hat{\omega}_1; \hat{\omega}_2; \hat{\omega}_3]$</td>
<td>[0.0327; 0.13; 0.29] $\cdot 10^{-3}$</td>
</tr>
<tr>
<td>Kernel coefficients</td>
<td>$\left[ \frac{\alpha_1 E_\beta}{1(1 - \beta)}; \frac{\alpha_2 E_\beta}{1(1 - \beta)}; c_1; \frac{c_2}{c_2} \right]$</td>
<td>$[8 \cdot 10^{10}; 100; 2 \cdot 10^{10}; 10]$</td>
</tr>
<tr>
<td>Control gain</td>
<td>$Q; R$</td>
<td>$\begin{bmatrix} 10 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 10 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 80 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 80 \end{bmatrix}; 0.01$</td>
</tr>
<tr>
<td>Control gain PDN</td>
<td>$K_{pdn}$</td>
<td>$[-102.6; 63.7; 4.1; -3; 1.2; ...]$</td>
</tr>
<tr>
<td>Initial displacement [m]</td>
<td>$q_0$</td>
<td>[0; 0; 0]</td>
</tr>
<tr>
<td>Initial velocity [m/s]</td>
<td>$\dot{q}_0$</td>
<td>[0.1; 0.1; 0.1]</td>
</tr>
</tbody>
</table>

Table 2: Parameters and control settings used for the simulations.

Regarding the first simulation, the impulsive basement disturbance is simulated by considering an initial condition on the modal velocity $\dot{q}_x$ different from zero taking into account the first three vibrational modes $r = 1, 2, 3$ of eq. (11). The performances of the PD(N) controller are compared with the Pontryagin implicit solution, recently proposed by the authors [20, 21], and the benchmarking LQR method by solving eq. (12) neglecting the convolution term.

From Figure 2 to Figure 6 the time evolution of the beam displacement $w(x, t)$, cost function $J$, power and force actuation, are shown respectively. The bridge deflection has been computed in two different positions $x_{s1}$ and $x_{s2}$ in order to be able to catch the contributions of all the three vibrational modes.

Figure 2: Beam vertical displacement at $x_{s1}$ under impulsive load.
Figure 3: Beam vertical displacement at $x_{c2}$ under impulsive load.

Figure 4: Comparisons of cost functions under impulsive load.

Figure 5: Comparisons of power actuation under impulsive load.
The numerical results show very good performances of the PD(N) algorithm in comparison with the standard LQR method in terms of vibrations minimization. In fact, the LQR, which cannot take into account the viscoelastic memory effects, shows higher values of the actuation force and power in comparison with the PD(N) controller. In fact, the PD(N) algorithm reach half of the actuation power and the 80% of the maximum force reached by LQR, respectively. Moreover, observing Figure 2 and Figure 3 the proposed controller presents lower beam deflection (higher in $x_{S2}$) and a lower cost function value (Figure 4), stretching its convenience in comparison to the LQR method. The PD(N) performance are at the same level of the Pontryagin implicit solution. Of course, the implicit solution, which is the best optimal solution, presents the lower values of cost function and arrival time.

In the second tested case, the bridge is excited by an earthquake disturb. The Class A earthquake load has been formulated by [27] according to the Eurocode 8 which introduce the possibility to use the stochastic analysis in the design of structures in seismic zone. Figure 7 and Figure 8 describe the earthquake disturbance in term of PSD and acceleration, respectively.
The class A earthquake PSD amplified the first vibrational mode of the bridge showing a maximum value corresponding to the bridge first natural frequency ($\sim2Hz$) and on the contrary it does not excite the third mode, because is very far from the spectrum. Moreover, given the symmetry of the noise, even modes are not excited. For all these reasons, the results will be shown only for the position $x_{s1}$. The earthquake acceleration, $\ddot{z}_b(t)$, in Figure 8 has been generated from the PSD in Figure 7, acting for 10s and in the final 5s the bridge system is free to extinguish its residual vibrations.

In this simulation the performance of the proposed PD(N) controller are only compared with the benchmarking LQR method. In fact, the external disturbance considered in this case is stochastic one, which is impossible to predict and to include in the Pontryagin solution.

From Figure 9 to Figure 12 the time evolution of the bridge deflection in $x_{s1}$, the cost function $J$, the power and the force actuation, are illustrated respectively. It is possible to notice that, even when an external random disturbance is acting on the bridge, the proposed PD(N) controller presents better performance respect to the LQR method. The PD(N) algorithm shows a minimization of the bridge deflection requiring a lower force and power of actuation and for these reasons, it is also presenting a lower cost function $J$. 

![Figure 8: Earthquake acceleration](image_url)

![Figure 9: Comparisons of deflection under earthquake load](image_url)
Figure 10: Comparisons of cost function under earthquake load.

Figure 11: Comparisons of power under earthquake load.

Figure 12: Comparisons of force actuation under earthquake load.

5 CONCLUSIONS

In this paper the authors propose an optimal control algorithm to actively control viscoelastic materials for the structural vibration’s minimization.

The proposed algorithm applies to a viscoelastic Euler-Bernoulli beam including Boltzmann hereditary effects by using a Nutting’s memory kernel function. The prototype equation is of integro-differential type and requires a non-conventional optimal control strategy, which considers convolution terms (memory effects). In general, the optimal control strategies, applied to
this viscoelastic model, make use of direct methods, while in this paper the authors offer an indirect optimal feedback control algorithm, which is still missing in the literature panorama. The authors show how it is possible to obtain a Proportional-Nth-order-Derivatives control, called PD(N), by using the variational approach. Numerical simulations show very good result of the PD(N) solution compared to the benchmarking LQR and the implicit Pontryagin solution for IDEs, already formulated by the authors in recent works.

Thanks to the hyper derivative properties, the PD(N) controller shows a capability of minimization of beam deflection, in term of force and power of actuation and cost both for different external disturbances acting on the model and also for multiple kernel function compared to the benchmarking optimal control algorithm.
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OPTIMAL DAMPER DISTRIBUTIONS IN SHEAR FRAMES CONSIDERING SOIL CONDITIONS

Ersin Aydin\textsuperscript{1}, Baki Ozturk\textsuperscript{2*}, and Osman Sivrikaya\textsuperscript{3}

\textsuperscript{1}Nigde Omer Halisdemir University
Nigde, Turkey
e-mail: eaydin@ohu.edu.tr

\textsuperscript{2*}Hacettepe University
Ankara, Turkey
bakiozturk@hacettepe.edu.tr

\textsuperscript{3}Karadeniz Technical University
Trabzon, Turkey
e-mail: osivrikaya@ktu.edu.tr

Keywords: Soil-structure interaction, viscous damping, optimal dampers, sandy soil

Abstract. When there is an optimal damper application issue, superstructure models are installed and strongly connected to the ground. However; there is no consideration of the ground influences. Within this current research, the influence of sandy soil relative density upon damper issues has been analysed. Assessment has been carried out upon the optimal distribution of viscous dampers along with the influence of sandy soil relative density on the structural dynamic response for the n-storey shear building model. The soil-structure model governing equation has also been derived and the Fourier Transformation is used to present the frequency domain equations. An optimized procedure, which is the Steepest Direction Search Algorithm (SDSA), is applied. Minimization of the objective function, which is the base moment behaviour of structure stated within the frequency domain, is done. The fundamental mode response of structural model has been considered and the El Centro (NS) earthquake ground acceleration record is used to conduct the time history analyses. Investigation has been carried out for the sandy soil relative density influence upon the optimal design of structure responses along with the total damper capacity variation influence applied within the optimization level. Since the optimal design alters due to the base moment, the sandy soil influences have been assessed thoroughly. As compared to no damper at all case, the damped system has taken place with low base moment. At a rigid level, the structural response is lower as compared to a different sandy soil relative density. The structural response is enhanced after dampers are added based on proposed objective function. Furthermore, the damaging influence created by the poor ground conditions has also been reduced.
1 INTRODUCTION

Since the past few years, the conventional devices have been replaced with passive control devices to reduce vibration and dynamic influences. To attain efficient performance of damping, the regulations have been set to manage the structure design for earthquake resistance through various processes. Recently, many research studies have been carried out upon the tuning of mass dampers applied for the wind and seismic reactions soil-structure collaboration [1-4]. A two-phase soil model has been applied to assess the soil stiffness variations along with the monopile wind turbine foundations offshore damping that is affected by lateral dynamic loads [5]. Two kinds of polypod foundations, ground surface that includes two rigid footings and two flexible embedded piles, have been assessed through the dynamic structure–soil–structure interaction (SSSI) [6].

Civil engineering applications, aerospace, military and other fields make use of a recognized passive damper which is the fluid viscous damper. Building applications have also started making use of this device. Recently, due to globalization, there has been an enhancement in the damper construction and application, specifically for the earthquake-resistant construction design. Keeping these technological aspects in mind, the construction is being carried out within the elastic limits within the seismic and wind loads where they are able to captivate vigorous external consequences. Structural behaviours are enhanced through damping elements. Furthermore, various studies have tried to recognize the optimal damping element placements.

There are various research studies present in the literature upon the structure dynamic response and optimal damper design [7-16]. However, these do not take into account the soil influence. Usually, it is believed that a rigid structure is present within the ground. Hence, the soil influences must be observed to understand how earthquakes affect these structures. Recently, Aydin et al. [17] investigated comparison of optimal damper distributions in shear frames in terms of soil conditions.

The optimal passive structural control has been researched upon in a limited manner even though the literature stated soil structure interaction influences. The objective is upon the optimal control using the tuned mass damper [18-25]. Yet, there are some research studies upon structures that have viscoelastic dampers keeping in mind the soil-structure interaction influence [26, 27]. For the soil structure interaction model, there are research studies which include the tuned mass damper and the viscous damper [28].

Within this current research, the optimal placement of the viscous damper and the structural response would be analysed. This aspect has not been focused upon in earlier research studies. This is why the analysis would be carried out with the help of base moment transfer function as part of the soil structure interaction. For the modelling structural response, the soil influence is taken into account and the optimization procedure is used for the viscous damper placement where no soil influence is present [29]. Furthermore, the viscous damper optimal design for the sandy soil conditions (loose, medium dense and dense) would be analysed and comparison of the results would be made.

2 FORMULATION OF PROBLEM

Figure 1 indicates the model for soil structure interaction and n-storey shear building. Horizontal ground acceleration occurs within the system. The assumption present is that the generalized displacement vector is \( \mathbf{u} \), the system mass matrix is \( \mathbf{M} \), system stiffness matrix is \( \mathbf{K} \), structural damping matrix is \( \mathbf{C} \), and the influence vector is \( \mathbf{r} \) which is defined as
Ground acceleration has been presented using $\ddot{u}_j$ parameter. There are known $M$ and $K$ matrix elements. The stiffness and structural damping matrices are proportional as $C = \alpha M$ where $\alpha = 2\zeta_1 \omega_1$. There are known first damping ratio $\zeta_1$ and undamped fundamental natural circular frequency $\omega_1$.

The differential equation of motion within the context of time is presented as follows.

$$M\ddot{u} + C\dot{u} + Ku = -Mr\ddot{u}_j$$  \hspace{1cm} (1)

Figure 1: Shear-building soil-structure model and its deformation

The generalized displacements vector is the set $u = \{u_1, \ldots, u_n, u_S, \theta_R\}^T$ in which the $u_S$ and $\theta_R$ parameters sway with rocking rotation and displacement. The rocking springs and swaying stiffness are indicated using $k_S$ and $k_R$. The rocking and swaying dashpots damping coefficients are shown through $c_S$ and $c_R$. 

---

r = {0, ..., 0, 1, 0}^T
Hence, the system mass matrix is indicated as following.

\[
M = \begin{bmatrix}
M_B & M_{BS} & M_{BR} \\
E_1 & E_2 & E_3 \\
\text{Sym.} & & \\
\end{bmatrix}
\]  

(2)

The soil-structure interaction system mass matrix is \( M \) and building mass matrix is \( M_B \). \( M_B, M_{BS} \) and \( M_{BR} \) matrices are shown below.

\[
M_B = \begin{bmatrix}
m_1 & 0 & 0 & 0 & 0 \\
0 & m_2 & 0 & 0 & 0 \\
0 & 0 & m_3 & 0 & 0 \\
0 & 0 & 0 & m_4 & 0 \\
0 & 0 & 0 & 0 & m_n \\
\end{bmatrix} \quad M_{BS} = \begin{bmatrix}
m_1 \\
m_2 \\
\vdots \\
m_n \\
\end{bmatrix} \quad M_{BR} = \begin{bmatrix}
m_1H_1 \\
m_2H_2 \\
\vdots \\
m_nH_n \\
\end{bmatrix}
\]

(3)

From the ground level, the \( i \)th floor height is indicated using \( H_i \) (\( i = 1, \ldots, n \)). Considering Equation (2), \( E_1, E_2 \) and \( E_3 \) are calculated using:

\[
E_1 = m_0 + m_1 + \cdots + m_n 
\]

(4)

\[
E_2 = m_1H_1 + m_2H_2 + \cdots + m_nH_n 
\]

(5)

\[
E_3 = m_1H_1^2 + m_2H_2^2 + \cdots + m_nH_n^2 + I_{R0} + I_{R1} + I_{R2} + \cdots + I_{Rn} 
\]

(6)

If Equations (3), (4), (5) and (6) are included in Equation (2), it would become Equation (7) as mentioned below.

\[
M = \begin{bmatrix}
m_1 & 0 & 0 & 0 & 0 & m_1 & m_1H_1 \\
0 & m_2 & 0 & 0 & 0 & m_2 & m_2H_2 \\
0 & 0 & m_3 & 0 & 0 & \vdots & . \\
0 & 0 & 0 & m_4 & 0 & \vdots & . \\
0 & 0 & 0 & 0 & m_n & m_n & m_nH_n \\
m_1H_1 & m_2H_2 & \cdots & m_nH_n & \sum_{i=0}^n m_i & \sum_{i=0}^n m_iH_i & \sum_{i=1}^n m_iH_i^2 + \sum_{i=0}^n I_{Ri} \\
\end{bmatrix}
\]  

(7)

The following is the system stiffness matrix.

\[
K = K_B + K_S + K_R
\]

(8)
In which,

\[
K_B = \begin{bmatrix}
  k_1 + k_2 & -k_2 & 0 & 0 & 0 & 0 & 0 \\
  -k_2 & k_2 + k_3 & . & 0 & 0 & 0 & 0 \\
  0 & . & . & 0 & 0 & 0 & 0 \\
  0 & 0 & . & -k_n & 0 & 0 & 0 \\
  0 & 0 & 0 & -k_n & k_n & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]  

\[
K_S = \begin{bmatrix}
  0 & 0 & . & . & 0 & 0 \\
  0 & 0 & . & . & 0 & 0 \\
  0 & 0 & . & . & 0 & 0 \\
  . & . & . & . & 0 & 0 \\
  0 & 0 & 0 & 0 & k_s & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]  

\[
K_R = \begin{bmatrix}
  0 & 0 & . & . & 0 & 0 \\
  0 & 0 & . & . & 0 & 0 \\
  0 & 0 & . & . & 0 & 0 \\
  . & . & . & . & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & k_R \\
\end{bmatrix}
\]

In this case, the total system stiffness matrix is denoted by \( K \), superstructure stiffness matrix by \( K_B \) and the stiffness matrices including only swaying (\( k_s \)) and rocking (\( k_R \)) springs are \( K_S \) and \( K_R \), respectively. The following are the system stiffness matrix and the ground stiffness parameters.

\[
K = \begin{bmatrix}
  k_1 + k_2 & -k_2 & 0 & 0 & 0 & 0 & 0 \\
  -k_2 & k_2 + k_3 & . & 0 & 0 & 0 & 0 \\
  0 & . & . & 0 & 0 & 0 & 0 \\
  0 & 0 & . & -k_n & 0 & 0 & 0 \\
  0 & 0 & 0 & -k_n & k_n & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & k_s & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & k_R \\
\end{bmatrix}
\]  

\[
k_s = \frac{6.77}{(1.79-\mu)} G r \\
k_R = \frac{2.52}{(1-\mu)} G r^3
\]

The soil shear modulus is denoted by \( G \), Poisson’s ratio through \( \mu \) and equivalent circular footing plate radius through \( r \). The structural and ground damping parameters are used for the description of the system damping matrix \( C \).

\[
C = C_B + C_S + C_R
\]  

\[
C = \begin{bmatrix}
  c_1 + c_2 & -c_2 & 0 & 0 & 0 & 0 & 0 \\
  -c_2 & c_2 + c_3 & . & 0 & 0 & 0 & 0 \\
  0 & . & . & 0 & 0 & 0 & 0 \\
  0 & 0 & . & -c_n & 0 & 0 & 0 \\
  0 & 0 & 0 & -c_n & c_n & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & c_s & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & c_R \\
\end{bmatrix}
\]
\[ c_s = \frac{6.71}{(2.54 - \mu)} \rho v_s r^2 \quad c_R = \frac{0.136}{(1.13 - \mu)} \rho v_s r^4 \]  

(15)

In this case, the system damping matrix is \( C \), the structural damping matrix of superstructure is \( C_B \), and the ground linear damping matrices including only swaying \( (c_s) \) and rocking \( (c_R) \) damping coefficients are \( C_R \). The shear wave velocity is \( v_s \) and mass density of soil is \( \rho \).

Takewaki [30] has stated the mass construction, stiffness and damping matrices. The additional damper parameters are not integrated within matrix \( C \). If Equation (1) includes the Fourier Transform, then it would be converted to Equation (16).

\[(K + i\omega C - \omega^2 M)U(\omega) = -Mr\tilde{U}_g(\omega)\]  

(16)

The excitation circular frequency is denoted by \( \omega \), \( i \), \( U(\omega) \), \( \tilde{U}_g(\omega) \) and \( \sqrt{-1} \), the Fourier Transform of \( u(t) \) and \( \tilde{u}_g(t) \). Equation (16) is written as follows, after the structure includes the dampers.

\[(K + i\omega (C + C_d) - \omega^2 M)U_d(\omega) = -Mr\tilde{U}_g(\omega)\]  

(17)

The displacement vector Fourier Transform is \( U_d(\omega) \) and it includes the viscous dampers. The unknown damping matrix is \( C_d \) and it is associated with the added damper damping coefficient.

Hence, \( C_d \) is stated as:

\[
C_d = 
\begin{bmatrix}
c_{d1} + c_{d2} & -c_{d2} & 0 & 0 & 0 & 0 \\
-c_{d2} & c_{d2} + c_{d3} & 0 & 0 & 0 & 0 \\
0 & 0 & \ddots & \ddots & 0 & 0 \\
0 & 0 & \ddots & -c_{d_n} & 0 & 0 \\
0 & 0 & 0 & c_{d_n} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]  

(18)

In Equation (19), it is stated as the new parameter.

\[ \tilde{U}(\omega) = \frac{U_d(\omega)}{\tilde{U}_g(\omega)} \]  

(19)

Hence, Equation (17) is written as:

\[ A\tilde{U} = -Mr \]  

(20)

In this case, the displacement transfer function vector is \( \tilde{U} \) along with the \( A \) matrix and is stated as:

\[ A = (K + i\omega (C + C_d) - \omega^2 M) \]  

(21)

There exists prescription of \( K, M \) and \( C \).
If subtraction is made from Equation (20) for the displacement vector associated with the
transfer function, then it would be stated as.

$$\hat{\mathbf{U}} = -\mathbf{A}^{-1}\mathbf{Mr}$$  (22)

Matrix $\mathbf{A}$ represents the unknown $c_{di}$ damping parameters. The $\hat{\mathbf{U}}$ vector includes the top
displacement transfer function value. Takewaki [29] includes the governing equations and is
applied within the planar building frame which does not have soil influences. Aydin et al. [11]
has helped to derive the elastic forces transfer function. Equation (22) includes the displace-
ment transfer vector which would be multiplied by stiffness matrix to attain the elastic forces
transfer function vector.

$$\mathbf{F} = -\mathbf{KA}^{-1}\mathbf{Mr}$$  (23)

3 OPTIMAL DAMPER PROBLEM

The optimal damper issues can be resolved using the various objective functions. Hence,
the several objective functions hold importance in terms of the various kinds of structures.
Within the current research, the objective function is the base moment transfer function am-
plitude that includes the rocking displacement, forces and swaying.

The following is the objective function within the context of the transfer function ampli-
tude for the elastic base moment.

$$f = |M_R| \quad \text{(Min)}$$  (24)

The base moment transfer function amplitude is the following.

$$|M_B| = |F_1| \times h_1 + |F_2| \times h_2 + \cdots + |F_n| \times h_n + |M_R|$$  (25)

For the $i^{th}$ storey elastic shear force, the transfer function amplitude is denoted as $|F_i|$ which
has been assessed as the undamped fundamental natural frequency. The rocking spring
moment transfer function amplitude is $|M_R|$ and the height of the $i^{th}$ storey is $h_i$ ($i=1,\ldots,n$) as
per the base.

The following are the active and passive constraints performed at the sum of the damping
coefficients of the added dampers.

$$\sum_{j=1}^{n} c_{dj} = W$$  (26)

$$0 \leq c_{dj} \leq \bar{c}_d \quad (j = 1,\ldots,n)$$  (27)

In this case, the damping coefficients sum for the added dampers (total damper capacity)
is $W$. For each damper, the damping coefficient upper bound is $\bar{c}_d$. The Lagrangian $L$ within
the context of objective functions and constraints is indicated by:

$$L(c_d, \lambda, \alpha, \beta) = f + \lambda \left( \sum_{i=1}^{n} c_{dj} - W \right) + \sum_{i=1}^{n} \alpha_i \left( 0 - c_{di} \right) + \sum_{i=1}^{n} \beta_i \left( c_{dj} - \bar{c}_d \right)$$  (28)
In this case, the Lagrange Multipliers are \( \lambda, \alpha = \{ \alpha_j \} \) and \( \beta = \{ \beta_j \} \); the objective function is \( f \). For objective function minimization, without the damping coefficient upper and lower bound constraints, the Lagrangian \( L (\alpha = 0, \beta = 0) \) derivatives would be considered within the context of \( c_{dj} \) and \( \lambda \). Then, the following would be Equations (29) and (30).

\[
f_{j} + \lambda = 0 \quad (j = 1, \ldots, n) \quad 0 < c_{dj} < \bar{c}_{d} \tag{29}
\]

\[
\sum_{j=1}^{n} c_{dj} - W = 0 \tag{30}
\]

The objective function partial differentiation is denoted by \( f_{j} \) keeping in mind the design variable \( c_{dj} \). It is necessary to make sure that there are no negative damping coefficients for the additional dampers. A physical importance does not hold that there are negative damping coefficients. If there are active damping coefficient upper and lower bound constraints, then modification of Equation (29) occurs as follows.

\[
f_{j} + \lambda \geq 0 \quad c_{dj} = 0 \tag{31}
\]

\[
f_{j} + \lambda \leq 0 \quad c_{dj} = \bar{c}_{d} \tag{32}
\]

With the help of the Steepest Direction Search Algorithm (SDSA), the optimality criteria have been extracted and the nonlinear Equations (29-32) have been solved [29].

4 DERIVATION OF SENSITIVITIES AND SOLUTION ALGORITHM

Derivation of the first order sensitivities of transfer function vector of displacements [29] and elastic forces [11] are mentioned.

\[
\hat{U}_{j} = -\Lambda^{-1} A_{j} \hat{U} \tag{33}
\]

\[
F_{j} = -KA^{-1} A_{j} \hat{U} \tag{34}
\]

Equation (23) quantities of \( F_{i} \) are stated as

\[
F_{i} = Re[F_{i}] + Im[F_{i}] \tag{35}
\]

The transfer function values are \( F_{i} \) with \( i^{th} \) storey elastic forces within a complex form. The quantities of first order sensitivities of \( F_{i} \) are stated as:

\[
F_{i,j} = Re \left[ F_{i,j} \right] + Im \left[ F_{i,j} \right] \tag{36}
\]

The absolute value of \( F_{i} \) is stated as:

\[
|F_{i}| = \sqrt{ (Re[F_{i}])^{2} + (Im[F_{i}])^{2} } \tag{37}
\]

The transfer function amplitude first order sensitivity of the absolute value for the \( i^{th} \) elastic force is extracted, if the \( |F_{i}| \) are differentiated with respect to the \( j^{th} \) damping coefficient \( c_{j} \).
The transfer function amplitude for the first order derivative of the base moment is stated as the transfer function sensitivities sum for the story shear forces multiplied with the storey height from the base and rocking moment.

\[ |M_B|_j = \sum_{i=1}^n |F_{i,j}|_j * h_i + |M_{R,j}| \]  

The equation for partial differentiations of Equation (38) within the context of other design parameter \( c_i \)

\[
|F_{i,j}|_j = \frac{1}{|F_i|^2} \left( |F_i| \left( Re \left[ F_{i,j} \right] \left( Re \left[ F_{i,j} \right] \right) + Im \left[ F_i \right] \left( Im \left[ F_{i,j} \right] \right) \right) + Re \left[ F_i \right] Re \left[ F_{i,j} \right] + Im \left[ F_i \right] Im \left[ F_{i,j} \right] \right) - |F_{i,\ell}| \left( Re \left[ F_i \right] Re \left[ F_{i,j} \right] + Im \left[ F_i \right] Im \left[ F_{i,j} \right] \right) \]  

(40)

With the help of Equation (41), it has been possible to calculate \( Re \left[ F_{i,j} \right] \) and \( Im \left[ F_{i,j} \right] \) in Equation (40), and this is the second derivative of \( F \). For elastic forces, the equations have been integrated with the storey forces by Aydin et al. [11] within Equation (34). The following equation is present for the differentiation of Equation (34) with respect to \( c_i \)

\[ F_{jl} = K(A^{-1}A_lA^{-1}A_j \ddot{U} - A^{-1}A_j \ddot{U}_j) \]  

(41)

The second order sensitivities of base shear and base moment objective functions have been stated in the form of second derivatives of the transfer function of the storey shear forces in the following manner.

\[ |M_B|_{jl} = \sum_{i=1}^n |F_{i,j,l}|_j h_i + |M_{R,j,l}| \]  

(42)

There is satisfaction of the constraint \( \sum_{i=1}^n \Delta c_{dl} = \Delta W \) for each design step [29]. Reduction in objective function and direction updates based on index \( k \) is observed. Takewaki [29] brought forward this algorithm. Keeping in mind the new objective functions presented in [11] and [13], the algorithm was modified. Within this damper optimization algorithm, the location of additional dampers can be attained through first order sensitivities. Within step 4, if index \( k \) is available, and it is corresponding to the design variable, then \( \Delta W \) and the dampers current damping coefficient is added. Within the next step, there should be an update of the first order sensitivity through the use of second order sensitivity coefficients. If various indices are available \( k_1, \ldots, k_m \) as stated within the flowchart, there should be a distribution of \( \Delta W \) within the structure. To satisfy the mentioned formula, it is necessary to attain the ratio within the magnitudes of \( \Delta c_{dl} (k=1, \ldots, m) \).

\[ f_{k_1} + \sum_{i=k_1}^{k_m} f_{k_1 \ell} \Delta c_{dl} = f_{k_m} + \sum_{i=k_1}^{k_m} f_{k_m \ell} \Delta c_{dl} \]  

(43)
In Equation (43), the ratio presented within the magnitudes of $\frac{\Delta c_{dE}}{c_{dE}}$ along with the constraint $\sum_{i=1}^{n} \Delta c_{dt} = \Delta W$ helps to attain the value of $\frac{\Delta c_{dE}}{c_{dE}}$. If various indices are present, $k_{1...k_{m}}$, update should be carried out for the objective function along with the first derivative.

\[
f \rightarrow f + \sum_{i=k_{1}}^{k_{m}} f_{i} \Delta c_{di}
\]  

(44)

\[
f_{i} \rightarrow f_{i} + \sum_{i=k_{1}}^{k_{m}} f_{i} \Delta c_{di}
\]  

(45)

5 NUMERICAL EXAMPLE

As an example, a building model with 20 stories would be used. A 20 story structure is observed in Figure 1. For each floor, the masses ($m_{i}$) and mass moment of inertia ($I_{Ri}$) are $m_{i}=30\times10^{3}$ kg and $I_{Ri}=1.6\times10^{5}$ kg.m$^{2}$ ($i=1,...,20$), respectively. For the ground floor, it is $m_{0}=90\times10^{3}$ kg (masses) and $I_{R0}=4.8\times10^{5}$ kg.m$^{2}$ (mass moment of inertia) [30]. Height (h) for each storey is 3.0 m. The structure-ground interaction horizontal motion and angular motion stiffness coefficients ($k_{S}$, $k_{R}$) and damping coefficients ($c_{S}$, $c_{R}$) would be extracted using Equations (12) and (15) which have been presented [31]. The uniform selection of structural damping is 2% and story stiffness is $2.5\times10^{7}$ N/m. The equivalent circular footing plate radius is 4m and is denoted as $r$. The total damper capacity ($W$) of $1\times10^{7}$ Ns/m has been taken into account to analyse the damping optimization issue within the context of various sandy soil relative densities. These capacities are within the ranges mentioned in literature [14]. There are three kinds of soil conditions taken into account. Table 1 shows the soil properties that are used for analysis.

<table>
<thead>
<tr>
<th>Soil type</th>
<th>$v_{s}$ (m/s)</th>
<th>$\mu$</th>
<th>$G$ (MPa)</th>
<th>$\rho$ (kg/m$^{3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Static</td>
<td>Dynamic</td>
</tr>
<tr>
<td>Loose sand</td>
<td>150</td>
<td>0.25</td>
<td>8</td>
<td>33</td>
</tr>
<tr>
<td>Medium dense sand</td>
<td>300</td>
<td>0.30</td>
<td>15</td>
<td>151</td>
</tr>
<tr>
<td>Dense sand</td>
<td>550</td>
<td>0.35</td>
<td>24</td>
<td>570</td>
</tr>
</tbody>
</table>

The optimal damper algorithm, mentioned earlier, has been applied to extract the optimal placement of the damper within the soil-structure interaction model. For the analysis, one kind of damper capacity is applied. At the time of optimization, the objective function ($f$) within the context of step number in case of $W=1\times10^{7}$ Ns/m and ground conditions (three kinds of soil conditions and rigid case) have been analysed and Figure 2 mentions the variations. The transfer function amplitude is negatively influenced when there are poor soil conditions. There is a general trend for the soil conditions to alter the transfer function amplitude from loose towards medium dense and then dense sand to rigid eventually. As compared to other soil conditions, the loose sand condition has a stronger influence. The dense and medium dense sands maintain similar transfer function amplitudes that are also close to the rigid case. Therefore, when dampers are added at an optimum level to a structure with poor ground condition, the structure behaviour would be close to that of the rigid ground condition. In this
case, when there is an increase in step number, there will be a decrease in the transfer function amplitude, and there is lowest level of response for the rigid case as expected.

Figure 2: The variations of objective function in terms of ground conditions

Table 2 shows the optimum damper designs that have been extracted using the earlier mentioned optimization method. The objective function found for the optimum design at base moment is also mentioned in Table 2. Force-based designs are extracted through procedures where the base moment is used as the objective function. The table also indicates that the poorness in the ground causes a little change in the floors where the dampers are placed.

Table 2: Optimal damper designs for base shear and base moment

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Optimal Damper Coefficient (Ns/m)*10^6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c₁</td>
</tr>
<tr>
<td>Rigid</td>
<td>2.2</td>
</tr>
<tr>
<td>Dense Sand</td>
<td>2.5</td>
</tr>
<tr>
<td>Medium Dense Sand</td>
<td>2.5</td>
</tr>
<tr>
<td>Loose Sand</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Additionally, the base moment objective function ($f_{j}$) sensitivities within the context of damping coefficients for additional dampers have been assessed for the various sandy soil conditions. Figure 3 indicates the sensitivity of objective function ($f_{j}$) variations within the context of step number stated for the objective function and four soil conditions. The objective function first order derivation is denoted by $f'_{j}$ within the context of $j^{th}$ storey damper. In all cases, convergence has taken place. When the negative region is taken into account for their sensitivity values, the objective function first order derivatives indicates the design direction at the initiation of the algorithm. Since the initial stages, derivatives at each step are compared and checking is done for the maximum derivative value. The gradient based procedure is observed and procedure details have already been mentioned. The sensitivity values enhance when soil conditions are subjected to variations from rigid to loose sand case (Figure 3). The total damper capacity is taken as $W=1x10^{7}$ Ns/m and comparison is made for rigid and loose sandy ground condition. There is difference in the sensitivity of the numerical values but there is similarity in the design step trends. It is essential to indicate the sensitivity
presentation where the optimal design issue is integrated within the gradient based procedures.

For rigid soil and various sandy soil conditions, plotting is carried out through the frequency response of the base moment transfer function amplitude variations in Figure 4. Analysis for frequency behaviours is conducted for $W=1\times10^7$ Ns/m. Yet, the structural response is negatively influenced by the soil density conditions. From the rigid to loose sand case, there is an enhancement in the response. Within the context of the transfer function amplitudes, there is a similar behaviour of the medium dense, dense and rigid sand cases. When four kinds of behaviour parameters are applied to assess the frequency behaviour, it is observed that for amplitude, the rigid ground performance is most suitable and worst performance is indicated by loose sand. For ground conditions, the frequency behaviours have been analysed with and without dampers. The amplitudes have also been reduced significantly. When the dampers are added, the rigid and loose sandy soil difference reduces significantly. If optimal dampers are added, the negative influence can be managed. For the current research, this is considered as a significant outcome. The current research also calculates structural behaviours where the structure first mode behaviour indicates that there is minimization of behaviour. Figure 4 indicates that frequency behaviour would be significantly reduced within other higher modes through the first mode optimal dampers. The rigid case can not indicate a structural response, even though there is presence of a comparable optimal damper placement for altered relative sandy soil densities.

Figure 3: The sensitivities of objective function with respect to ground conditions
Within the current research, analysis has been made upon the influence of earthquakes over the structures base moment within the presence of optimal dampers and ground conditions. For the time history analysis, the El Centro earthquake acceleration (NS) record has been implemented. It is observed in Figure 5 that forces are enhanced significantly due to ground weakness within the context of the base moment without damper cases. If dampers are added, the base moment behaviour enhances significantly.

Figure 4: The variations of transfer function amplitude of base moment according to excitation frequency in terms of ground conditions

Figure 5: Time history response of base moment under El Centro earthquake ground motion
The structure behaviour upon poor ground indicated significant enhancement, when dampers are added. For instance, the loose sand is dependent upon the location and capacity of the damper. The structure can be enhanced using optimal dampers, when there is an issue with the ground conditions keeping in mind the soil-structure interaction issue. For the engineering design, there would be a development, if the adverse situations are prevented through the addition of dampers on the superstructure and the ground conditions are not improved.

6 CONCLUSIONS

Within this current research, the base moment objective function in the case of different sandy soils is studied to investigate the optimal damper distributions and the structural response. Analysis has been carried out upon the objective function sensitivities keeping in mind the design variables of soil structure model frequency and time behaviour. Various sandy soil densities have been investigated within this context. Hence, keeping in mind the above mentioned aspects, the following conclusions are made.

The optimal damper distributions on the floor are influenced by the sandy soil relative densities which are observed through minimization of the structure base moment transfer function amplitude. The analyses of the 20-storey structure showed that dampers are placed on more floors for the rigid state, compared to the sandy ground conditions. As the looseness of the sandy ground increases, the dampers concentrate towards the lower floors. This reveals that if the weakness of the ground increases, the distribution of the dampers concentrates downwards in order to improve the behavior. According to the assessment, the structure behaviour of sandy soils is associated with the rigid ground structure response level at the time when there is optimal addition of the dampers to the poor ground structures.

On the other hand, the sandy soil relative density maintains a large influence upon the structural behaviour parameters that are the transfer function amplitude of four kinds of structural response, its sensitivities, frequencies and time behaviours. For the design steps, within the transfer function amplitude context, there is similar behaviour of the rigid, dense sand and medium dense sand conditions. The highest is of the loose sand which is also different from the rest. When the time domain and frequency were assessed, the relative density influence for sandy soil upon structural response was found. For loose sand, the response structure is not associated with the rigid, dense sand and medium dense sand conditions when the damper is not present. The behaviours for all cases are considered with the addition of the dampers. Within the current research, it is observed that the structural behaviours presented within the poor soil conditions decreased, when the dampers are added without making any soil improvements.
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Abstract. Active noise control (ANC) is an important subject that plays a central role in many practical problems. In essence, the ANC technique is based on the principle that a noise can be cancelled by another noise with the same amplitude but an opposite phase. Compared with the passive noise control technique, the ANC method is efficient to suppress noise with lower frequency. As an adaptive controller, the filtered-x least mean square (FxLMS) algorithm has gained substantial popularity owing to its simplicity. Unfortunately, in the physical world, many ANC systems exhibit certain degrees of nonlinearity in the primary or secondary path. In such situations, nonlinear ANC (NANC) algorithm is necessary for further implementation. A novel nonlinear filter, which incorporates the concept of exponential sinusoidal models into nonlinear filters based on functional link networks (FLNs) has been applied in this paper. The proposed filter is designed to provide improved convergence characteristics over traditional FLN filters. The conventional trigonometric FLN (TFLN) may be considered as a special case of the proposed adaptive exponential FLN (AEFLN). An adaptive exponential least mean square (AELMS) algorithm has been derived and the same has been successfully applied for identification of a couple of nonlinear plants. This paper investigates the application of active noise control to the attenuation of the noise produced by two asynchronous generators in a luxury yacht, with the specific aim of creating a quiet region in a twin cabin around the sleeping area.

1 INTRODUCTION

Passive noise control treatments are an effective means of reducing the levels of noise and vibration experienced by humans in a variety of applications. However, due to both weight and size restrictions their performance in practice is generally limited to the control of higher frequency noise and vibration. To overcome this limitation and achieve significant levels of low frequency noise attenuation, active control methods have been widely investigated. Ac-
Active control systems reduce the unwanted primary disturbance by the introduction of secondary sources, which produce either additional noise or vibration to control the original source.

Active control has been successfully demonstrated in a variety of engineering applications where the perception of the acoustic environment is particularly important. For example, in the aircraft environment the low frequency tonal noise induced by the propellers has been successfully controlled using a feedforward active noise control system [1]. In the automotive environment a variety of active control systems have been proposed for both engine [2] and road noise control [3]. More broadly, active control technology has been applied to fan noise [4], active earmuffs [5], noise transmission through windows [6], sound radiation from a helicopter transmission [7] and diesel generator noise in the master cabin of a luxury yacht [8].

Active noise control (ANC) system is an electro-acoustic device based on the principle of destructive interference by generating the signal which has the same amplitude and opposite phase with the undesired noise. Because of the potential industrial applications and digital signal processing advantages, many different kinds of ANC algorithms are developed quickly in recent years [9, 10]. More widely used of them is filtered-x least mean square (FXLMS) algorithm based on linear finite impulse response (FIR) filter [11], which works well in most cases. However, these superiorities are only applied in linear control problem. In other words, when the reference signal measured by the acoustic sensor or the transfer functions of the primary path and secondary path are nonlinear, the ANC system based on FXLMS algorithm performs poorly and even fails to work [12].

In order to solve the nonlinear distortions in ANC system, a variety of nonlinear structures and algorithms are proposed over past fifteen years [13, 14].

Nonlinear filters based on functional link networks (FLNs) have received significant attention owing to its single layer structure, which offers lesser computational complexity and due to the simple learning rule [15]. FLN-based nonlinear system identification by using FLN-based filters has been attempted in [16] and FLN filters have found applications in other areas of nonlinear filtering including channel equalization [17] and echo cancellation [18]. In a traditional trigonometric FLN (TFLN), the input signal is functionally expanded using a set of trigonometric functions, before applying to an adaptive weight matrix. FLNs which employ other functional expansions than trigonometric functions have also been proposed recently. A Chebyshev FLN was presented in [19] for identification of dynamic systems. A Legendre neural network (LeNN), which employs a Legendre functional expansion, has been successfully applied for nonlinear channel equalization in wireless communication systems [20]. The lower computational load offered by TFLN-based nonlinear filters has made TFLN a popular candidate for nonlinear controllers in an ANC scenario also.

Thus, in this work, a nonlinear filter, which is based on an exponentially decaying trigonometric functional expansion has been applied in a yacht environment [21]. The performance of the filter has been enhanced by incorporating an adaptive exponential factor [21]. The effectiveness of the proposed filter has been tested using an extensive real world study. In this work, the filter has been shown to provide an improved noise cancellation in an ANC scenario also.

2 DIESEL GENERATOR NOISE CONTROL

The acoustic environment in luxury yachts has become an important consideration for yacht manufacturers. High levels of noise and vibration can result in an uncomfortable environment and, therefore, there is a desire to achieve low levels of noise and vibration. At mid to high frequencies passive noise and vibration control treatments can be employed to achieve a quiet living space on-board. At low frequencies, however, the size and weight of passive treatments becomes too large and is often either impractical or significantly increases the
weight of the yacht, which in turn limits its efficiency. Thus, the occupants are sensitive to the noise produced by the electrical generators whilst moored.

Therefore, focus has been made on controlling the noise produced by the generators in a twin cabin, and especially when the generators are asynchronous.

Fig. 1 shows the yacht and the twin cabin considered in this work. The yacht specifications are presented in the Table 1. In order to characterise the noise produced by the asynchronous generators, the sound pressure level has been measured at the head of the bed in the twin cabin using a microphone B&K model 4189 when the diesel generators are running on the mooring. The spectrum of the A-weighted sound pressure level measured by the microphone has been calculated. From the results illustrated in Figs. 6 and 7 it can be seen that the noise signal and its spectrum are characterised by an interference pattern between two sounds of slightly different frequencies, which comprise a series of harmonics of the fundamental engines orders at the mains frequencies of $f_0 = 52$ and $f_1 = 55$ Hz due to the asynchronous disturbance.

![Yacht and Twin Cabin](image)

**Figure 1:** The ANC has been applied to (a) a luxury yacht and (b) in a twin cabin.

| Length (FT) | 70 |
| Beam (FT)   | 24 |
| Draft (FT)  | 7.3|
| Engines     | MAN 1300 X2 |
| Generators  | 2X ONAN 21 KW-17 KW |
| Fuel (LTRS/HR) | 400 |
| Cruising Speed (KNOT/HR) | 23 |

**Table 1:** Yacht specifications.

### 3 TFLN AND AEFLN BASED NONLINEAR FILTERS

In an FLN, the functionally expanded input signal is multiplied with a set of adaptive weights and then added together to obtain the output signal. Assuming $x(n)$ as the input signal, in a TFLN, the functionally expanded signal vector may be written as:

$$f(n) = \{1, x(n), \sin[\pi x(n)], ..., \sin[B\pi x(n)], \cos[B\pi x(n)], x(n - 1), \sin[\pi x(n - 1)], \cos[\pi x(n - 1)], ..., x(n - N + 1), \sin[\pi x(n - N + 1)], \cos[\pi x(n - N + 1)]\}^T$$

(1)
where $B$ is the order of the functional expansion. The output of the TFLN may be written as:

$$y(n) = w_{f0}(n) + w_{f1}(n)x(n) + w_{f2}(n)\sin[\pi x(n)] + w_{f3}(n)\cos[\pi x(n)] + \cdots w_{f_{M-2}}(n)\sin[B\pi x(n)] + w_{f_{M-1}}(n)\cos[B\pi x(n)]$$

(2)

with $w(n) = [w_{f0}(n), w_{f1}(n), \ldots, w_{f_{M-1}}(n)]^T$ as the adaptive weight vector of the TFLN. The weights of the TFLN are usually updated using a gradient descent approach as

$$w_f(n + 1) = w_f(n) + \mu e(n)f(n)$$

(3)

where $e(n)$ is the error signal and $\mu$ is the learning rate.

It may be noted that TFLN attempts to model the nonlinearities in a system using sinusoids. Many of the natural signal-like speech which has fast amplitude variations cannot be effectively modeled using nonlinear filters based on pure sinusoids [22]. It has also been reported that the modeling of such signals can be achieved with better accuracy using sinusoids with exponentially varying amplitudes [23]. In order to overcome this limitation of pure sinusoids-based nonlinear filter like TFLN, we attempt to design a new nonlinear filter, which incorporates exponentially varying sinusoids in the modeling process. The new filter, which is hereafter referred to as AEFLN, is also designed to handle both growing as well as decaying exponential nonlinearities.

Similar to that in a TFLN, in an AEFLN, the tap delayed input signal

$$x(n) = [x(n), x(n - 1), \ldots, x(n - N + 1)]^T$$

(4)

defined for length $N$ is functionally expanded to $M = N(2B + 1) + 1$ terms. The expanded input signal vector is given by

$$g(n) = \{1, x(n), e^{-\alpha(n)}x(n)\sin[\pi x(n)], e^{-\alpha(n)}x(n)\cos[\pi x(n)], \ldots, e^{-\alpha(n)}x(n)\sin[B\pi x(n)], e^{-\alpha(n)}x(n)\cos[B\pi x(n)], x(n - 1), e^{-\alpha(n)}x(n - 1)\sin[\pi x(n - 1)], e^{-\alpha(n)}x(n - 1)\cos[\pi x(n - 1)], \ldots, e^{-\alpha(n)}x(n - 1)\sin[B\pi x(n - 1)], e^{-\alpha(n)}x(n - 1)\cos[B\pi x(n - 1)], \ldots, x(n - N + 1), e^{-\alpha(n)}x(n - N + 1)\sin[\pi x(n - N + 1)], e^{-\alpha(n)}x(n - N + 1)\cos[\pi x(n - N + 1)], \ldots, e^{-\alpha(n)}x(n - N + 1)\sin[B\pi x(n - N + 1)], e^{-\alpha(n)}x(n - N + 1)\cos[B\pi x(n - N + 1)]\}$$

(5)

where $\alpha(n)$ is an adaptive exponential parameter. The expanded input signal vector $g(n)$ is multiplied by the adaptive weight vector

$$w(n) = [w_{f0}(n), w_{f1}(n - 1), \ldots, w_{M - 1}(n)]^T$$

(6)

to obtain the filter output, which is given by
\( y(n) = w_0(n) + w_1(n)x(n) + w_2(n)\sin(n)x(n) + \frac{e^{\alpha(n)}|x(n)|}{e^{\alpha(n+1)}|x(n)|} + \ldots + w_{(M-2)}(n)\sin(B\pi x(n)) + \frac{e^{\alpha(n)}|x(n)|}{e^{\alpha(n+1)}|x(n)|} + w_{(M-1)}(n)\cos(B\pi x(n)) + \frac{e^{\alpha(n)}|x(n)|}{e^{\alpha(n+1)}|x(n)|} \)  

(7) may be written in a compact form as

\[ y(n) = gT(n)w(n) \]  

(8)

The weight vector is updated as

\[ w(n + 1) = w(n) + \mu w e(n) g(n) \]  

(9)

where \( \mu_w \) is the step size. In a similar fashion, the adaptive exponential factor \( a(n) \) is updated as:

\[ a(n + 1) = a(n) + \mu a e(n) zT(n) w(n) \]  

(10)

where \( \mu_a \) is the learning rate of \( a(n) \) and \( z(n) \) is an \( M \times 1 \) vector

\[ z(n) = [0, 0, -|x(n)|, e^{-\alpha(n)}|x(n)|\sin(\pi x(n)), -|x(n)|, e^{-\alpha(n)}|x(n)|\cos(\pi x(n)), \ldots, 0, -|x(n - N + 1)|, e^{-\alpha(n)}|x(n - N + 1)|\sin(B\pi x(n - N + 1)), -|x(n - N + 1)|, e^{-\alpha(n)}|x(n - N + 1)|\cos(B\pi x(n - N + 1)), -|x(n - N + 1)|, e^{-\alpha(n)}|x(n - N + 1)|\cos(B\pi x(n - N + 1)) \]  

(11)

(9) and (10) together forms the adaptive exponential least mean square (AELMS) algorithm. Fig. 2 shows the block diagram of AEFLN updated using an AELMS algorithm.

4 PERFORMANCE ASSESSMENT

The effectiveness of the proposed nonlinear filter has been evaluated through an experimental study a twin cabin of a yacht (Fig. 1). The performance of AEFLN has been compared with that obtained using TFLN.

The mean square error (MSE) has been used as the metric of comparison

\[ MSE = 10\log_{10}[E[e^2(n)]] \]  

(12)

\[ e(n) = d(n) - y(n) \]  

(13)

where \( d(n) \) is the output of the system and \( y(n) \) is the anti-noise signal (Fig. 2).
Initially, an attempt has been made to study the effect of the buffer size $BS$ on the performance and the convergence behavior of the AEFLN-based model.

Fig. 3, shows the variations of MSE with respect to the iterations for fixed values of order $ORD=2$, learning rates $\mu_w=0.01$ and $\mu_a=0.05$, and initial value of $a=10$. As illustrated in Fig. 3, the MSEs computed over the last 3000 iterations are about -36, -28 and -18 dBs for $BS$ 30, 20 and 10, respectively. Thus, the AEFLN-based ANC system has been shown to provide a better performance for buffer size greater than 30. The enhanced noise cancellation performance of AEFLN controller with respect to $BS$ is confirmed in the Figs. 4 and 5. The error signal $e(n)$ measured at the point of interest is presented in Fig. 6, while its spectrum is shown in Fig. 5. From those plots it can been seen that significant levels of narrowband attenuation achieved around the ‘beat’ components and their harmonics for $BS$ greater than 30 samples. In addition to the noise attenuation performance shown in the waveforms of the Fig. 4, it is also interesting to observe the enhanced convergence behavior of the AEFLN controller.
Moreover, it may be noted, as shown in Table 2, that the ANCS using BS=30 achieved up to 40 dB noise reduction at the desired ‘beat’ components $f_o$ and $f_i$.

<table>
<thead>
<tr>
<th>Freq. (Hz)</th>
<th>ANC OFF SPL (dB)</th>
<th>ANC ON/SPL (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_o=52$</td>
<td>73.33</td>
<td>64.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>51.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39.32</td>
</tr>
<tr>
<td>$f_i=55$</td>
<td>75.48</td>
<td>66.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34.26</td>
</tr>
</tbody>
</table>

Table 2: AEFLN controller performance in accordance to the buffer size BS.
Then, the effect of the step size $\mu_w$ on the performance and the convergence behavior of the AEFLN controller is studied with respect to the iterations for fixed values of order $ORD=2$, buffer size $BS=30$ and $\mu_a=0.05$, and initial condition of $a=10$.

Thus, as it is observed in Fig. 6, the MSEs computed over the last 6000 iterations are about -50, -35 and -23 dBs for $\mu_w$ 0.01, 0.001 and 0.0001, respectively. This means that the AEFLN approach achieves an improved steady state MSE for $\mu_w$ close to 0.01. Thus, the AEFLN-based ANC system has been shown to provide a better performance for step size $\mu_w$ greater than 0.01 and smaller than 0.1. Also, the noise cancellation performance of AEFLN controller with respect to step size $\mu_w$ is confirmed in the Figs. 7 and 8, and the Table 3.

The measured error signal $e(n)$ and its spectrum are shown in Figs. 7 and 8. Again, a high narrowband attenuation and an enhanced convergence behavior of the AEFLN controller is achieved around the ‘beat’ components and their harmonics for step size $\mu_w$ close to 0.01. As shown in Table 3, that the ANCS using $\mu_w=0.01$ achieved up to 37 dB noise reduction at the desired ‘beat’ components $f_o$ and $f_i$.

Figure 6: Comparison of convergence characteristics (MSE) obtained for different step sizes $\mu_w$ ($ORD=2$, $BS=30$, $a=10$ and $\mu_a=0.05$).

Figure 7: Error (black) and desired (gray) signals for step size $\mu_w$ (a) 0.0001, (b) 0.001 and (c) 0.01 ($ORD=2$, $BS=30$, $a=10$, $\mu_a=0.05$).
Figure 8: Spectrum of error (black) and desired (gray) signals for step size $\mu_w$ (a) 0.0001, (b) 0.001 and (c) 0.01 ($ORD=2$, $BS=30$, $a=10$, $\mu_a=0.05$).

<table>
<thead>
<tr>
<th>Freq. (Hz)</th>
<th>ANC OFF SPL (dB)</th>
<th>ANC ON/SPL (dB)</th>
<th>$\mu_w=0.0001$</th>
<th>$\mu_w=0.001$</th>
<th>$\mu_w=0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0=52$</td>
<td>73.33</td>
<td>69.38</td>
<td>55.94</td>
<td>39.32</td>
<td></td>
</tr>
<tr>
<td>$f_1=55$</td>
<td>75.48</td>
<td>71.41</td>
<td>56.02</td>
<td>34.26</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: AEFLN controller performance in accordance to the step size $\mu_w$.

In addition, as presented in Fig. 9, the step size $\mu_w$ affects the steady state and the convergence of the exponential factor $a$. The attempt to study the convergence behavior of $a$ has been achieved considering fixed values of order $ORD=2$, buffer size $BS=30$ and $\mu_a=0.05$, and initial condition of $a=10$. Thus, a fast and steady convergence speed and behavior of $a$ can be expected increasing the value of $\mu_w$ close to 0.1.

Figure 9: Exponential factor $a(n)$ convergence for different step sizes $\mu_w$ ($ORD=2$, $BS=30$, $a=10$, $\mu_a=0.05$).
Moreover, a study of the AEFLN convergence behavior in respect of the initial condition of $a$ has been achieved considering fixed values of order $ORD=2$, buffer size $BS=30$, $\mu_w=0.01$ and $\mu_a=0.05$.

As it is observed in Fig. 10, the MSEs computed over the last 3000 iterations are about -60, -52, -45, -50 and -55 dBs for $a$ equal to -1, 0, 2, 10 and 20, respectively. Thus, the convergence speed and AEFLN performance are slightly affected by the initial condition of $a$.

Figure 10: Comparison of convergence characteristics (MSE) obtained for different adaptive exponential parameters $a(n)$ ($ORD=2$, $BS=30$, $\mu_w=0.01$ and $\mu_a=0.05$).

In contrast to the buffer size and the step size $\mu_w$, the order of the AEFLN controller in this case does not affect the convergence speed and performance of AEFLN and exponential factor $a$. The following results illustrated in Figs. 11 and 12 confirm the above conclusion.

Figure 11: Comparison of convergence characteristics (MSE) obtained for different AEFLN orders ($a=10$, $\mu_w=0.01$ and $\mu_a=0.05$).
Next, another attempt has been made to study the effect of the buffer size $BS$ on the performance and the convergence behavior of the TFLN-based controller.

Fig. 13, shows the variations of MSE with respect to the iterations for fixed values of order $ORD=2$ and learning rate $\mu_t=0.001$. As illustrated in Fig. 13, the MSEs computed over the last 12000 iterations are about -45, -34, -23 and -20 dBs for $BS$ 30, 20, 10 and 5, respectively. It is obvious that the TFLN controller provides a better performance for buffer size close to 30. Also, the Figs. 14 and 15 confirm the enhanced noise cancellation performance of TFLN controller with respect to $BS$. Figs. 14 and 15 present the error signal $e(n)$ and its spectrum, respectively. The plots of Figs. 14 and 15 confirm that significant levels of narrowband attenuation achieved around the ‘beat’ components and their harmonics for $BS$ greater than 30 samples. In the Fig. 14, it is also interesting to observe the enhanced convergence behavior of the TFLN controller.

Moreover, as shown in Table 4, the ANC system using $BS=30$ can achieve up to 45 dB noise reduction at the desired ‘beat’ components $f_0$ and $f_1$. 

![Figure 13: Comparison of convergence characteristics (MSE) obtained for different buffer sizes $BS$ and TFLN order $ORD=2$, and $\mu_t=0.001$.](image-url)
Similarly to the AEFLN controller, the order of the TFLN controller does not affect the convergence speed and performance. The following results illustrated in Figs. 11 and 12 confirm the above conclusion.

Fig. 16, shows the variations of MSE with respect to the iterations for fixed values of buffer size $BS=2$ and learning rate $\mu=0.001$. As illustrated in Fig. 16, the TFLN controller performance has slight variations in accordance to the order. Also, the Figs. 17 and 18, and the Table 5 confirm the performance and convergence speed of TFLN controller with respect to $ORD$. 

<table>
<thead>
<tr>
<th>Freq. (Hz)</th>
<th>ANC OFF SPL (dB)</th>
<th>ANC ON/SPL (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0=52$</td>
<td>73.33</td>
<td>48.81</td>
</tr>
<tr>
<td>$f_1=55$</td>
<td>75.48</td>
<td>48.92</td>
</tr>
</tbody>
</table>

Table 4: TFLN controller performance in accordance to the buffer size $BS$. 

Figure 14: Error (black) and desired (gray) signals for buffer size $BS$ (a) 5, (b) 10 and (c) 30 ($ORD=2$ and $\mu=0.001$).

Figure 15: Spectrums of error (black) and desired (gray) signals for TFLN buffer size $BS$ (a) 5, (b) 20 and (c) 30 ($ORD=2$ and $\mu=0.001$).
Figure 16: Comparison of convergence characteristics (MSE) obtained for different TFLN orders ($\mu=0.001$ and buffer size $BS=30$).

Figure 17: Error (black) and desired (gray) signals for TFLN order size (a) 1, (b) 2, (c) 3 and (d) 4 ($\mu=0.001$ and $BS=30$).

Figure 18: Spectrums of error (black) and desired (gray) signals for TFLN order size (a) 1, (b) 2 and (c) 3 ($\mu=0.001$ and $BS=30$).
Finally, the effect of the step size $\mu_t$ on the performance and the convergence behavior of the TFLN approach is studied for fixed values of order $ORD=2$ and buffer size $BS=30$.

Thus, as it is observed in Fig. 19, the MSEs computed over the last 15000 iterations are about -50, -48 and -40 dBs for $\mu_t$ 0.01, 0.001 and 0.0001, respectively. This means that the TFLN approach achieves an improved steady state MSE for $\mu_t$ close to 0.01. Also, the noise cancellation performance of TFLN controller with respect to step size $\mu_w$ is confirmed in the Table 6. As shown in Table 6, that the ANCS using $\mu_w =0.01$ achieved up to 23 dB noise reduction at the desired ‘beat’ components $f_o$ and $f_i$.

![Figure 19: Comparison of convergence characteristics (MSE) obtained for different step sizes $\mu_t$ ($ORD=2$, and $BS=30$).](image)

<table>
<thead>
<tr>
<th>Freq. (Hz)</th>
<th>ANC OFF SPL (dB)</th>
<th>ANC ON/SPL (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_o=52$</td>
<td>73.33</td>
<td>37.51</td>
</tr>
<tr>
<td>$f_i=55$</td>
<td>75.48</td>
<td>38.47</td>
</tr>
<tr>
<td>$ORD=1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$ORD=2$</td>
<td>35.98</td>
<td>25.93</td>
</tr>
<tr>
<td>$ORD=3$</td>
<td>28.96</td>
<td>27.00</td>
</tr>
</tbody>
</table>

Table 5: TFLN controller performance in accordance to the order $ORD$.

<table>
<thead>
<tr>
<th>Freq. (Hz)</th>
<th>ANC OFF SPL (dB)</th>
<th>ANC ON/SPL (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_o=52$</td>
<td>73.33</td>
<td>46.66</td>
</tr>
<tr>
<td>$f_i=55$</td>
<td>75.48</td>
<td>43.83</td>
</tr>
<tr>
<td>$\mu_t=0.0001$</td>
<td>35.98</td>
<td>30.34</td>
</tr>
<tr>
<td>$\mu_t=0.001$</td>
<td>24.30</td>
<td>19.25</td>
</tr>
</tbody>
</table>

Table 6: TFLN controller performance in accordance to the step size $\mu_t$.

5 CONCLUSIONS

In this paper the potential of applying a nonlinear active noise control system to reduce the levels of noise produced by two asynchronous diesel generators in the twin cabin of a luxury yacht has been investigated. It is difficult to control this using passive control treatments due to both weight and size limitations. Global active noise control is also not feasible due to the relatively wideband frequency content and the modally dense nature of the master cabin. Therefore, a practical active control system has been implemented which focuses a zone of...
control at the head of the bed, where the generator noise is most disturbing when occupants are trying to sleep.

It has been shown that, due to the ‘beat’ components and their harmonics present in the disturbance noise spectrum, it is necessary to control multiple tones in order to achieve a significant level of narrowband attenuation. Therefore, a feedforward nonlinear control system has been investigated. It has been shown that this controller achieves significant narrowband attenuation in the sound pressure level at the error microphone located at the head of the bed. The performance, the stability as well as convergence of AEFLN and TFLN algorithms are dependent on the proper selection of the buffer size \( (BS) \) and the learning rates.
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Abstract. Tuning frequency and TMD placement have a great impact of the effectiveness of a control device. A comparative study between three tuning and placement strategies for distributed multiple tuned mass dampers for vibration control in high-rise buildings was conducted. A new design approach based on Differential Evolution was introduced and used to optimize damping, stiffness and placement for a controller with known mass. The proposed approach implemented an iterative optimization of the MTMD by updating structural parameters and the tuning frequency after every iteration. The Designs produced by the three methods were evaluated. A frequency response analysis was performed, and the effectiveness of the control systems was measured through their ability to reduce average and maximum RMS and peak displacement and acceleration time responses.
1 INTRODUCTION

With the recent advancements in construction technologies and materials, buildings are becoming taller and lighter. As such, multiple systems for mitigating the effects of earthquakes and wind induced loads were invented and developed. Since then, Tuned Mass Damper (TMD), a relatively easy to implement vibration absorber, has known a huge success and was adopted in multiple real world situations. In fact, Soong and Dargush [1] concluded that a TMD is very effective in controlling buildings with a dominant first vibration mode, which is typically the case for high-rise buildings. In a research conducted by Tsai and Lin [2], they showed that the TMD was able to reduce the effects of resonance, however, in some cases, they noticed response amplification under low frequency excitations. Furthermore, while a single TMD is able to control structural vibration, it is very sensitive to changes and identification errors in structural parameters, which can reduce its effectiveness. As a solution, Xu and Igusa [3] showed that using Multiple TMDs (MTMD) improves the robustness of the control system, and its effectiveness in reducing structural response.

MTMD tuning and placement greatly affect their ability to control vibrations. In this regard, multiple researchers studied the effects of tuning and placement strategies of MTMDs on their effectiveness. Xu and Igusa [3] researched equally spaced MTMDs under wide-band random excitation. Bakre and Jangid [4] looked for optimal parameters of MTMD under harmonic base excitation. Elias and Matsagar [5] showed that distributed absorbers are more effective than non-distributed absorbers placed at the top floor. Moreover, they concluded that as the number of controllers increases, the difference in effectiveness increases. Moon [6] stated that the loss of effectiveness is minimal if placement is based on modal shape. As for tuning, Han and Li [7] concluded that uniformly distributed tuning frequencies produce an effective control system.

In this paper, we studied three different tuning and placement strategies for distributed MTMDs. The first strategy consisted of tuning and placing the absorbers according to natural frequencies and modal shapes. The second, used natural frequencies for tuning, and an algorithm based on differential evolution to find the optimal placement. The third and proposed strategy, relied on differential evolution [8] to tune and place the controllers. We also considered the maximum gain of the controlled building, calculated using the transfer matrix of the structure, as the cost function that is subject to minimization. We conducted a comparison between the resulting frequency response curves, and evaluated the performance of every control system using 8 different criteria.

2 FORMULATION

In this study, we considered a 76-story benchmark building with a total mass of 150,000t. The structure is sensitive to wind load since it presents an aspect ratio of height to base width of 7.3. A detailed description of the building’s model was given by Yang et al. [9], where they removed rotational degrees of freedom by the means of static condensation. All data about the structure and across-wind load is available at the website [10]. The results of wind tunnel tests can be found in the paper by Samali et al. [11].

The equations of motion for the controlled structure using p controllers is written as

\[ M\ddot{X} + C\dot{X} + kX = F \]  

(1)

where \( M, C \) and \( K \) are the mass, damping and stiffness matrices for the controlled structure, respectively. \( \ddot{X}, \dot{X}, X \) are the acceleration, velocity and displacement vectors, respectively. \( F \)
is the wind load vector.

\[
M = \begin{bmatrix} M_s & 0 \\ 0 & 0 \end{bmatrix} + \sum_{i=1}^{p} m_{d,i} r_i r_i^T, \quad C = \begin{bmatrix} C_s & 0 \\ 0 & c_d \end{bmatrix}, \quad K = \begin{bmatrix} K_s & 0 \\ 0 & k_d \end{bmatrix}
\]

where \(M_s, C_s\) and \(K_s\) are the mass, damping and stiffness matrices of the uncontrolled structure, respectively. For \(i \in \{1, 2, \ldots, p\}\), \(m_{d,i}\) is the mass of the controller and \(r_i\) is the controller location column vector. \(c_d\) and \(k_d\) are diagonal matrices containing the dampings and sti ffnesses of the controllers.

The transfer matrices for displacement \(G_X\) and acceleration \(G_{\dddot{X}}\) of the controlled system at input frequency \(\omega\) can be extracted from Eq. (1) and are expressed as

\[
G_X(\omega) = (-\omega^2 M + j\omega C + K)^{-1}
\]

\[
G_{\dddot{X}}(\omega) = -\omega^2 \left(-\omega^2 M + j\omega C + K\right)^{-1}
\]

where \(j^2 = -1\).

The gain of the system at frequency \(\omega\) is defined as the ratio of output over input, and is represented by the maximum singular value \(\sigma\) of the transfer matrix. The proposed approach aims to reduce the maximum system gain for all input frequencies, thus, reducing dynamical effects and structural response. Hence, the cost function \(f_c\) of the considered optimisation problem is subject to minimization and is defined as

\[
f_c = \max \left\{ \frac{\sigma_X}{\omega \geq 0} \right\} + \max \left\{ \frac{\sigma_{\dddot{X}}}{\omega \geq 0} \right\}
\]

where \(\sigma_X = \max \left\{ \frac{\|G_X(\omega)u\|}{\|u\|} / \|u\| \neq 0 \right\}\) and \(\sigma_{\dddot{X}} = \max \left\{ \frac{\|G_{\dddot{X}}(\omega)u\|}{\|u\|} / \|u\| \neq 0 \right\}\). \(\sigma_X\) and \(\sigma_{\dddot{X}}\) are the maximum displacement and acceleration frequency responses for the uncontrolled structure.

3 METHODS

3.1 Five modes control strategy

Elias and Matsagar [5] considered the first five modes of vibrations to design the controllers, since the total modal mass contribution of the first five modes is more than 90% of the mass of the building. The first five natural frequencies of the building are 0.16, 0.77, 1.99, 3.79 and 6.40 Hz. The mass ratio of the whole control system is 0.82%, which is the optimal mass ratio for the considered structure as suggested by Patil and Jangid [12]. Elias and Matsagar used five TMDs to mitigate the effects of wind on the benchmark building, such that

\[
f_i = \frac{\omega_i}{\Omega_i} = 1, \quad k_i = \frac{m}{\sum_{j=1}^{5} (1/\omega_j)^2} \quad \text{for} \quad i \in \{1, 2, 3, 4, 5\}
\]

where \(f_i, \omega_i\) and \(k_i\) are the frequency ratio, natural frequency and stiffness of the \(i\)-th controller. \(\Omega_i\) is the \(i\)-th natural frequency of the uncontrolled structure. \(m\) is the total mass of the control system.

\[
m_i = \frac{k_i}{\omega_i^2}, \quad \xi_i = 0.05, \quad c_i = 2\xi_i m_i \omega_i \quad \text{for} \quad i \in \{1, 2, 3, 4, 5\}
\]
where \( m_i, \xi_i \) and \( c_i \) are the mass, damping ratio and damping of the i-th controller.

The controllers’ placement was decided as follows: the i-th controller is placed at the floor which exhibits the highest modal shape amplitude for the i-th vibration mode without taking into account the floors where a controller is already installed. Using this rule, the first TMD was placed at the 76th floor, the second at the 75th floor, the third at the 74th floor, the fourth at the 61st floor and the fifth at the 65th floor.

3.2 Proposed approach

The proposed approach uses an evolutionary meta-heuristic search algorithm, called Differential Evolution, to optimize damping, stiffness and placement for a TMD with known mass. Differential Evolution (DE) is a meta-heuristic evolutionary algorithm for global optimization over continuous spaces proposed by Storn and Price [13]. Unlike other evolutionary algorithms, DE uses mutation as the main search mechanism and a greedy selection process to direct the search. Moreover, it employs a non-uniform crossover operation. Therefore, it can successfully find the true global optimal solution regardless of initial values [8]. DE is fast, easy to implement and uses few control parameters. Additionally, it is self-adaptive and can be used in constrained, multi-objective, continuous or discrete optimization problems [8]. With its superiority to other search algorithms, it has been successfully and widely applied in multiple engineering fields.

DE has three control parameters, the population size \( NP \), differential weight \( F \) and crossover probability \( CR \). The population size greatly affects the search efficiency. A higher \( NP \) is recommended and should be proportional to the number of parameters to optimize. \( F \) controls new solutions generation which is based on weighted differences between two randomly selected solutions and the updated best solution. Randomizing \( F \) every iteration accelerates the convergence. \( CR \) determines, at recombination (crossover), which solution’s components are more favoured, (i.e., whether more of the components of old or new solutions are kept). DE consists of three operations: mutation, recombination and selection, that are performed in succession until the stop condition is met.

The population of solutions can be represented by a set of \( NP \) vectors of size 2.

\[
population = \{x_1, x_2, \cdots, x_{NP}\}
\]  

where \( x_k = \{\xi_k, f_k\} \) is the state of solution k, \( \xi_k \) and \( f_k \) are the damping and frequency ratios.

For every parent vector \( x_k \), a solution vector \( x_i \) is chosen, and a mutant vector \( v_i \) is created by

\[
v_i = x_{best} + F(x_{r1} - x_i)
\]

where \( i, r1 \in \{1, 2, \cdots, NP\} \) are randomly selected and different form each other, and \( x_{best} \) is the best solution found so far.

Next, a trial vector \( u_k \) is produced. The j-th component \( u_{k,j} \) of the trial vector is selected randomly based on

\[
u_{k,j} = \begin{cases} 
v_{i,j}, & \text{if } \text{rnd}_j \leq CR \text{ or } j = r_{ni} \\
x_{k,j}, & \text{if } \text{rnd}_j > CR \text{ and } j \neq r_{ni}
\end{cases} \quad \text{for } j \in \{1, 2\}
\]

where \( \text{rnd}_j \in [0, 1] \) is a random number and \( r_{ni} \in \{1, 2\} \) is a randomly selected.

The best possible placement for the trial vector is determined by trying all possible placement within the search domain. The trial vector \( u_k \) is then evaluated using the cost function and
compared to the parent $x_{k}$, the best of the two is retained as an individual for the next generation, the state of the parent vector is updated.

$$x_{k} = \text{best}(x_{k}, u_{k})$$  \hspace{1cm} (11)

The best solution is compared to the new produced vector and both optimal placement and optimal solution are updated if necessary. This process is repeated NP times. Afterwards, the convergence condition in Eq. (12) is checked, in case it is verified, the algorithm returns $x_{\text{best}}$ and optimal placement, otherwise the process is run again for the new population of solutions.

After every generation, the population of solutions converges to an optimal solution, as a result, the variation and diversity in the population decreases. Therefore, the condition for convergence can be expressed as a function of the standard deviation (std) of the population, and is written

$$\frac{\text{tol}}{\text{std(population)}} \geq 1$$  \hspace{1cm} (12)

where tol is the maximum acceptable standard deviation for the population.

The proposed approach consists of using the described algorithm to optimize a single TMD. Structural matrices are then updated to take into account the new TMD. The new tuning frequency which corresponds to the new fundamental frequency is calculated. The floor which contains the new controller is removed from the placement search domain. Afterwards, the algorithm is used again to design the next TMD, but this time to control the system composed of the structure and the previous TMD. This process is repeated p times, until all controllers are optimized. The proposed method is illustrated in Figure 1.

![Figure 1: Proposed approach flow chart](image)

4 RESULTS

Three tuning and placement strategies were compared. The first is the one proposed by Elias and Matsagar. The second used the controllers proposed by the first strategy, however, optimal placement was decided using the proposed algorithm. The third strategy employed our approach to optimize five controllers with equal mass considering the updated natural frequency of the building. After optimizing and installing a controller, the tuning frequency for the next controller is chosen to be the new fundamental frequency of the controlled structure using the already designed TMDs. For the second strategy, the algorithm proposed installing the controllers on the 76th, 75th, 74th, 73rd and 72nd floors. The optimized TMDs for the third strategy are shown in Table 1.
Given the three proposed systems of controllers, we performed a frequency response analysis. Figures 2 and 3 show the displacement and acceleration response curves. Where $\omega_s$ is the fundamental frequency of the building.

For both displacement and acceleration frequency responses, the third strategy, which used our approach, was successful in reducing peak gain and also in reducing response amplification that usually occurs for low input frequencies. For the first and second strategies, although the controllers placements aren’t the same, they produced the same frequency response.

In order to evaluate the performance of the proposed TMDs, Yang et al. [9] introduced 8 performance indices. The first four indices describe the controllers’ ability to reduce Root Mean Square (RMS) displacement and acceleration, while the last indices four measure the reduction in peak floor displacement and acceleration.

The first index measures the reduction in maximum floor RMS acceleration and is written as

$$J_1 = \max \left( \frac{\sigma_{\ddot{X}_1}, \sigma_{\ddot{X}_{30}}, \sigma_{\ddot{X}_{50}}, \sigma_{\ddot{X}_{55}}, \sigma_{\ddot{X}_{60}}, \sigma_{\ddot{X}_{65}}, \sigma_{\ddot{X}_{70}}, \sigma_{\ddot{X}_{75}}}{\sigma_{\ddot{X}_{75o}}} \right)$$

where $\sigma_{\ddot{X}_i}$ is the RMS acceleration of the i-th floor and $\sigma_{\ddot{X}_{75o}}$ is the RMS acceleration of the 75th without control.

The second index measures the average reduction in RMS acceleration and is defined as

$$J_2 = \frac{1}{6} \sum_{i=50, 55, 60, 65, 70, 75} \frac{\sigma_{\ddot{X}_i}}{\sigma_{\ddot{X}_{75o}}}$$

Table 1: Optimization results for the third strategy

<table>
<thead>
<tr>
<th>TMD</th>
<th>$\mu$ (%)</th>
<th>$\xi$</th>
<th>$f$</th>
<th>floor</th>
<th>$\omega_{\text{tuning}}$ (rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.164</td>
<td>0.066</td>
<td>0.996</td>
<td>76</td>
<td>1.01</td>
</tr>
<tr>
<td>2</td>
<td>0.164</td>
<td>0.100</td>
<td>1.039</td>
<td>75</td>
<td>0.96</td>
</tr>
<tr>
<td>3</td>
<td>0.164</td>
<td>0.111</td>
<td>1.072</td>
<td>74</td>
<td>0.95</td>
</tr>
<tr>
<td>4</td>
<td>0.164</td>
<td>0.324</td>
<td>1.070</td>
<td>73</td>
<td>0.94</td>
</tr>
<tr>
<td>5</td>
<td>0.164</td>
<td>0.177</td>
<td>1.055</td>
<td>72</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Figure 2: Displacement frequency response

Figure 3: Acceleration frequency response
where $\sigma_{X_{io}}$ is the RMS acceleration of the i-th in absence of control.

The third and fourth indices describe the reduction in maximum and average RMS floor displacement and are expressed as

$$J_3 = \frac{\sigma_{X_{76}}}{\sigma_{X_{76o}}}(15)$$

$$J_4 = \frac{1}{7} \sum i \frac{\sigma_{Xi}}{\sigma_{X_{io}}} \text{ for } i = 50, 55, 60, 65, 70, 75, 76 \quad (16)$$

where $\sigma_{Xi}$ and $\sigma_{X_{io}}$ are the RMS displacement of the i-th floor with and without control, respectively.

The last four indices are defined the same as the first ones while replacing RMS values with peak values. The peak displacement of the i-th floor with and without control, respectively.

$$J_7 = \max \left( \frac{\ddot{X}_{p_{1}}, \ddot{X}_{p_{30}}, \ddot{X}_{p_{50}}, \ddot{X}_{p_{55}}, \ddot{X}_{p_{60}}, \ddot{X}_{p_{65}}, \ddot{X}_{p_{70}}, \ddot{X}_{p_{75}}}{\ddot{X}_{p_{75o}}} \right) \quad (17)$$

$$J_8 = \frac{1}{6} \sum i \frac{\ddot{X}_{pi}}{\ddot{X}_{pio}} \text{ for } i = 50, 55, 60, 65, 70, 75 \quad (18)$$

$$J_9 = \frac{X_{p_{76}}}{X_{p_{76o}}} \quad (19)$$

$$J_{10} = \frac{1}{7} \sum i \frac{X_{pi}}{X_{pio}} \text{ for } i = 50, 55, 60, 65, 70, 75, 76 \quad (20)$$

where $\ddot{X}_{pi}$ and $\ddot{X}_{pio}$ are the peak acceleration of the i-th floor with and without control, respectively. $X_{pi}$ and $X_{pio}$ are the peak displacement of the i-th floor with and without control, respectively.
Using the generalized-$\alpha$ method and a time step of 1 ms, a forced time response under across-wind load was performed, and the performance indices were calculated for the three strategies. The results are shown in Figure 4.

Considering displacement and acceleration RMS reduction, indicated by the first four indices, all three strategies were able to reduce RMS response and performed equally. Looking at peak displacement and acceleration reduction, indicated by the last four indices, all three strategies succeeded in mitigating the effects of wind on the benchmark building, however, our approach produced a better reduction, especially for average and peak displacement, we noticed a bigger improvement.

5 CONCLUSION

A comparative study between tuning and placement strategies for MTMDs for the benchmark building was conducted. Tuning based on the first five vibration modes and on the updated fundamental frequency were both considered. In the first method, frequency ratio was similar between the TMDs, while in the second, TMDs shared the same mass ratio. For placements, a distributed TMD scheme was adopted. Optimal placement based on maximal modal shape was considered for the first tuning strategy. The proposed algorithm based on DE, which minimized peak displacement and acceleration frequency responses, was employed, first to find optimal placements for the previously tuned DTMDs, and second to tuned and place controllers for the second tuning strategy. Frequency response and time history analyses were conducted and the effectiveness of the designed MTMDs were compared.

First, all strategies were successful in producing an MTMD design that was effective in controlling the wind-induced vibration in the benchmark building. We observed a noticeable reduction in peak and mean RMS displacement and acceleration, and in mean and peak acceleration.

Second, while the first two strategies were different in terms of placement, the performance of the control systems were similar. This suggests that, for the first tuning strategy, MTMD placement based on modal shape is a good approximation for optimal placement for the considered cost function.

Finally, the proposed strategy improved the effectiveness of the control. Both displacement and acceleration peak frequency responses were reduced. Furthermore, while peak and mean
RMS responses were similar to the other strategies, the proposed design improved peak and mean displacement and acceleration reduction for the benchmark building. This shows that the proposed method enhanced the control effectiveness with no cost in terms of RMS response.

While the present paper compared the three control systems in terms of effectiveness in structural response reduction, it could be interesting to consider analyzing the robustness of the proposed MTMDs in comparison to other approaches.
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Abstract. This paper discusses optimum design approaches for a novel tuned-inerter-hysteretic-damper (TIhD) which is a passive vibration suppression device for building structures subject to earthquake base excitations. The TIhD has a linear hysteretic damping element connected in series with an inerter. This device exploits the advantage of linear hysteretic damping which can reduce the structural response amplification at frequencies above resonance, due to the frequency dependent damping. In the present study, the effectiveness of this device in reducing seismic response of building structures is assessed and the optimum tuning of the device parameters is explored. In particular, eight different earthquakes are selected for a case study. The optimum parameters of the TIhD are obtained numerically by using the Self-Adaptive Differential Evolution (SADE) algorithm. The optimisation criterion is the minimum root-mean-square (RMS) value of the top-storey displacement response of the structure. The performance of this tuning configuration is then compared to that of a classically tuned device. The tuning performance is also compared across a range of simulated earthquakes, giving new insight into the challenges of optimising inerter designs that involve hysteretic damping.
1 INTRODUCTION

In earthquake engineering practice, the use of inerters for suppressing structural vibration due to earthquakes has received a significant attention recently. An inerter is a two terminal mechanical device that generates forces proportional to the relative acceleration between its two terminals. In most studies, the inerter is combined with a spring and dashpot to form an inerter-based-damper (IBD). Several IBD concepts have been proposed in literature. Three of the most popular ones are the tuned-inerter-damper (TID), tuned-mass-damper-inerter (TMDI) and tuned-viscous-mass-damper (TVMD).

The TID was first introduced by Lazar et al. [1] in 2014. The layout of the TID is very similar to a classical tuned mass damper (TMD), but the mass \( m_d \) is replaced by an inerter element with inertance constant \( b_d \). It has been shown to have a similar behavior with TMD. For example, the optimum tuning of the TID shows two equal peaks in the host structure frequency response assuming harmonic case. However, the presence of an inerter makes it possible to achieve a large mass ratio with a small physical mass. Furthermore it has been proven that the optimum location of the TID in a multi-storey building structure is on the base [1]. This is another benefit of the TID compared to the TMD, whose optimum location is on the top storey of a structure.

A study to enhance the TMD performance by employing an inerter led to a concept called tuned-mass-damper-inerter (TMDI) [2]. It is basically a TMD with an inerter connected in series. The TMDI can be considered as an ideal TID with the TMDI mass element \( m_d \) representing the physical mass of the inerter. When the inerter mass is zero (\( m_d = 0 \)), the TMDI becomes a TID.

The first IBD introduced in the literature was the TVMD [3]. It consists of a parallel connected inerter and dashpot in series with a spring. A simple design method of the TVMD for MDOF structures can be found in [4]. The TVMD proposed in [4] combines a device called viscous-mass-damper (VMD) with a chevron bracing. The VMD is a combined inerter and dashpot in parallel. The inerter is given by a flywheel driven by a ball-screw mechanism and the dashpot is given by fluid flow. Another realisation of the TVMD can be found in [5], where a rack-and-pinion type of inerter was combined with an viscous damper in parallel. The spring element is given by a chevron bracing.

Recently, research on the IBD has been focused on three main areas: (1) The application and optimisation of IBD for different systems and condition, for examples see [6–8]; (2) Experimental validation, for examples see [9–11]; (3) studies of the IBD considering different layout or different type of inerter, stiffness and damping, for examples see [12–15]. From these three areas of research, one common discussion is about the IBD optimisation. Mostly, the optimisations of the IBD are based on the fixed-point theory (FPT) of Den Hartog [16]. However this is limited to the harmonic excitation case. For random and nonstationary signals such as earthquakes, often numerical approaches are used, for example see [8].

In this paper, an optimisation of a novel tuned-inerter-hysteretic-damper (TIlD) is discussed. The TIlD is the case when a material damper is connected in series with an inerter. In this case the material damper is represented by a linear hysteretic damping or complex stiffness. An extensive discussion about this concept has been discussed by the authors in a separate paper [17]. In the present work, a particular emphasis is given to the TIlD optimisation for building structures subject to earthquake base excitations. Specifically, a self-adaptive-differential-evolution (SADE) algorithm [18] is used to obtain the TIlD optimum parameters.
2 STRUCTURAL SYSTEM

To assess the structural performance with an optimized TIhD, a SDOF structure is selected as shown in Figure 1. Here \( m \) and \( k \) are the structural mass and stiffness respectively, and \( b_d \) is the TIhD inertance. For a numerical example in this paper, \( m \) and \( k \) are assumed to be 1tonne and 10kN/m. The hysteretic damping of the TIhD is represented by a complex stiffness \( k_d(1 + j\eta) \), where \( j = \sqrt{-1} \). \( k_d \) and \( s_h \) are the real and imaginary stiffness terms so that the loss factor is \( \eta = s_h/k_d \). The structure is subjected to earthquake base displacement \( r(t) \). The equation of motion of the structure is given by

\[
\begin{align*}
\{m\ddot{x}(t) + k(x(t) - r(t)) + b_d(\dot{x}(t) - \dot{y}(t)) &= 0 \\
b_d(\dot{x}(t) - \dot{y}(t)) &= k_d(1 + j\eta)(y(t) - r(t))
\end{align*}
\]

where \( x(t) \) and \( y(t) \) are the displacement response of the lumped mass, \( m \), and the TIhD displacement respectively.

It is important to note that the complex stiffness \( k_d(1 + j\eta) \) is a noncausal model meaning physically it is not realisable. However, this model has been widely accepted in analysis [19] to accurately represent a class of nonlinear damping [20], as well as the phenomena of energy dissipation in a variety of materials such as rubber and viscoelastic polymers [21–24]. Due to its noncausality, it is common in practice to simplify the damping as a viscous damping via an equivalent viscous damping. This is in fact not accurate, especially at frequencies away from the resonance. Therefore a special time domain method is required to analyze such structure in the time domain as has been extensively discussed by the authors in [17].

3 OPTIMISATION PROCEDURE

In this paper, the time domain technique was adopted to optimize the TIhD parameters for a seismic application. Firstly, the TIhD was optimized based on an extended FPT adopted from Hu et al. [25] with an additional fine tuning procedure as discussed in [17]. For a given mass ratio, \( \mu = b_d/m = 0.9 \), the result is shown in Figure 2. In earthquake engineering practice this approach is not appropriate due to the broad band nature of the earthquakes, but it is often used for a preliminary design due to its simplicity.

Secondly, a SADE algorithm [18] was adopted to find the TIhD optimum parameters for some different earthquakes. The objective function is the minimum root-mean-square (RMS) value of the structural response \( x(t) \). For one specific earthquake it is expressed by

\[
b_{d_{min}} \leq b_d \leq b_{d_{max}}; k_{d_{min}} \leq k_d \leq k_{d_{max}}; \eta_{min} \leq \eta \leq \eta_{max}
\]

\[
\min[RMS(x(t))]
\]

\[
\text{Figure 1: SDOF structure with a TIhD}
\]
It is important to set a feasible limitation for $b_d$, $k_d$ and $\eta$ as shown in Eq.2 to reduce the computational cost. In this study, the limitations are $0.1 \leq b_d \leq 0.9; 0.1 \leq k_d \leq 10; 0.1 \leq \eta \leq 2$. Another important note is that the use of the SADE algorithm to obtain the RMS value of the structural response requires a time domain analysis. In this case, it has been made possible because of the time domain analysis proposed by the authors [17] for structures with linear hysteretic damping.

![Figure 2: Maximum absolute displacement for $\mu = 0.9, k_d = 3.47kN/m$ and $\eta = 1.26$](image)

4 RESULTS AND DISCUSSION

In order to assess the effectiveness of the SADE algorithm against the FPT for minimizing a structural response subject to seismic excitations, eight different earthquakes were selected as shown in Figure 3.

![Figure 3: Fourier spectrum of the considered earthquakes ground motion](image)

Figure 4 shows the RMS of the structural displacement response comparison between the
optimised TIhD obtained by the FPT and by the SADE algorithm given by the Eq. 2. In this Figure, the RMS value of each earthquake is normalised against the RMS value from the FPT which is set to 100%. It is obvious that the SADE algorithm gives better reduction of the RMS value for all of the selected earthquakes. This is however not a practical solution because it leads to many inertance-stiffness-loss factor (ISL) configurations as shown in Table 1. For a realistic implementation, one configuration must be chosen, without prior knowledge of the specific earthquake excitation.

![Normalized top displacement RMS (%)](image)

**Figure 4: Normalised root mean square of the structural displacement response, SADE - Eq. 2**

![Cross-optimisation, SADE - Eq. 2](image)

**Figure 5: Cross-optimisation, SADE - Eq. 2**

Figure 5 shows a cross-optimisation, meaning one configuration was selected from one particular earthquake to be used for simulation of other earthquake cases. For example, the first group of bars shows the structural response subjected to the eight considered earthquakes using one ISL configuration optimized for Chi Chi earthquake. The structural performance is being compared with the FPT which is set to 0%. Hence any negative values means a reduction on the structural response, on the other hand, any positive values means an amplification on the structural response relative to the FPT. For example, the group of bars for Landers implies that using one ISL configuration optimised for Landers earthquake for all other considered earthquakes makes the structural performance better than the one obtained via the FPT.

The group of bars for L’Aquila and Landers in Figure 5 in this case are the best result of this cross-optimisation since all other groups of bars show both positive and negative values. This
simulation also implies that a correct formulation to choose or obtain the best ISL configuration is required. For this reason, a method that is based on the SADE algorithm was developed to find the best ISL configuration that gives minimum average RMS values of the structural performance subjected to a number of ground motions. It is expressed as

\[
\sum_{i=1}^{n} \text{RMS}(x_i(t)) \leq \beta_d \leq \beta_{d_{\max}}; \quad k_{d_{\min}} \leq k_d \leq k_{d_{\max}}; \quad \eta_{\min} \leq \eta \leq \eta_{\max}
\]

where \( n \) is the number of considered earthquake input signals.

Figure 6 shows the structural performance comparison between the two approaches against the FPT. The second approach is (although not strictly better than the first approach) almost as good and clearly still superior than the FPT. It is in fact more practical than the first approach because, as shown in Table 1, it has only one ISL configuration as in the case of the FPT. Two examples of the displacement response time history of the considered structure are given in Figure 7.

![Figure 6: Normalised root mean square of the structural displacement response, SADE - Eq. 2 and 3](image)

![Figure 7: Examples of time history displacement response of the considered structure subjected to displacement ground motions (a) Kobe (b) Mexico](image)
5 CONCLUSION

This paper presents the optimum design of the TIhD for long-period structures subjected to seismic ground motions. The optimisation method is based on the combined SADE algorithm and the time domain method for the TIhD to obtain the best ISL configuration of the TIhD.

There are two approaches presented in this study. The first approach is to find the minimum RMS value of the structural response for each of the considered earthquakes. Although the results show a superior benefit compared to the fixed point theory, it is however not practical because there is one ISL configuration obtained for one specific earthquake. As a result, there are many ISL configurations obtained depending on the number of the considered earthquake. The second approach is to find the best ISL configuration that gives minimum average RMS value of the structural response for all of the considered earthquakes. The second approach is considered to be a more practical solution and can be directly compared to the fixed point theory.

It has been shown that numerically optimised designs of TIhD can outperform those design using the classical fixed point theory. This is because the numerical method accommodates frequency independency, relying on a recently developed time-domain solution algorithm for hysteretic damping [17]. However this obviously requires a priori knowledge of the seismic excitation. Consequently further work should extend this approach to consider more formal earthquake design methodologies as part of the time-domain optimisation.

6 ACKNOWLEDGEMENT

PD would like to acknowledge the funding support from Indonesia Endowment Fund For Eduction (LPDP).

REFERENCES


RESPONSE CONTROL OF BUILDINGS USING TMDI UNDER WIND AND EARTHQUAKES

Said Elias¹, Rajesh Rupakhety², and Simon Olafsson²

¹ Post PhD Scholar at Earthquake Engineering Research Centre, Faculty of Civil and Environmental Engineering, School of Engineering and Natural Sciences, University of Iceland, Austurvegur 2a, 800 Selfoss, Iceland
e-mail: said@hi.is

² Professor at Earthquake Engineering Research Centre, Faculty of Civil and Environmental Engineering, School of Engineering and Natural Sciences, University of Iceland, Austurvegur 2a, 800 Selfoss, Iceland
{rajesh,simon}@hi.is

Keywords: Earthquake, High-rise building, TMDi, Wind forces

Abstract. The objective of this article is to investigate vibration mitigation technique of a reinforced concrete (RC) building subjected to wind or earthquake ground motion. Numerical analysis of a RC building controlled by inerter tuned mass damper (TMDi) is conducted under independent action of wind forces and earthquake ground motion. The performance of the control devices is evaluated in terms of reduction in response parameters such as floor acceleration and displacements. The results show that vibration mitigation achieved from the TMDi system employed in the RC building varies significantly with the type of excitation. Nevertheless, the TMDi system is found to be more reliable than a TMD system.
# 1 INTRODUCTION

Tall buildings are exposed to natural hazards such as wind and earthquakes during their lifetime. Tuned mass damper (TMD) is commonly recommended for vibration control of tall structures [1-8]. A detailed literature survey is presented by Elias and Matsagar [9]. It is well-established that heavier TMDs are more effective than lighter ones. However, heavier TMDs are not practically efficient as they exert additional loads on the floors they are placed on. Dividing the total mass of the TMD and distributing over different floors is an option to reduce excessive loads on a single floor [10-16]. The other attractive solution is use of inerters combined with a TMD (TMDi) [17-22]. Inerters can generate very large inertial force with very small physical mass. The application of TMD and TMDi on base-isolated (BI) structures have been reported in the literature [23-29]. Such control strategies often consider a single type of hazard, often seismic ground motion or wind action, and studies covering multiple hazards are limited in the literature. Some studies have addressed multi hazard issues in structural vibration control [30-35]. Recently, Elias et al. [36] reported the performance of TMDs in response control of a tall building subjected to wind and earthquakes. They showed that a system designed for earthquakes may not be as effective for wind forces. They also proposed a solution that is optimal considering both the hazards. This study extends the work of Elias et al. [36] to TMDi devices.

# 2 MATHEMATICAL MODELLING

The building considered in this study is a 76-story benchmark building, which is very sensitive to wind [36-38]. Detailed information of the building can be found elsewhere [38]. Figure 1 shows the schematic models of the benchmark building equipped by a) TMD and b) TMDi. The optimum frequency and damping ratio of the TMD is calculated from the formulation given in Sadek et al. [39], whereas the optimal frequency and damping ratio of TMDi is based on formulations given in Giaralis and Petrini [18]. By assuming a mass ($m_1$) for TMD, its stiffness ($k_1$) and damping ($c_1$) are calculated from the optimal frequency of the TMD which is tuned to the first mode of vibration of the building. The physical mass of the TMDi is the same as that of the TMD. The TMDi contains an additional inertial device, an inerter, whose inertance is denoted by $b$. The stiffness ($k_{TMDi}$) and damping ($c_{TMDi}$) are estimated from the optimal tuning frequency. The position of the inerter is varied in different floors to find its optimal location. Many studies report benefits of attaching the inerters to the lower floors, however, a thorough study about the optimal placement of inerters is lacking in the literature. Three different models are created: uncontrolled (NC), controlled with TMD (TMD), and controlled with TMDi (TMDi). The models are subjected to wind and earthquake forces.

# 3 NUMERICAL STUDY

The building in this study has a height of 306.1 m and width of 40 m, and this ratio is 7.6525>5. This confirms that the building is wind sensitive. It is assumed that the building lies in a seismic area and might experience strong ground shaking. Wind forces are by varied by using mean velocity at the top of the building from 14 m/sec to 66 m/sec by an incremental value of 1 m/sec. A set of 100 ground motions used by Saha et al. [40] are used as seismic action.
In this study mass \( m_1 \) is assumed to be 0.0082 times the total mass of the building. The corresponding value of generalized mass used in the formulation of Sadek et al. [39] is 0.01123. The \( b \) value of the inerter is assumed to be 0.3.

### 3.1 Optimal Placement of Inerter

Figures 2 and 3 show the response of the building equipped by a TMDi while subjected to wind and ground motions. The location of inerter is varied from first floor to the top floor under both hazards. Optimal location is identified based on displacement response. Figure 2 shows lower floors are not necessarily the optimal location for the inerter. While the response to wind forces seems relatively independent of the inerter location for low wind velocity, floor 65 seems to be the best location when the wind velocity is high.
Figure 2: Response of the building equipped by a TMDi with inerter connected at different floors under wind forces.
Figure 3: Response of the building equipped by a TMDi, inerter connected at different floors under earthquakes.
Optimal response in terms of interstory is attained by placing the inerter at floor number 63 and. These locations are, however, not optimal for controlling floor acceleration. Selection of the inerter floor for optimal control of floor acceleration results in poor performance in controlling displacement and interstory drift. It therefore seems that the optimal location depends on the response parameter being controlled. In this study, floor number 65 is selected as the best location. Figure 3 shows that the performance of the device is greatly variable depending on the frequency content of ground motion (measured by its dominant period) and the location of the inerter. For a given ground motion, the response is fairly independent of the location of the inerter. However, the optimal location of the inerter is highly dependent on the ground motion. By maximizing the average displacement reduction across all the ground motions, floor 45 is selected as the optimal position in this study. It is, however, important to note that the designer/analyst might choose other criteria for such optimization. Other options such as optimization for the worst-case ground motion, or scenario hazard at a given site might be selected based on the performance requirements of the building. Comparative study between TMD and TMDi

In this section the performance of the TMD and TMDi are compared. Figure 4 shows the response of the NC and building equipped with a TMD and TMDi to winds of different velocities. The peak response corresponding to the largest wind velocity and different locations of the inerters is shown in the inset plots. The response shown in the main plots correspond to the inerter device connected at floor 65. It is observed that the TMDi provide slightly better response reduction that the TMDs. For the largest wind velocity considered here, which is 66 m/s, displacement response at the top of the building is reduced by 32% and 42%, respectively by the TMD and TMDi.

![Figure 4: Response of the NC and building equipped by a TMD and TMDi, inerter connected at different floors under wind forces.](image-url)
In case of earthquakes the response reduction is highly dependent on earthquake ground motion. The plots in the left panel show response reduction as a function of the ratio dominant period of ground motion to the fundamental period of the building. For each ground motion, the maximum reduction achieved by varying the location of the inerter is shown with the grey line while the blue line corresponds to the inerter placed at floor 45. The results show that the maximum reduction is not very different from the reduction obtained by placing the inerter at floor 45. It is also noticed that the TMDi provides very good response reduction while the TMDs are mostly ineffective. It is also interesting to note that the performance of the TMDi is highly dependent on the frequency content of the ground motion. The plots in the right panel of Figure 5 show the variation in response reduction with the location of inerter when subjected to the ground motion against which the TMDi is the most effective. The results show that response reduction is fairly independent of the inerter location up to floor number 55-60, but installing the inerter at higher floors reduces the effectiveness significantly. The overall results show that placement of the inerter is more critical for wind forces than seismic excitation for this building. Some practical issues for connection of inerter is provided by Giaralis and Petrini [18]. However, optimal location of the inerter and the practical difficulties associated in their installation requires further investigation.

4 CONCLUSIONS

The following conclusions can be made from the results presented in this study.

- Lower floors are not necessarily better for the location of inerter devices used to control wind-induced response of tall buildings like the one studied here. The optimal floor for the inerter depends on the response parameter to be controlled, especially when the wind velocity is high. Therefore, optimal location is expected to be structure and excitation dependent.
The performance of TMDi when subjected to ground motion is highly dependent on the frequency content of ground motion. An optimal inerter location for one ground motion might be adverse for another ground motion. In this sense, the optimal location for seismic excitation is more critical than that for wind excitation. However, for a given ground motion, the optimal location is not very variable across the height of the building, as long as it is not near the top of the building. In this respect, optimal location of the inerter needs to consider frequency content of expected ground motion based on the site-specific seismic hazard. As the frequency content of ground motion changes with earthquake magnitude, a performance-based framework seems essential for optimizing TMDi devices for seismic response control.

TMDIs provide much better response control seismic response of this building than TMD.

Optimal parameters and locations of inerters for controlling response to different types of environmental actions might be different, and a more rigorous procedure for multi-hazard scenarios needs to be developed.
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Abstract. This paper investigates the dynamic characteristics and vibration transmission behaviour of harmonically forced oscillators coupled via an inerter-based joint. The inerter is a recently proposed passive mechanical element that can be used for vibration suppression purpose. The coupled oscillators represent simplified models for the dominant modes of engineering structures such as beams and plates, while the inerter-based joint serves as the vibration transmission path between the two subsystems. The effects of the inerter on the level of vibration transmission are examined for enhanced design of suppression devices. The steady-state dynamic responses of the oscillators and vibration power flow between them are derived analytically. Vibration transmission between the two subsystems is evaluated by both the force transmissibility and time-averaged vibration power flow transmission. It is shown that the use of the inerter in the joint can reduce force and vibration power flow transmission over a large band of excitation frequencies. It is found that the addition of the inerter can also introduce anti-resonances in the frequency-response curves and in the curves of the force transmissibility, where the vibration transmission can be suppressed at specific excitation frequencies. It is shown that force transmissibility reduces at low frequencies and tends to an asymptotic value as the excitation frequency decreases. These findings provide a better understanding of the effects of inerters in the joint on vibration transmission and benefit future designs of mechanical joints of coupled structures for vibration mitigation purpose.
1 INTRODUCTION

There has been a growing demand for high performance vibration control devices that change the vibration transmission behaviour of dynamical systems to meet specific requirements [1]. Some work considers the use of metamaterials for vibration suppression purpose [2-6]. Recently, a passive mechanical element, the inerter, which can be used to provide inertial coupling such as to modify the dynamic behaviour was proposed [7]. The forces applied to the two terminals of the inerter are proportional to the relative accelerations of the two ends, i.e., $F_b = b(\ddot{V}_1 - \ddot{V}_2)$, where $F_b$ is the coupling inertial force, $b$ is an intrinsic parameter of the inerter named inertance, $\ddot{V}_1$ and $\ddot{V}_2$ are the accelerations of the two terminals. Since the introduction of the inerter concept, it has been applied to aircraft landing gear shimmy suppression [8], vehicle suspension systems [9] and building vibration control system [10]. Some studies have also been reported on the performance of inerter-based single degree-of-freedom (DOF) vibration isolators [11], dual-stage isolator [12] and nonlinear inerter-based isolator [13].

In many mechanical systems and engineering structures, subsystems are connected via mechanical or structural joints, the design of which is important to reduce vibration transmission between different parts of the integrated system. For the evaluation of vibration transmission level, the force transmissibility and time-averaged vibration power flow quantities may be used. Vibration power flow analysis (PFA) method is a widely accepted tool to characterize the dynamic behaviour of coupled systems and complex structures [14]. Various PFA approaches have been developed to investigate linear vibration control systems. The power flow characteristics of single-DOF inerter-based isolators [11] and two-DOF inerter-based isolators [12] were also investigated. In recent years, this dynamic analysis approach has been developed to investigate vibration power flow in nonlinear vibration isolation systems [15], in oscillators coupled with a nonlinear interface [16], in coupled nonlinear oscillators [17], nonlinear systems with bilinear stiffness and bilinear damping [18] and in impact oscillator systems [19]. It is accordingly beneficial to examine the effects of inerters from a vibration power flow viewpoint for enhanced designs of inerter-based vibration suppression systems.

This paper investigates the influence of introducing the inerter to a mechanical joint on vibration transmission between coupled oscillators. The steady-state response amplitude, force transmissibility and vibration power flow quantities are obtained. The remaining content of the paper is organized as follows. In Section 2, the coupled oscillator system will be briefly introduced and modelled. Then the force transmissibility of the system will be derived in Section 3. The vibration power flow variables and maximum kinetic energies of the system will be formulated in Section 4. Conclusions are drawn in at the end of the paper.

2 THE COUPLING OSCILLATORS MODEL

In this section, the effects of including an inerter in the joint of coupled oscillators on the dynamics and vibration transmission behaviour are investigated. Figure 1 provides a schematic presentation of the model comprising two subsystems coupled with a mechanical joint characterized by an inerter with inertance $b$ and a spring with stiffness coefficient $k_0$. Subsystem one is a single-DOF system consisting of a mass $m_1$ subject to an external harmonic excitation of amplitude $f_0$, with frequency $\omega$, a viscous damper of damping coefficient $c_1$, and a linear spring with stiffness coefficient $k_1$. Subsystem two is another single-DOF system having mass $m_2$, a viscous damper with damping coefficient $c_2$, and a linear spring with stiffness coefficient $k_2$. It is assumed that the masses both move horizontally without frictions and their static equilibrium positions, where $x_1 = x_2 = 0$ and the springs are unstretched, are taking as the reference. The dynamic governing equations of the system could be written as

\[ m_1 \ddot{x}_1 + c_1 \dot{x}_1 + k_1 (x_1 - x_2) + b \ddot{V}_1 = F_b \]

\[ m_2 \ddot{x}_2 + c_2 \dot{x}_2 + k_2 (x_2 - x_1) = 0 \]
\[ m_1\ddot{x}_1 + c_1\dot{x}_1 + k_1x_1 + f_b + k_0(x_1 - x_2) = f_0e^{iot}, \]  
(1a)

\[ m_2\ddot{x}_2 + c_2\dot{x}_2 + k_2x_2 - f_b - k_0(x_1 - x_2) = 0, \]  
(1b)

![Diagram of coupled oscillator with inerter-based joint](image)

where \( f_b = b(\dot{x}_1 - \dot{x}_2) \), \( m_i, c_i \) and \( k_i \) \((i = 1, 2)\) are the masses, damping coefficients and spring stiffness coefficients respectively. \( x_i, \dot{x}_i \) and \( \ddot{x}_i \) \((i = 1, 2)\) represent the displacements, velocities and accelerations respectively. To facilitate later derivations of the response and vibration transmission, the following parameters are introduced

\[
\omega_1 = \sqrt{\frac{k_1}{m_1}}, \quad \omega_2 = \sqrt{\frac{k_2}{m_2}}, \quad \mu = \frac{m_2}{m_1}, \quad l_0 = \frac{m_1g}{k_1}, \quad X_1 = \frac{x_1}{l_0}, \quad X_2 = \frac{x_2}{l_0}, \quad \gamma = \frac{k_2}{k_1}, \quad \delta = \frac{k_0}{k_1},
\]

\[
\xi_1 = \frac{c_1}{2m_1\omega_1}, \quad \xi_2 = \frac{c_2}{2m_2\omega_2}, \quad \lambda = \frac{b}{m_1}, \quad F_0 = \frac{f_0}{k_1l_0}, \quad \Omega = \frac{\omega}{\omega_1}, \quad \tau = \omega_1t,
\]

where \( \omega_1 \) and \( \omega_2 \) are the undamped natural frequencies of the subsystems one and two, \( \mu \) is the mass ratio, \( l_0 \) is the characteristic length, \( X_1 \) and \( X_2 \) are the nondimensional displacements of \( m_1 \) and \( m_2 \), \( \gamma \) is stiffness ratio of the springs, \( \xi_1 \) and \( \xi_2 \) are damping ratios, \( \lambda \) is nondimensional inertance ratio, \( F_0 \) is nondimensional force amplitude, \( \Omega \) is the dimensionless excitation frequency and \( \tau \) is the dimensionless time. Thus, Eq. (1a) and (1b) can be rearranged into the following nondimensional form

\[
X_1'' + 2\xi_1X_1' + X_1 + F_b + \delta(X_1 - X_2) = F_0e^{iot},
\]  
(2a)

\[
X_2'' + 2\xi_2X_2' + X_2 - \frac{1}{\gamma}F_b - \frac{\delta}{\gamma}(X_1 - X_2) = 0,
\]  
(2b)

where \( F_b = \lambda(X_1'' - X_2'') \). By introducing \( X_1 = X_0e^{iot}, X_2 = Y_0e^{iot} \), Eq. (2) can be transformed as

\[
-\Omega^2X_0 + 2\xi_1X_0i\Omega + X_0 + \lambda(\Omega^2Y_0 - \Omega^2X_0) + \delta(X_0 - Y_0) = F_0, \]  
(3a)

\[
-\Omega^2\gamma Y_0 + 2\xi_2\gamma Y_0i\Omega + \gamma Y_0 - \lambda(\Omega^2Y_0 - \Omega^2X_0) - \delta(X_0 - Y_0) = 0. \]  
(3b)

The response amplitudes may be written in the non-dimensional form

\[
Y_0 = \frac{\frac{\delta}{\gamma} - \lambda}{1 + 2\xi_2i\Omega - \Omega^2 - \frac{\delta}{\gamma} + \frac{\delta}{\gamma}}X_0, \]  
(4a)
Figure 2 shows the influence of adding the inerter to the mechanical joint on the the response amplitudes of the oscillator masses. Four different values of inertance ratio with $\lambda = 0, 0.5, 1$ and 2 are selected and the corresponding results are shown by solid, dashed, dash-dot and dotted lines. The other parameters are set as $\xi_1 = \xi_2 = 0.02, \gamma = 1, \delta = 1, F_0 = 1$. In the figure, $X = |X_0|$ and $Y = |Y_0|$, denoting the response amplitudes of masses $m_1$ and $m_2$, respectively. When the inerter is not included in the joint, two resonant peaks are observed in each curve of $X$ and $Y$, one of which moves to the lower frequency range with the increase of inertance ratio $\lambda$. However, the other peak remains at the same frequency when the inertance ratio $\lambda$ changes. The anti-peak in Figure 2(a) also moves to low frequency range with the increase of inertance ratio $\lambda$. When $\lambda = 1$, two peaks in Figure 2(a) become close with an anti-peak at $\Omega \approx 1$, which indicates the benefit of using inerter for vibration suppression at high frequencies. In Figure 2(b), the addition of inerter introduces an anti-peak in each curve, which can be used to reduce vibration level of mass $m_2$ at a prescribed excitation frequency.

**3 FORCE TRANSMISSIBILITY**

The force transmissibility has been widely used to evaluate the level of vibration transmission between different subsystems of an integrated structure. It is used here to assess the performance of inerter-based mechanical joint in reducing the force transmission. For the current system, the force transmitted to the second mass can be expressed as

$$F_t = F_b + \delta (X_1 - X_2) = \lambda (X_1' - X_2') + \delta (X_1 - X_2) = F_{t0}e^{j\Omega t}.$$  

(5)

As the force transmissibility is defined as the ratio between the amplitude of the transmitted force and that of the external force, we have

$$TR = \frac{F_t}{F_0} = \frac{\delta - \lambda \Omega^2}{F_0} (X_0 - Y_0).$$  

(6)

Figure 3 shows the force transmissibility characteristics of the system with parameters set as $\xi_1 = \xi_2 = 0.02, \gamma = \delta = F_0 = 1$. The figure shows that the use of inerter introduces an anti-peak in each curve, which moves to lower frequency range with the increase of the inertance ratio $\lambda$. Figure 3 shows that with the use of inerter in the joint, the force transmissibility $TR$...
remains smaller than 1 in a large range of excitation frequencies. This characteristic can be used to reduce the transmitted force at low excitation frequencies.

Figure 3: Force transmissibility between oscillators coupled with an inerter-based joint ($\xi_1 = \xi_2 = 0.02, \gamma = \delta = F_0 = 1$).

4 VIBRATION POWER FLOW ANALYSIS

In this section, the vibration transmission behaviour of the inerter-based coupled oscillator system is examined from the perspective of vibration power and energy. The non-dimensional instantaneous input power of the system is the product of the excitation force and the corresponding velocity of the mass

$$P_{in} = F_0 e^{i\omega t} X'_1, \quad (7)$$

where $X'_1$ is the non-dimensional velocity of the mass $m_1$, which can be expressed as

$$X'_1 = i\Omega X_0 e^{i\omega t}. \quad (8)$$

Thus, the non-dimensional steady-state time-averaged input power over an excitation cycle is

$$\bar{P}_{in} = \frac{1}{T} \int_{T_0}^{T_0 + T} P_{in} \, dt = \frac{i}{2} \text{Re}\{F_0 \ast X_0 i\Omega\}, \quad (9)$$

where Re indicates the real part of a complex value and $\ast$ denotes the complex conjugate. Based on Eq. (4b), the input power for the system can be expressed as

$$\bar{P}_{in} = \frac{1}{2} |F_0|^2 \text{Re}\left\{\frac{i\Omega}{1 + 2\xi\omega - \omega^2 - \frac{\omega^2}{\omega^2 + \frac{\Omega^2 - \delta}{\Omega^2 + \delta}}}ight\} \quad (10)$$

The corresponding time-averaged transmitted power $\bar{P}_t$ to mass $m_2$ is

$$\bar{P}_t = \frac{1}{T} \int_{T_0}^{T_0 + T} P_t \, dt = \frac{1}{2} \text{Re}\{F_{t0} \ast Y_0 i\Omega\}, \quad (11)$$

The power transmission ratio $R_t$ to mass $m_2$ may be defined as the ratio between the time-averaged transmitted power $\bar{P}_t$ and the time-averaged input power $\bar{P}_{in}$

$$R_t = \frac{\bar{P}_t}{\bar{P}_{in}}. \quad (12)$$

As the velocity amplitude of mass $m_1$ in the steady-state motion is $X\Omega$, the non-dimensional maximum kinetic energy of mass $m_1$ in the steady-state motion is
Based on those formulas, Figure 4 investigates the effects of introducing an inerter-based coupled oscillator on the power flow behaviour. The system parameter values are set as $\xi_1 = \xi_2 = 0.02, \gamma = \delta = R = 1$, the same as those used in Figure 2. Two peaks can be observed in each curve of $P_{in}$ and $P_t$, Figure 4(a) shows that the use of inerter moves the second peak of $P_{in}$ to the low-frequency range with the increase of inertance ratio $\lambda$, but corresponding peak value changes little. The first peak frequency and value of $P_{in}$ remain almost the same despite of the variations of the inertance ratio $\lambda$. The effect of inerter on the time-averaged input power $P_{in}$ is relatively small at low and high excitation frequencies. Figure 4(b) shows that the addition of inerter introduces an anti-peak in the curve of time-averaged transmitted power $P_t$. The first peak in $P_t$ is little affected by the changes of $\lambda$. The second peak of $P_t$ moves to low frequency range with the increase of inertance ratio $\lambda$, but the corresponding peak value remains almost the same. Figure 4(c) plots the variations of the maximum kinetic energy of mass $m_1$. It shows that for the mechanical joint with inerter, the anti-peak as well as the second peak in the curve without inerter move to the low-frequency range. When $\lambda = 1$, two peaks and one anti-peak merge together as one peak with a higher peak value. This indicates the system in this case is beneficial at high frequencies. The effect of the inerter is little when the frequency is low.

$$K_{max} = \frac{1}{2} X^2 \Omega^2.$$  \hspace{1cm} (13)

Figure 4: Power flow behaviour of oscillators coupled with an inerter. (a) Time-averaged input power (b) time-averaged transmitted power (c) maximum kinetic energy and (d) power transmission ratio
Figure 4(d) illustrates the influence of inerter in the joint on vibration transmission in terms of the power transmission ratio $R_t$. An anti-peak is introduced in the curve of $R_t$, and the peak of the curve moves to the low-frequency range with the increase of inertance ratio $\lambda$. When $\lambda = 1$, there is a local minimum point. This characteristic shows the benefits of adding the inerter to the joint at specific excitation frequencies. When $\Omega$ is small, the effect of inerter is little, and there is an increase of power transmission ratio $R_t$ with the increase of inertance ratio $\lambda$ in high frequency range.

5 CONCLUSIONS

The dynamics and performance of an inerter-based mechanical joint between coupled oscillators were investigated in this paper. The force transmissibility and vibration power flow characteristics of the system were examined to evaluate the effects of the inclusion of inerter on the suppression of vibration transmission. It was shown that a larger inertance value leads to a shift of response peaks of the two masses to the low-frequency range. Adding the inerter to the joint results in increases in the force transmission at high excitation frequencies but less time-averaged input power and lower maximum kinetic energy of one of the subsystems. It was found that the inclusion of inerters can provide benefits to vibration mitigation by creating a large frequency band where the force transmissibility and power transmission ratio are relatively low. By properly setting the inertance value, anti-peaks may be created in curves of force transmissibility and power transmission ratio so that their values can be substantially reduced. Based on this property, vibration transmission between the two coupled oscillators can be greatly suppressed at pre-determined excitation frequencies. Asymptotic behaviour of force transmission and power transmission was found when the excitation frequency extends to high frequencies.
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Abstract. Recent studies on seismic control of rocking structures have proposed the use of inerter devices that develop resisting forces proportional to the relative acceleration between their terminals. Analytical analyses have shown that these devices effectively reduce the frequency parameter of a rocking block resulting in lower seismic demands and enhanced stability due to the well-known size effect of the rocking behaviour. As with most of such strategies, the efficiency of the inerter has been assessed for perfectly rigid bodies in the first place. However, in real practical applications, rocking structures will exhibit some degree of flexibility. Moreover, some of the underlying assumptions of the analytical models used to study rigid bodies imply that the structures are slender, and therefore more likely to deform during the rocking motion. In this paper, the dynamic response of multi-mass flexible rocking bodies equipped with inerter is examined. Firstly, a numerical model is formulated and implemented in OpenSees. This model is then validated against analytical analyses of single-mass flexible structures. Subsequently, the responses of buildings ranging from 3 to 9 stories are studied and compared in terms of elastic deformations, base rotations and floor accelerations. The effect of increasing levels of flexibility in the efficiency of the inerter is also assessed.
1 INTRODUCTION

The uplifting and rocking of free-standing structures can significantly reduce the seismic shear and moment demands at their base [1]. During the last decades, this concept has been widely studied and applied to the protection of earthquake resistant structures [2, 3]. While allowing the base to rock can help to control structural damage by reducing deformations, previous studies suggest that it can also induce higher inter-storey drifts that may be associated with unacceptable non-structural damage [4].

Seismic control systems for rocking structures have been mainly oriented to the protection of museum artefacts and non-structural equipment. Early strategies were based on simple measures, such as lowering the centre of mass or anchoring the object to a fixed support, and are usually not practical [5]. On the other hand, traditional strategies used in building structures, such as base isolation, have been shown not to be effective for a wide range of rocking structures [6]. In this context, recent studies have proposed the use of inerters, mechanical devices that develop resisting forces proportional to the relative acceleration between their terminals. This strategy effectively reduces the frequency parameter of a rocking block leading to lower seismic demands and enhanced stability due to the well-known size effect of the rocking behaviour [7].

As with most of such strategies, the efficiency of the inerter has only been assessed for perfectly rigid bodies. However, in real building applications, rocking structures will exhibit some degree of flexibility. Moreover, some of the underlying assumptions of the analytical models used to study rigid bodies imply that the structures are slender, and therefore more likely to deform during the rocking motion.

In this paper, the dynamic response of multi-mass flexible rocking bodies equipped with inerters is studied considering configurations representative of real building structures. Firstly, a numerical model for the rocking structure-inerter system is formulated and implemented in OpenSees [8]. This model is then validated against analytical responses of single-mass flexible structures. Subsequently, the dynamic response of three buildings ranging from 2 to 9 stories subjected to acceleration pulses is studied and compared in terms of elastic deformations, base rotations and floor accelerations. The effect of increasing levels of flexibility on the efficiency of the protective system is also assessed.

2 DEFINITION OF THE NUMERICAL MODELS

2.1 Model parameters

The dynamic response of multi-mass rocking structures equipped with inerters can be studied considering the system illustrated in Figure 1a. In this model, the rocking body is represented by \( n \) lumped masses, \( m_i \), connected by elastic beam-column elements of flexural stiffness \( EI_i \), and supported by a rigid base allowed to uplift. Two degrees of freedom per level are considered, namely, lateral displacement and rotation. The geometry of the structure is characterized by the radial distance between the pivot points and the masses, \( R_i \), and the corresponding slenderness, \( \alpha_i \). Accordingly, the frequency parameter of the multi-mass structure can be defined as [9]:

\[
p_n = \sqrt{\frac{1^t [M] H g}{J_p}}
\]

where \([M]\) corresponds to the mass matrix, \( H \) to the heights vector and \( J_p \) is the rotational
inertia of the system obtained as:

$$J_p = R^t [M] R$$

(2)

where $R$ is the radial distances vector. Finally, a grounded inerter of inertance $m_{r,1}$ is connected to the horizontal displacement of the first level mass. The apparent mass ratio is defined as $\sigma = m_r / \sum_{n=1}^{n_{levels}} m_i$.

Figure 1: Schematic diagram of the numerical model of the rocking structure-inerter system.

2.2 Numerical model of the rocking structure

The modelling strategy adopted in this study is based on the finite element model for flexible rocking structures proposed by Vassiliou et al. [10]. The model, illustrated in Figure 1b, consists of 3 components: The deformable body, the rocking surface and the underlying soil. Linear-elastic beam-column elements are used to represent the flexible structure, whereas a zero-length element with 2048 sectional fibres is considered for the rocking surface. A non-dissipative compression-only material is assigned to the rocking section, so the system is free to rotate about the pivot points. Unless otherwise stated, the stiffness of the fibres is set at very high values in order to represent a rigid rocking surface. Energy loss during impact is incorporated by taking into account the energy radiated into the underlying ground. Accordingly, the soil underneath the rigid foundation is represented by a set of vertical, horizontal and rotational springs and dashpots whose mechanical properties are determined according to machine vibration theory [11]:

$$K = k K_{st}$$

$$C = c K_{st} \frac{R_f}{V_s}$$

with

$$K_{st,v} = \frac{4 \rho V_s^2 R_f}{1 - \nu}$$

$$K_{st,h} = \frac{8 \rho V_s^2 R_f}{2 - \nu}$$

$$K_{st,r} = \frac{8 \rho V_s^2 R_f^3}{3(1 - \nu)}$$

(4)
where $K_{st}$ is the static stiffness, $\rho$, $\nu$ and $V_s$ are the density, Poisson’s ratio and shear wave velocity of the supporting soil, $k$ and $c$ are dynamic amplification factors given in [11], and $R_f$ is the foundation’s radius. The values of the dynamic amplification factors $k_v = k_h = k_r = 1$, $c_v = 0.75$, $c_h = 0.6$ and $c_r = 0$ are obtained considering a stiff soil of $V_s = 1000 \text{[m/s]}$, $\rho = 2 \text{[ton/m}^3\text{]}$ and $\nu = 0.3$. The foundation, on the other hand, is assumed to be circular with a radius of $R_f = 2B$.

### 2.2.1 Energy dissipation in the deformable structure

Several analytical and experimental studies have suggested that the addition of viscous damping to rocking models may lead to a significant overestimation of the energy dissipated in the uplifted state [1, 12, 13]. In order to address this shortcoming, a variable damping ratio is introduced to the model presented in the previous section. Inherent structural damping during the full contact phase is modelled using Rayleigh’s classical damping, assigning a prescribed damping ratio, $\xi_{fc}$, to the first and third vibration modes of the fixed base structure [14]. Once the base uplifts, the analysis is halted and the damping ratio is adjusted before continuing, so that the resultant uplifted damping agrees with experimental observations [13]. The effect of considering different levels of uplifted damping ratios in single-mass rocking oscillators is illustrated in Figure 2. For the first structure (black line), a constant damping ratio of $\xi_{fc} = \xi_{up} = 0.01$ is considered. In the second case (red line), the uplifted damping ratio is modified as outlined above so that the resultant damping corresponds to that of a 1% damped oscillator. In the final case (blue line), no damping is considered during the rocking phase (numerically very small).

![Figure 2: Response of a single-mass rocking structure of $\omega_n/p = 5$, $\alpha = 0.1$, and different values of damping ratio, subjected to a single Ricker pulse of $\omega_g/p = 5$ and $a_g = 1.5 g \tan \alpha$.](image-url)
The results presented in Figure 2 confirm that the use of a constant damping ratio (black line) results in significantly higher dissipative forces which quickly attenuate the oscillations in the uplifted state. This, in turn, leads to a smoother and slightly lower rotation response, as it can be observed in the detailed view of Figure 2b. On the other hand, the difference between the maximum responses of the small damping ($\xi_{up} = 0.01 B/R_0$) and no damping cases ($\xi_{up} = 0$) is not significant. Consequently, a conservative assumption of no damping during the rocking phase is adopted in this study, unless otherwise stated.

### 2.2.2 Validation of the structural model

The structural model described in the previous section is implemented in the open-source finite element framework OpenSees [8] and validated against experimental data published in [13]. Based on this experimental evidence, a variable damping ratio is consider for the models, so that the resultant uplifted damping matches the one of the full contact phase (red line case in Figure 2). Four single-mass rocking oscillators of natural frequencies ranging from 1[Hz] to 4[Hz] are selected for the validation process. The properties of the structures are summarized in Table 1. For further details about the specimens and the experimental program, the reader is referred to [13].

<table>
<thead>
<tr>
<th>Specimen</th>
<th>$f_{fix}$ [Hz]</th>
<th>$\xi$ [%]</th>
<th>$\alpha$ [rad]</th>
<th>$p$ [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Hz Long Base</td>
<td>0.94</td>
<td>0.26</td>
<td>0.159</td>
<td>3.22</td>
</tr>
<tr>
<td>2 Hz Long Base</td>
<td>2.07</td>
<td>0.28</td>
<td>0.160</td>
<td>3.23</td>
</tr>
<tr>
<td>3 Hz Short Base</td>
<td>3.12</td>
<td>0.35</td>
<td>0.081</td>
<td>3.25</td>
</tr>
<tr>
<td>4 Hz Long Base</td>
<td>3.84</td>
<td>1.32</td>
<td>0.081</td>
<td>3.24</td>
</tr>
</tbody>
</table>

Table 1: Description of the single-mass rocking specimens selected for the validation process (Truniger et al. [13]).

Figure 3 compares the predicted and measured rotation and elastic deformation responses of the specimens when subjected to single-pulse ground motions. One of the main difficulties in the prediction of rocking time history responses is related to the fact that small errors in the rotation amplitude lead to accumulative errors in the phase. This situation can be clearly observed in the 1[Hz], 2[Hz] and 4[Hz] specimens. Nevertheless, very good agreement is observed in the amplitude of the base rotation for the whole range of flexibilities under consideration. On the other hand, accurate predictions of the maximum elastic deformation response are also obtained for the more flexible oscillators, however, results show that the numerical model tends to overestimate the deformation as the structures become more rigid.
Figure 3: Comparison of the OpenSees numerical model with experimental results from Truniger et al. [13]
2.3 Numerical model of the inerter

In this section, a numerical model for the inerter is presented and validated against theoretical results. The proposed model, schematized in Figure 4, consists of two nodes connected through a rigid link, and an angular mass, $J$, assigned to the rotational degree of freedom of the system.

![Figure 4: Schematic diagram of the numerical model of the inerter](image)

The relative lateral displacement between the nodes is transformed into a rotation in Node 1 through a rigid link. Since a linear geometric transformation is considered for the link element, the relative displacement and rotation of the system are related according to:

$$d_r = d_{2,1}(t) - d_{1,1}(t) = -\rho \theta$$  \hspace{1cm} (5)

The force couple required to impose this relative displacement, $F_R(t)$, can then be obtained evaluating the rotational equilibrium about Node 1:

$$F_R(t) = \frac{J \ddot{d}_r(t)}{\rho^2} = m_r \ddot{d}_r(t)$$  \hspace{1cm} (6)

Therefore the reactive force developed by the model is proportional to the horizontal relative acceleration between Node 1 and Node 2. The parameters of the model, $J$ and $\rho$, are then defined in terms of the inertance, $m_r$, according to Equation 6.

When the structure-inerter system is subjected to a ground excitation, part of the energy is transferred to the inerter and accumulated as angular momentum. As the translating mass of the structure tends to move slower, the rotating flywheels might drive the mass and induce undesirable deformations. Makris et al. [15] proposed the use of a clutch mechanism in order to ensure the system can only resist the motion of the structure. As a clutch-inerter device can only oppose one sense of motion, a parallel pair of inerters is necessary for this configuration. Additionally, a dissipative mechanism is needed to decelerate the flywheels once disengaged. The sequential engagement of the two parallel inerters that can only resist the motion is modelled redefining the rotational mass, $J$, after each time step according to:

$$F_R(t) = \begin{cases} m_r \ddot{d}_r, & \left[ \frac{\dot{d}_r}{d_r} \right] > 0 \\ 0, & \left[ \frac{\dot{d}_r}{d_r} \right] < 0 \end{cases}$$  \hspace{1cm} (7)
2.3.1 Validation of the inerter model

The proposed numerical model was implemented in OpenSees [8] and validated against the analytical model developed by Makris et al [15]. The responses obtained with the numerical model and the corresponding solution of the equation of motion for a SDOF structure of period $T = 1 \text{s}$ and $\sigma = 0.5$, subjected to a single sinusoidal pulse, are presented in Figure 5.

![Comparison graphs](image)

(a) Displacement response.

(b) Velocity response.

(c) Absolute acceleration response.

Figure 5: Comparison of the inerter numerical model and the solution of the equation of motion for a SDOF structure equipped with inerter of $\sigma = 0.5$, subjected to a single sine pulse of $T_0/T_g = 2$ and acceleration amplitude $a_g = 0.5[g]$.

2.4 Validation of the rocking structure-inerter model

As a final validation, the numerical models described in the previous sections are combined and compared with the analytical model for single-mass rocking structures equipped with inerter developed by Thiers-Moggia and Málaga-Chuquitaype [4]. This formulation, referred as VVEL, considers large rotations for the base and small deformations for the oscillator. The
numerical model, on the other hand, considers a corotational transformation for the rocking body. In order to make both formulations comparable, the natural frequency of the OpenSees model is obtained considering P-Δ effects in the lateral stiffness of the system.

\[ \omega_{n,OS} = \sqrt{\frac{3EI/h^3 - N/h}{m}} \]  

(8)

Figure 6 compares the responses obtained for three structures of different levels of flexibilities and apparent mass ratios, subjected to single Ricker pulses of frequency \( \omega_g \) and acceleration amplitude \( a_g \).

(a) \( \omega_n/p = 10, \omega_g/p = 5, a_g = 1.5g \tan \alpha, \alpha = 0.1, \xi_{fc} = 0.01, \xi_{up} = 0.01 B/R_0 \) and \( \sigma = 1 \).

(b) \( \omega_n/p = 5, \omega_g/p = 5, a_g = 1.5g \tan \alpha, \alpha = 0.1, \xi_{fc} = 0.01, \xi_{up} = 0.01 B/R_0 \) and \( \sigma = 0.5 \).

(c) \( \omega_n/p = 2, \omega_g/p = 3, a_g = 1.5g \tan \alpha, \alpha = 0.1, \xi_{fc} = 0.01, \xi_{up} = 0.01 B/R_0 \) and \( \sigma = 0.5 \).

Figure 6: Comparison of the OpenSees numerical model and VVEL analytical model for rocking structures equipped with single inerters.

Excellent agreement between the two models is observed for the stiffer structures. However, small differences emerge in the amplitude of the rotation and elastic deformation responses as the oscillators become more flexible. This difference is partially explained by the variation of
the axial load, \( N \), during the rocking motion which alters the lateral stiffness of the oscillator in the numerical model, an effect that becomes more significant in more flexible structures.

3 RESPONSE UNDER PULSE GROUND MOTIONS

Assuming a uniform distribution of stiffness and masses along the height of the structure, the rotation and deformation responses of the system shown in Figure 1a are a function of 10 parameters involving three fundamental dimensions:

\[
[\theta, \xi] = \phi \left( EI, m, m_r, \xi, n_{\text{levels}}, \alpha_{cg}, R_{cg}, \omega_g, a_g, g, t \right)
\]  

(9)

where \( \alpha_{cg} \) and \( R_{cg} \) are the slenderness and radial distance of the centre of gravity, and \( \omega_g \) and \( a_g \) are the excitation’s frequency and acceleration amplitude, respectively. According to Vaschy-Buckingham’s \( \Pi \)-theorem [16, 17], the response of the system can be described by \( 10 - 3 = 7 \) dimensionless parameters:

\[
\left[ \frac{\theta}{\alpha_{cg}}, \frac{\xi}{\omega_{n1}^2 g \tan \alpha_{cg}} \right] = \phi \left( \frac{\omega_{n1}}{p_n}, \sigma, \xi, n_{\text{levels}}, \alpha_{cg}, \frac{\omega_g}{p_n}, \frac{a_g}{g \tan \alpha_{cg}}, p_n t \right)
\]

(10)

where \( \omega_{n1} \) is the first frequency of the MDOF oscillator, and \( \omega_{n1}^2/g \tan \alpha_{cg} \) represents the critical displacement of an equivalent SDOF oscillator of frequency \( \omega_{n1} \) and slenderness \( \alpha_{cg} \). Figure 7 compares the dimensionless response of a 3-storey rocking structure of \( \omega_{n1}/p_n = 35 \), \( \alpha_{cg} = 0.165 \), \( \xi = 0.01 \) and \( a_g = 2\ g \tan \alpha_{cg} \) with and without inerters.

Figure 7: Response of a 3-storey rocking structure of \( \omega_{n1}/p_n = 35 \), \( \omega_g/p_n = 10 \), \( \alpha_{cg} = 0.165 \), \( \xi = 0.01 \) and \( a_g = 2\ g \tan \alpha_{cg} \) with and without inerters.
While the inclusion of the inerter considerably reduced the maximum base rotation, little effect is observed on the amplitude of the elastic deformations. This observation agrees with conclusions obtained in previous studies involving single-mass rocking oscillators [4]. Importantly, the introduction of the clutch significantly improves the efficiency of the inerter in reducing the rotation response. The effect of the clutch can be better examined by inspecting the total energy of the structure-inerter system, given by:

$$E_T = \frac{1}{2} \sum_{n=1}^{n_{\text{levels}}} m(\dot{x}_i^2 + \dot{y}_i^2) + \sum_{n=1}^{n_{\text{levels}}} mg(y_i - h_i) + \int_0^H \frac{M(y)^2}{2EI} dy + \frac{1}{2} m_r \dot{x}_r^2$$  (11)

where $\dot{x}_i$ and $\dot{y}_i$ are the horizontal and vertical velocities of the mass at the $i$th-level, and $M(y)$ corresponds to the bending moment at a height equal to $y$. Figure 8 shows the total energy of the same structure with different configurations of inerter devices normalized by $E_{\text{ref}} = mgR_{cg}(1 - \cos\alpha_{cg})$, where $E_{\text{ref}}$ represents the difference in potential energy of a rigid rocking structure between its unstable ($\theta = \alpha_{cg}$) and stable ($\theta = 0$) equilibrium positions. Impact in each case is indicated with a solid circle.

![Figure 8: Total Energy of the structure-inerter systems.](image_url)

It is clear from Figure 8 that the inclusion of the inerter limits the total energy absorbed by the system, while at the same time it reduces the amount of energy dissipated during each impact. This results in the lower peak rotation observed in Figure 7, with similar amplitudes in the later cycles of the rocking response. Such increase in the restitution coefficient is also predicted by conservation of moment of angular momentum equations [7].

Part of the total energy absorbed by the system is stored in the inerter device, as shown in the close-up view of Figure 9a. As the structure rocks and oscillates this energy is transferred back and forth, with the inerter alternately opposing and driving the motion. When the clutch is introduced, the inerter disengages from the structure and the energy stored in it is not transferred back to the oscillator. Assuming that the disconnected inerter is then able to dissipate this energy, every engagement-disengagement cycle removes energy from the structural system, increasing the speed at which the rotation and deformation responses are attenuated. Experimental analyses conducted by Málaga-Chuquitaype et al. [18] suggest that friction within the inerter can effectively dissipate part of the energy, while other researchers have suggested the addition of viscous fluids [15, 19]. This behaviour is illustrated in Figure 9b, where the engagement and disengagement of the inerter is indicated with blue and white backgrounds respectively.
3.1 Response spectra

This section examines the response of multi-mass rocking structures equipped with inerters under a wider range of Ricker pulse ground motions. Figure 10, 11 and 12 summarize the response of a set of 3, 5 and 9-storey structures representative of walled buildings of $2B = 2 \text{[m]}$ by $H = 9 \text{[m]}$, $2B = 3 \text{[m]}$ by $H = 15 \text{[m]}$ and $2B = 3 \text{[m]}$ by $H = 27 \text{[m]}$, respectively.

![Diagram](image1)

(a) Base rotation.  
(b) Elastic deformation

![Diagram](image2)

(c) Drift  
(d) Floor acceleration

Figure 10: Response of a 3-storey rocking structure of $\omega_{n1}/p_n = 35$, $\alpha_{cg} = 0.165$, $\xi = 0.01$, with and without inerters, under Ricker pulses of $a_g = 2 \text{[g]} \tan \alpha_{cg}$. 
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Figure 11: Response of a 5-storey rocking structure of $\omega_{n1}/p_n = 25$, $\alpha_{cg} = 0.12$, $\xi = 0.01$, with and without inerters, under Ricker pulses of $a_g = 2 \, g \tan \alpha_{cg}$.

Figure 12: Response of a 9-storey rocking structure of $\omega_{n1}/p_n = 20$, $\alpha_{cg} = 0.1$, $\xi = 0.01$, with and without inerters, under Ricker pulses of $a_g = 2 \, g \tan \alpha_{cg}$.
In all three cases, the addition of the inerter has very little effect on the rotation and elastic deformation responses for high frequency excitations ($\omega_n/\omega_g < 1$). As the duration of the pulses increases, the rotation demands grow and the effect of the inerter becomes more significant, reaching reductions between 15% and 20% for $\omega_n/\omega_g = 4$. Although this improvement happens at the expense of inducing slightly higher elastic deformations, this drawback does not translate into higher drifts, since the total lateral deformation is mainly controlled by the base rotation. On the other hand, the introduction of the clutch significantly improves the performance of the inerter, reducing also the elastic deformation response for the cases where uplift and rocking occurs. It is also important to note that, as the structure becomes taller, higher levels of inertances are required to obtain similar levels of response suppression. However, the actual mass of the inerter can be reduced thousands of times using amplification mechanisms such as ball-screws [20] or gear systems [21].

The maximum acceleration response in rocking structures is often controlled by impact forces. When a rigid elastic rocking surface is considered, these forces can cause significant spikes in the acceleration history. This behaviour can be clearly identified in Figure 10d, 11d and 12d, where considerably higher acceleration amplification ratios are registered once the rocking motion is triggered ($\omega_n/\omega_g > 0.65$). The inclusion of the inerter consistently reduces these spikes, with further improvements when the clutch is added. Nevertheless, in very limited cases the protected structures may experience peak accelerations of slightly higher magnitude.

A sensitivity analysis is carried out in order to evaluate the effect of the rocking surface stiffness on the peak floor accelerations and the efficiency of the inerter in reducing them. Four stiffness values are considered: Rigid (10[10][GPa]), Steel (200[GPa]), Concrete (25[GPa]) and Timber (10[GPa]), while a depth of 0.3[m] is assumed for the rocking element.

![Graphs showing the effect of rocking base stiffness on peak floor accelerations](image)

Figure 13: Effect of the rocking base stiffness on the peak floor accelerations in a 3-storey building of $\omega_n/p_n = 35$, $\alpha_{cg} = 0.12$, $\xi = 0.01$ and $a_g = 2g \tan \alpha_{cg}$ with and without inerters (dashed and continue lines respectively).

The results summarized in Figure 13 show that more rigid rocking surfaces are associated to larger floor accelerations. On the other hand, the efficiency of the inerter in reducing peak floor accelerations is not significantly affected by the flexibility of the rocking surface.

4 CONCLUSIONS

This paper investigated the alternative of using inerters to improve the seismic response of multi-mass rocking structures. Firstly, the numerical model proposed by Vassiliou et al. [10] was modified in order to account for experimental evidence related to the energy dissipated by
the rocking oscillator during the uplifted phase. Additionally, the study presented a numerical strategy to represent the inerter in finite element frameworks, such as OpenSees. The model of the full structure-inerter system was then validated against an analytical model of a single-mass rocking oscillator. Both formulations showed very good agreement for different levels of flexibility and excitation frequencies.

The proposed model was subsequently used to assess the dynamic response of a set of 3, 5 and 9-level structures subjected to analytical pulse excitations. Two inerter configurations were considered: a single inerter connected to the first level diaphragm, and a pair of clutched inerters that can only oppose the motion of the mass. The analyses showed that the inerter increasingly reduces the amplitude of the base rotation as the demands grow, with very little effect for high frequency excitations. Although this improvement happened at the expense of inducing slightly higher elastic deformations, this was not reflected on the total drift, as the lateral deformation of the system is mainly controlled by the base rotation. On the other hand, the introduction of the clutch consistently reduced both the rotation and elastic deformations demands. It was shown that this improvement is caused by the disengagement of the inerter which prevents the transference of the energy stored in it back into the structure. Finally, a sensitivity analysis was conducted in order to examine the influence of the rocking surface stiffness on the acceleration demands. The analyses showed that the efficiency of the inerter in reducing floor accelerations is not affected by the level of flexibility of the rocking interface.
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Abstract. This study investigates the effects of parasitic mass on the performance of inerter-based dynamic vibration absorbers (IDVAs). IDVAs have been increasingly employed to suppress vibrations in applications of civil engineering structures and vehicle suspension systems. While the masses of the components in a traditional dynamic vibration absorber can be easily compensated for due to its simple layout, the masses of the components in an IDVA can act as parasitic mass and might affect the performance of IDVAs. This can lead to the loss of benefits which is provided by the IDVAs. The negative effect of a parasitic mass in an IDVA can be observed in applications which have smaller inertance values. In such cases, it is important to consider masses of the components while selecting optimal parameters to maximize the performance improvement which can be obtained by an IDVA. In this study, a milling operation is modelled and its machining stability is increased by utilizing an IDVA. The negative effect of a parasitic mass on the performance is shown, and the performance improvement is regained by considering the parasitic mass in the tuning strategy.
INTRODUCTION

Tuned mass dampers (TMDs) have been successfully employed to suppress vibration since the concept was introduced by Frahm [1] in the early 20th century. The device which was proposed by Frahm, the so-called dynamic vibration absorber (DVA), consists of an auxiliary mass and a spring. It targets the natural frequency of the system that is required to be controlled. Although it can successfully suppress vibrations at the resonance frequency, it allows high amplitude vibrations near the resonance frequency. This drawback of the DVA was modified by adding a viscous damper in the work of Den Hartog [2]. The resulting tuned mass damper (TMD) has the capability to suppress vibration at a wider range of frequencies. The tuning methodology was also developed by Den Hartog [2] using the fixed-points-theory.

To increase the performance of the TMD, a relative-acceleration-dependent-inertial element in conjunction with a spring and a damper, was studied by Kuroda [3]. This concept was analysed by many authors, for example Saito [4] investigated how it could be used to control seismic response of the structures. Similarly, the inerter, which was first introduced by Smith [5] by using the force-current analogy between mechanical and electrical networks, applies forces proportional to the relative acceleration between the two terminals. There are three types of inerter which have been mostly studied in the literature: the ball-screw inerter [6], the rack and pinion inerter [5, 6], and the fluid inerter [7]. Recently, the frictionless mechanical inerter that consists of a disc as flywheel and the living-hinges was presented to eliminate the friction that is caused by gears or ball-screw interaction [8]. Inerter-based vibration absorbers have been studied to improve the vibration performance of the system in vehicle suspensions [9, 10], civil engineering applications [11, 12, 13], landing-gear systems [14] and machining applications [15, 16].

Tuning parameters of the components of the inerter-based device plays an important role in the their vibration suppression performance. Lazar et al. [11] proposed a tuning strategy based on Den Hartog’s fixed-points-theory for a tuned inerter damper (TID). Hu and Chen [17] used a direct search method to obtain design parameters of inerter-based dynamic vibration absorbers (IDVAs) for $H_2$ and $H_\infty$ optimisations. Shen et al. [18] utilized a genetic algorithm to find the optimal parameters for the vibration suppression of the vehicle body controlled by an IDVA. Barredo et al. [19] presented an analytical methodology to obtain close-form solutions of three inerter-based configurations for an undamped primary system. Generally, the mass of the inerter is neglected in the mathematical model of the system during the process of finding the optimal parameters. This is because the inertance value of the inerter is generally very large compared to the mass of the inerter. However, for instance, the optimal inertance value for a small-primary-mass application can be small so that the mass of the inerter cannot be constructed small enough to neglect. In such cases, the mass of the inerter can act as a parasitic mass and lower the vibration suppression performance of the system being controlled.

This study investigates the effect of the parasitic mass caused by the mass of the components of the inerter. The novelty is that this parasitic mass is considered in the mathematical model and included in the evaluation of the performance of an IDVA. The effect of the parasitic mass is shown with two scenarios: the vibration suppression of a structure and the chatter stability of a milling operation. The effects of the parasitic mass are evaluated in the discussion section and finally the conclusions are presented.
2 PARASITIC MASS DUE TO AN INERTER

The inerter is a mechanical device which generates equal and opposite inertial forces proportional to the relative acceleration applied at the two nodes [5]. An ideal inerter can be represented as shown in Figure 1(a) and the schematic view of a physical realisation of the inerter [8] can be seen in Figure 1(b). The inerter in Figure 1(b) consists of a disc, which is the flywheel, in the middle and two legs that are the nodes of the inerter. The connections between the legs and the flywheel can be established by living-hinges to eliminate the friction and the backlash or by simple pin joints. The inertance of the inerter can be calculated as [8]

\[ b = \frac{I_{disc}}{l^2_a} \]  

where \( I_{disc} \) is the moment of inertia of the disc and \( l^2_a \) is the distance between the points where the two legs are connected to the flywheel disc. Hence the inertial force generated by the inerter is

\[ F_{inerter} = b(\ddot{x}_2 - \ddot{x}_1) \]  

Equation 1 gives the inertance of an ideal inerter using a disc as a flywheel in Figure 1(b). The inertance values for the different types of inerters are calculated in a similar manner [5, 7, 20]. Once again, these inertance values are for an ideal inerter so the masses of the components of the inerter (e.g. the mass of the housing in a ballscrew inerter, the mass of the rack in a rack and pinion inerter or the mass of the legs in an inerter as shown in Figure 1(b)) are neglected. This is because the inertia of these parts is typically small compared with the inertance of the inerter device. Intrinsically, an inerter works as a kind of an inertia amplifier in most cases. Thus, it has higher inertance and the inertial increment in the device allows one to neglect the inertia of those which do not contribute this increment.

If the inertia of all components is considered, the mathematical model of an inerter becomes as shown in Figure 1(c) rather than in Figure 1(a). Leg 2 in Figure 1(b) is connected to the centre of the mass of the disc. The living-hinges or the pin joints, which are considered in the realisation, allow only rotational motion so that the disc and Leg 2 can be considered as rigidly connected in the translation motion. Hence, \( m_2 \) is the sum of the mass of the disc and the mass of Leg 2 while \( m_1 \) is equal to the mass of the Leg 1. The inertia of the inerter in Figure 1(c)
involves only the rotational inertia of the disc as expressed in Equation 1. Two inertial elements \( m_1 \) and \( m_2 \) appear on the two nodes of the inerter in Figure 1(d) and induce the forces \( m_1 \ddot{x}_1 \) and \( m_2 \ddot{x}_2 \).

If the node with the inertial element is mounted on a spring or a damper, the inertial element (mass) acts as a parasitic mass between the inerter and the spring or the damper. The parasitic mass can be neglected in two cases where (1) the node with the inertial element has a ground connection or is mounted to another mass, and (2) the inertance value of the inerter is too large compared with the inertial element. Otherwise, the parasitic mass must be considered in the calculations.

### 3 MATHEMATICAL MODEL WITH A PARASITIC MASS

A tuned inerter damper consists of a spring which is connected to a damper in parallel, and an inerter which is in a series connection with the spring and the damper. Since one of the terminals of the inerter is connected to the spring and the damper, the parasitic mass can be observed in this configuration. The mathematical model of the TID with an ideal inerter is represented in Figure 2.

![Figure 2: Mathematical model of a tuned mass damper with an ideal inerter, where the masses of the body of the inerter and the legs are neglected.](image)

The TID can be employed to suppress a single-degree-of-freedom system which is under an excitation. The TID in a series connection with a spring, which is an IDVA, can be mounted to the primary system with a spring in series connection as shown in Figure 3(a). In reality, depending on the location of the inerter, either of the mathematical models in Figures 3(b) and 3(c) is a better representation than the model in Figure 2 due to the parasitic mass as discussed in the previous section. The upper nodes in Figures 3(b) and 3(c) are connected to the primary mass in Figure 3(a), and the bottom nodes are fixed to the auxiliary mass. Therefore, the inertial elements on these nodes can be neglected as the inertial element can be simply added to the mass which the nodes are connected to. Both of the mathematical models in Figure 3(b) and Figure 3(c) involve the parasitic mass \( m_p \) owing to the mass of the inerter as well as the masses of the spring and damper.

The location of the inerter, whether it is located in the bottom or the upper side, is not important if there is no parasitic mass between the inerter, and the spring and the damper. It matters if there is a parasitic mass since the equations of motion of the whole system will differ. The equations of motion for Figure 3(b), where the inerter is connected to the auxiliary mass (This layout is named in this paper as \( icma \)), can be written as
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Figure 3: (a) Mathematical model of a structure controlled by an IDVA. Y(s) represents the impedance of the configuration in series connection with a spring. (b) Mathematical model of the case where the inerter is connected to the auxiliary mass, m (the icma). (c) Mathematical model of the case where the inerter is connected to the primary mass, M (the icmp).

\[
M \ddot{x} + (C + c) \dot{x} + (K + k_1)x - c \dot{x}_p - k_1x_p = F \\
-c \ddot{x} - k_1x + (m_p + b) \dot{x}_p + c \dot{x}_p + k_1x_p - b \ddot{x}_a = 0 \\
-b \ddot{x}_p + (m_a + b) \dot{x}_a = 0
\]

where \(x, x_p\) and \(x_a\) are the displacements of the primary, parasitic and auxiliary masses, respectively. The equations of motion for Figure 3(c), where the inerter is connected to the primary mass (this layout is named in this paper as icmp), can be written as

\[
(M + b) \ddot{x} + C \dot{x} + Kx - b \ddot{x}_p = F \\
-b \ddot{x} + (m_p + b) \dot{x}_p + c \dot{x}_p + k_1x_p - c \dot{x}_a - k_1x_a = 0 \\
-c \ddot{x}_p - k_1x_p + m_a \ddot{x}_a + c \dot{x}_a + kx_a = 0
\]

The inertia of the parasitic mass is always added to the inertance of the inerter as seen Equations 3 and 4. Hence, the mass of the inerter is neglected if the inertance is too high.

4 THE EFFECT OF THE PARASITIC MASS

The system considered in this study to investigate the effect of the parasitic mass on the performance of a tuned inerter damper is depicted in Figure 3(a). A TID in series with a spring is mounted to the primary mass in a single-degree-of-freedom system to examine three mathematical models: No parasitic mass, the icma, and the icmp cases. The effect of the parasitic mass on the vibration and chatter suppression performances is analysed.

4.1 Vibration Suppression Case

The study of Hu and Chen [17] has already shown that the inerter-based configuration which is presented in this work improved the vibration suppression performance of an undamped system. Therefore, a parasitic mass in this configuration can be considered to observe the effect.
of the parasitic mass. The system with a parasitic mass is governed by either Equations 3 or 4, depending on the position of the inerter. The frequency response function (FRF) is given in the form as

\[
H_i(j\omega) = \frac{X(j\omega)}{F(j\omega)} = \frac{R_{Ni} + jI_{Ni}}{R_{Di} + jI_{Di}}, \quad i = 1, 2, 3
\]

where \(i = 1, i = 2 \) and \(i = 3\) represent for three mathematical models: No parasitic mass, the \textit{icma} and the \textit{icmp} cases, respectively.

The primary mass and the natural frequency of the primary system were taken as \(M = 5 \text{ kg}\) and \(f_n = 200 \text{ Hz}\). The primary system considered an undamped system and thus, \(\zeta_{\text{primary}} = 0\).

In order to obtain optimal design parameters \((k, k_1, c \text{ and } b)\), Self-adaptive Differential Evolution (SaDE) algorithm [21] can be utilized as a numerical optimisation method. The objective function for a constant mass ratio \((\mu = m/M)\) can be written as

\[
\min_{k, k_1, c, b} \left\{ \max_{\omega} (|H_i(j\omega)|) \right\}, \quad i = 1, 2, 3
\]

since the minimisation of the maximum absolute value of the FRF is desired.

The optimal design parameters were found for mass ratio \(\mu = 0.1\) and the case with no parasitic mass. The optimal inerterance value for the case with no parasitic mass was found \(b = 0.0965 \text{ kg}\). 5% and 10% of the inerterance value, which are 4.8 g and 9.6 g, were added as the parasitic mass to examine the two cases. For 5% parasitic mass, the optimal design parameters were obtained. The optimal parameters are given in Table 1 and the results are demonstrated in Figures 4 and 5.

![Figure 4](image_url)

**Figure 4:** The magnitude of the FRF obtained from three cases: No parasitic mass, the \textit{icma} and the \textit{icmp} for parasitic masses of 5% and 10% of the optimal inerterance value.

![Figure 5](image_url)

**Figure 5:** The magnitude of the FRF after retuning the optimal parameters considering a parasitic mass of 5% of the optimal inerterance value.

The results show that both of the parasitic masses increased the amplitude of the vibration. The higher parasitic mass added caused the higher amplitude as shown in Figure 4. The 4.8 g parasitic masses increased the amplitude of the displacement by 4.84% for the \textit{icma} and 5.39% for the \textit{icmp}. After retuning the parameters for 4.82 g parasitic mass, Figure 5 shows that the
same level of vibration suppression was provided again. Furthermore, the amplitude of the
displacement was decreased by 0.2% compared to the case with no parasitic mass.

5 CASE STUDY ON MACHINING STABILITY

One potential application of inerters is in the suppression of vibrations during machining
[15, 16]. Here, alternative methods for passive vibration control have already been proposed
[22], and it has been shown that such approaches can improve the productivity by avoiding the
onset of unstable self-excited vibrations known as chatter.

Consequently, this section provides a brief numerical case study to demonstrate how inerter
systems can be used to suppress chatter. For simplicity, a turning configuration is chosen in
order to demonstrate the concept without recourse to detailed theoretical analysis.

The mechanism which leads to regenerative chatter for a turning operation is briefly given
here and explained comprehensively in [23, 24]. The cutting force which is applied to a flexible
cutting tool leads to the waviness on the surface of the workpiece as shown in Figure 6. The
phase difference ($\epsilon$) between the waviness of the previous and the current cuts which are induced
by the previous and the current displacements of the cutting tool, $y(t)$ and $y(t - T)$, causes a
change in the instantaneous chip thickness. This variation in the instantaneous chip thickness
induces a variation in the cutting force as the cutting force is proportional to the cross-sectional
area of the chip and thus, the chip thickness. The variation in the cutting force leads to the wavi-
ness on the surface of the workpiece again. This regenerative mechanism can cause instability
in the cutting operation.

The delay term $T$ in the displacement in the previous cut $y(t - T)$ is introduced by the
spindle rotation. Hence, for a machinist, two parameters which define the cutting force and
accordingly a stable cut in a machining operation are the depth of cut and the spindle speed.
The chatter stability of a machining process is generally evaluated over stability lobe diagrams
(SLDs), which give the stability boundary in terms of the depth of cut for each spindle speed.
The results for this study case will be presented as SLDs.

A chatter stability condition can be defined as the limiting depth of cut $b_{lim}$, which can be

<table>
<thead>
<tr>
<th>Configurations</th>
<th>$m_p [g]$</th>
<th>$k [kN/m]$</th>
<th>$k_1 [kN/m]$</th>
<th>$b [kg]$</th>
<th>$c [Ns/m]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No parasitic mass</td>
<td>0</td>
<td>712.4</td>
<td>11.7</td>
<td>0.0965</td>
<td>60.3</td>
</tr>
<tr>
<td>$icma$</td>
<td>4.8</td>
<td>709.0</td>
<td>121.5</td>
<td>0.0999</td>
<td>64.5</td>
</tr>
<tr>
<td>$icmp$</td>
<td>4.8</td>
<td>721.5</td>
<td>115.2</td>
<td>0.0950</td>
<td>63.6</td>
</tr>
</tbody>
</table>

Table 1: Optimal design parameters obtained to suppress the vibrations in Figure 3(a) for $\mu = 0.1$. 

Figure 6: Depiction of a regenerative chatter mechanism
simply expressed as \[ b_{lim} = -\frac{1}{2K_s \Re\{H(j\omega)\}} \] (7)

where \( K_s \) is specific cutting coefficient, which can be accepted as a constant term in this case and \( \Re\{H(j\omega)\} \) is the real part of the FRF of the system. The limiting depth of cut \( b_{lim} \) gives the stability boundary so the system becomes unstable beyond this value. The stability boundary can be increased by maximising the negative real part of the FRF when considering the depth of cut as a positive real number. Although Equation 6 is derived basing on a turning operation, it is approximately valid for a milling operation [22].

A milling operation can be reduced in a single-degree-of-freedom system so that Figure 3(a) can be used as the mathematical model of a machining operation controlled by a passive control device. Similar to the previous analysis, a parasitic mass can be added to the structure and the effects of the parasitic mass can be evaluated.

A similar analysis to the previous section was conducted. The primary mass, the natural frequency of the primary system and the damping ratio were taken as \( M = 5 \text{ kg}, f_n = 200 \text{ Hz} \) and \( \zeta_{\text{primary}} = 0.0035 \). The milling operation parameters are presented in Table 2. The objective function for this case can be defined to maximise the negative minimum real part of the FRF of the system. Therefore, the objective function can be written as

\[
\max_{k_k,k_1,c,b} \left( \min_{\omega} \left( \Re\{H_i(j\omega)\} \right) \right), i = 1, 2 \tag{8}
\]

subject to \( \Re\{H_i(j\omega)\} > 0 \) and where \( i = 1, i = 2 \) and \( i = 3 \) represent for three mathematical models of no parasitic mass, the icma, and the icmp cases, respectively.

| Tool diameter | 16 mm     |
| Number of teeth | 4         |
| Radial immersion | 4 mm     |
| Tangential cutting stiffness | 796.1 N/mm² |
| Radial cutting stiffness     | 168.8 N/mm² |

Table 2: Milling simulation parameters

The optimal design parameters were found for mass ratio \( \mu = 0.1 \) and the case with no parasitic mass. The optimal inertance value for the case with no parasitic mass was almost the same as the previous case. Only 10% of the inertance value was added as the parasitic mass in the other two cases and the optimal design parameters were retuned. The optimal parameters are presented in Table 3. The stability boundaries are presented in Figures 7 and 8. The region under the stability boundary/curve represents a stable cutting condition. Thus, the higher curve means higher stability and hence improved productivity from the machining operation.

The stability lobe diagrams were compared with the stability diagram of the one controlled with a TMD whose optimal design parameters were obtained by Sims’ tuning methodology [22]. It can be seen that the parasitic mass added into the configuration, whether the icma or the icmp, removed the benefit of using an inerter as the stability boundary lowered to the level of one obtained with the TMD. The parasitic mass of 9.6 g decreased the limiting depth of cut (the stability boundary) by 34.4% for the icma and 17.6% for the icmp configuration. After retuning the parameters considering the parasitic mass, the improvement obtained by using an inerter was regained as shown in Figure 8.
<table>
<thead>
<tr>
<th>Configurations</th>
<th>$m_p$</th>
<th>$k$ [kN/m]</th>
<th>$k_1$ [kN/m]</th>
<th>$b$ [kg]</th>
<th>$c$ [Ns/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No parasitic mass</td>
<td>0</td>
<td>974.1</td>
<td>152.3</td>
<td>0.0956</td>
<td>69.2</td>
</tr>
<tr>
<td>$icma$</td>
<td>9.6 g</td>
<td>970.2</td>
<td>181.5</td>
<td>0.1048</td>
<td>82.7</td>
</tr>
<tr>
<td>$icmp$</td>
<td>9.6 g</td>
<td>996.6</td>
<td>157.6</td>
<td>0.0893</td>
<td>72.3</td>
</tr>
</tbody>
</table>

Table 3: Optimal design parameters obtained to increase machining chatter stability for $\mu = 0.1$.

Figure 7: Stability lobe diagram obtained for three cases: No parasitic mass, the $icma$ and the $icmp$ by considering a parasitic mass of 10% of the optimal inertance value.

Figure 8: Stability lobe diagram after retuning the optimal parameters considering a parasitic mass of 10% of the inertance value.

6 Discussion

The results have shown that neglecting the mass of the inerter leads to a decrease in the vibration suppression and machining chatter stability performances since the optimal design parameters were obtained for the ideal condition, where the mass of the inerter is assumed as zero. For high ratios of the mass of the inerter to the inertance, the inertial effect of the mass of the inerter becomes insignificant as it is always coupled to the inertance ($m_p + b$) in the equations of motion. The structural mass of the inerter is generally designed to be small compared to the inertance but this cannot be always the case, especially for the applications where the modal mass of the primary system is small. It can be noted that the two cases for the location of the inerter the $icma$ and the $icmp$, had different behaviours. This should be considered in the design of the control device if the parasitic effect is inevitable.
Finally, it has seen that the improvement which is provided by using an inerter can be gained again by retuning the optimal parameters considering the parasitic mass. After the retuning the parameters, the results were slightly better than the result for an ideal inerter. The reason for this can be commented that the overall mass of the control device is increased by the parasitic mass. This can be seen as equal to the increase in the mass ratio. Therefore, it demonstrates slightly better performance.

7 Conclusion

The effects of the mass of the inerter on the performance of a system controlled by a inerter-based device was investigated for a generic vibration suppression scenario and also for the specific case of a machining dynamics problem. The mass of the inerter was assumed to be a lumped mass in the mathematical model and the FRFs were derived. Using the FRFs, the vibration suppression and machining stability performances of the system were examined. The result showed that if the ratio of the mass of the inertance to the inertance is not small enough, the mass of the inerter reduces the vibration performance of the system. However, the vibration performance was regained by retuning the optimal design parameters considering the parasitic mass.
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Abstract. Base isolation represents a very widely used strategy to mitigate the effects of earthquake excitation on structures. However, it can induce high displacements between the isolation layer and the ground, which may cause serious damage, and even heavy and dangerous consequences in case of industrial components. Among them, big steel tanks for storage of petroleum or other chemical products, should be considered very carefully. Moreover, isolation technique doesn’t seem to be effective in the control of the sloshing modes, due to the length of their periods of vibration. This fact can imply severe negative effects on the free surface of the storage tank, where the sloshing wave can exceed the upper limit of the tank, overtopping it, or inducing breaking on the floating roof.

Moving from the results available in the Literature, in which the introduction in civil applications of a two terminal device, named inerter, able to generate an inertial mass much greater than its gravitational mass, is proposed; the force produced by the inerter is proportional to the difference of acceleration between its terminals. This work concerns the evaluation, through numerical models, of the seismic performance of a passive base isolation system involving a ground inerter system, called IBIS in the following, connecting the isolation layer of a steel liquid storage tank to the ground. The model considered in the numerical analysis consists in a reduced 2DOF linear system. The first degree of freedom is represented by the first sloshing mode; the second is relative to the base isolation system, whose mass includes the basement, the tank and the impulsive component of liquid mass.

The aim is to gain a reduction of the response in terms both of isolation layer displacement and of sloshing height.

The effectiveness of the control strategy proposed has been evaluated considering both a random white noise process and earthquakes (near-fault and far-field) as base input, achieving strong reduction of the response, in terms of sloshing height and isolation displacement.
1 INTRODUCTION

The seismic response of liquid storage tanks has been extensively studied by authors in the past decades [5, 6, 11]. The growth of interest in the engineering field is essentially due to the extremely severe consequences of accidents involving tanks, often occurring in petrochemical plants.

The seismic traditional base isolation has been the topic of both theoretical and experimental works, and its employment in the mitigation of the response of storage tanks has been already proposed, both in passive and semi-active control [7, 16]. Base isolation represents, in fact, a consolidated strategy, commonly used in passive structural control, as it is founded on modifying the structural stiffness of a structure, connecting the basement to the ground by deformable layer of isolators, able to create a flexible level in which the deformation is concentrated, uncoupling the structural displacement from the shaking ground. Therefore, the isolation technique typically acts on the structural stiffness, increasing the fundamental period of the structure, with the result of reducing both the base shear and the overturning moment of the tank, cutting the transfer of the earthquake-induced forces to the superstructure [1].

The employment of this technique presents two main drawbacks. One is related to the onset of the deformable layer, which can experience high displacements. The second one is due to the fact that the isolation period may draw a value comparable to the period of the sloshing modes, implying the incapability of controlling the convective response, or even increasing it.

This paper concerns the optimal design and effectiveness investigation of an isolation system arranged in parallel with a two-terminal device named inerter.

This device has been proposed by Smith and developed in the past years in mechanical engineering with the aim to suppress vibrations in vehicles. In fact, it is able to establish a difference in acceleration between its two terminals, so to produce an amplification mass effect, making the inertial mass much greater than the gravitational mass. This feature makes its use particularly interesting in passive vibration control. The constant of proportionality between the force produced by this device and the relative acceleration takes the name of inertance and has the dimensions of a mass.

The introduction of this device in Civil Engineering has been object of a series of theoretical [3, 4, 9, 10, 12] and experimental [13, 14] research studies. In fact, adding to a conventional TMD -small auxiliary mass- an inerter device- small gravitational mass but large inertial mass-it is possible to obtain a new system, named in literature TMDI, with high inertial mass ratio. This new system manages to combine positive features of a conventional TMD- small mass ratios- with those of an unconventional TMD- high mass ratio: lightness, due to a small auxiliary gravitational mass, and high efficacy and robustness, due to a high inertial mass ratio.

The introduction of inerter-based systems for the mitigation of the response of storage tanks has been already proposed in studies available in the Literature [8, 17]. For instance, Luo et al. proposed to introduce, in parallel with the isolation system, modeled as a linear visco-elastic, a system, called VMD, through which reductions of the sloshing response are achieved. Zhang et al. compared the performances of two different auxiliary control systems, which they plan to place in parallel, with respect to the linear visco-elastic isolation system, respectively a series or a parallel of an inerter and a linear viscous damper.

This work aims at proposing an optimization procedure used for the design of a novel non-conventional isolation system, based on a multi-objective approach, in order to achieve, concurrently, an effective control of the behaviour of both the convective and the impulsive part. Each of them represents a SDOF system, according to the model with lumped masses available in
literature. It is worth noticing that the problem the authors dealt with in this paper is similar to a procedure for the optimal tuning of a Tuned Mass Damper system [2, 7, 15], with the difference that the superstructure is here assigned and the aim of the design procedure is the identification of the optimal substructure, whose dissipative capacity, stiffness and inertance have to be found through the multi-objective optimization procedure.

The focus is mainly represented by broad tanks with a large radius, which are widespread throughout the country and typically characterized by a little ratio between the impulsive and the convective masses and by a great first sloshing period.

The paper is organized as follows. The mechanical model is illustrated and the governing equations of motion are derived in the next section. A multi-objective optimization problem is then set in section 3. The main results, in terms of Pareto fronts, frequency response functions and time-history analyses, are discussed in section 4.

2 MECHANICAL MODEL AND EQUATIONS OF MOTION

2.1 Mechanical model

Due to the complexity of the exact mathematical procedure to describe the complete model, an equivalent model, based on lumped masses and stiffnesses, can be introduced, assuming the fluid stored in the tank to be non viscous, incompressible and homogeneous and the flow field to be irrotational. Introducing hypotheses on the distribution of the hydrodynamic pressures, according to the model proposed by Housner for cylindrical tanks and developed by others, the liquid can be considered constituted by three components. The first one, known as impulsive, moves rigidly with the tank walls; the second one represents the interaction between the liquid stored in the tank and the walls; the last one experiences the sloshing motion.

Considering a cylindrical broad tank with circular shape, radius $R$, filled with a liquid of density $\rho_L$ till a height $H$, the mass of the $i-$th convective mode can be expressed as:

$$m_i^U = m \frac{2}{s \lambda_i (\lambda_i^2 - 1)} \tanh(s \lambda_i)$$

(1)

where $m$ is the total liquid mass, calculated as $m = \pi \rho_L HR^2$, $s = \frac{H}{R}$ is the aspect ratio and $\lambda_i$ is the $i-$th zero of the first derivative of the Bessel function of the first kind. The $i-$th circular frequency is represented by:

$$\omega_i^U = \sqrt{\frac{\lambda_i g \tanh(s \lambda_i)}{R}}$$

(2)

The mass and the circular frequency of the first sloshing mode can be obtained substituting $\lambda_1 = 1.8412$ in Eqs.1-2. The component related to the liquid-walls interaction has been neglected. Furthermore, only the first sloshing mode is taken into account. The impulsive mass $m_L$ can be derived as:

$$m_L = m - m_i^U$$

(3)

The mechanical model of the proposed isolated reduced order 2DOF system is sketched in Fig.1. A traditional linear base isolation system, called BIS in the following, represented by a SDOF system, whose mass, stiffness and viscous damping coefficients are denoted by $m_L$, $k_L$ and $c_L$, is combined with an inerter. Therefore, the connection between the basement and the ground is modeled as a parallel of a Kelvin-Voigt viscoelastic element and a linear inerter.
Table 1: Dimensionless parameters involved in the proposed model.

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolation damping ratio</td>
<td>$\xi_L$</td>
<td>$\frac{c_L}{2\sqrt{k_L m_L}}$</td>
</tr>
<tr>
<td>Convective damping ratio</td>
<td>$\xi_U$</td>
<td>$\frac{c_U}{2\sqrt{k_U m_U}}$</td>
</tr>
<tr>
<td>Mass ratio</td>
<td>$\mu$</td>
<td>$\frac{m_U}{m_L}$</td>
</tr>
<tr>
<td>Frequency ratio</td>
<td>$\delta$</td>
<td>$\frac{\omega_U}{\omega_L}$</td>
</tr>
<tr>
<td>Inertial mass ratio</td>
<td>$\beta$</td>
<td>$\frac{\delta^2 \omega_U^2 m_U}{m_L}$</td>
</tr>
</tbody>
</table>

2.2 Equations of motion

The equations of motion of the reduced 2 DOFs for the Inerter Base Isolated System (IBIS), written in terms of the dimensionless parameters listed in Tab.1, result:

\[
\ddot{u}_L(t) + 2\mu\xi_U \omega_U (\dot{u}_L(t) - \dot{u}_U(t)) + \mu \omega_U^2 (u_L(t) - u_U(t)) + \frac{f_c(t)}{m_L} = -\ddot{u}_g(t) \\
\mu \ddot{u}_U(t) + 2\mu \xi_U \omega_U (\dot{u}_U(t) - \dot{u}_L(t)) + \mu \omega_U^2 (u_U(t) - u_L(t)) = -\mu \ddot{u}_g(t) \\
\frac{f_c(t)}{m_L} = [\beta \ddot{u}_L(t) + 2\xi_L \delta \dot{\omega}_U \dot{u}_L(t) + \delta^2 \omega_U^2 u_L(t)]
\]

where $u_L(t)$ and $u_U(t)$, collected in $\mathbf{u}(t)$, respectively represent the displacement of the lower ($L$) and upper ($U$) oscillators with respect to the ground, the overdot indicates differentiation with respect to time $t$ and where $\omega_U = \sqrt{\frac{k_U}{m_U}}$ and $\omega_L = \sqrt{\frac{k_L}{m_L}}$. Then, the dimensionless sloshing height, with respect to $R$, can be calculated as:

\[
h(t) = \frac{2(\ddot{u}_U(t) + \ddot{u}_g(t))}{g(\lambda_1^2 - 1)}
\]

The Equations which govern the problem of a base isolated system without involving the linear inerter can be obtained from the Eq.4 equaling to zero the inerance contribution. In fact, if the inerance is null, the control system falls back in a base isolation system.

Taking into account the probabilistic nature of the earthquake excitation, neglecting instead the dependence on the excitation frequency, the ground acceleration $\ddot{u}_g(t)$ is firstly modeled.
as a Gaussian zero mean white noise random process with power spectral density $S_{u_g} = S_0$. Therefore the stochastic properties are assumed to describe the system response. Rewriting the governing equations of motion in the first-order state space form:

$$\dot{z}(t) = Az(t) + Ba(t)$$

where

$$z(t) = \begin{bmatrix} u(t) \\ \dot{u}(t) \end{bmatrix}^T$$

is the state vector, $a(t)$ is the applied input process, the matrices $A$ and $B$ are the state matrix and the input vector, respectively. Since the stationary input process has zero mean and the initial conditions are zero, the response is fully represented by the covariance matrix $G_{zz}$, that satisfies, by virtue of the stationarity of $z(t)$, the Lyapunov Equation:

$$AG_{zz} + G_{zz}A^T + 2\pi S_0 BB^T = 0$$

The variances of the displacements of the two oscillators in the controlled configuration, found solving numerically the Eq.8, respectively $\sigma_{L}^2$ and $\sigma_{U}^2$, have been normalized by dividing each of them by $\sigma_{U0}^2$, which represents the variance of the displacement of the upper mass with respect to the ground in absence of control, obtaining:

$$I_U = \sqrt{\frac{\sigma_{U}^2}{\sigma_{U0}^2}} \quad \text{and} \quad I_L = \sqrt{\frac{\sigma_{L}^2}{\sigma_{U0}^2}}$$

3 MULTI-OBJECTIVE OPTIMIZATION OF THE IBIS

In this section the optimal design of the control system is discussed. Not all the dimensionless parameters listed in Tab.1 get involved in the optimization procedure as design parameters. In fact, in this work, the sloshing damping factor $\xi_U$ and the mass ratio $\mu$ have been supposed known; whereas the three dimensionless parameters referred to the IBIS, i.e. the frequency ratio $\delta$, the damping factor $\xi_L$ and the inertial ratio $\beta$, assume the role of design parameters to be optimized. Therefore the proposed procedure aims at designing the optimal connection between the basement of the tank and the ground.

Aiming at achieving the overall protection of both the sub-structures, preserving both the primary and the secondary structures, a multi-objective design criterion has been adopted. Two objective functions have been selected to be minimized: these are the displacement of the upper system relative to the basement- the sloshing displacement- and the lower system displacement relative to the ground- basement displacement. These two functions are in conflict. It is in fact worth noticing that a more effective reduction of the secondary system displacement inevitably corresponds to a worse control of the response of the impulsive displacement. The identification of a solution which corresponds to a minimum- optimal value- for all the objective functions is allowed if they do not conflict with each other.

Therefore, in this case, none of the objective functions can be improved without negative consequences on the other one. Thus, the problem can be stated in the form:

$$\text{find } \min \quad [F(x)] \quad \text{subjected to } x^{min} \leq x \leq x^{max}$$

In other terms, the multi-objective optimization procedure consists in finding the design vector $x$, which components vary in a space, capable to minimize the vector of the objective functions $F(x)$. As a consequence the identification of a unique solution is no longer possible, instead a set of solutions which constitute the Pareto front can be detected.
Table 2: Geometrical and mechanical tank properties [1].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius $R$ [m]</td>
<td>27.43</td>
</tr>
<tr>
<td>Maximum filling level $H$ [m]</td>
<td>13.71</td>
</tr>
<tr>
<td>Elastic modulus of the tank $E$ [MPa]</td>
<td>210000</td>
</tr>
<tr>
<td>Steel density $\rho_s$ [kg/m$^3$]</td>
<td>7900</td>
</tr>
<tr>
<td>Liquid density $\rho_L$ [kg/m$^3$]</td>
<td>1000</td>
</tr>
<tr>
<td>Total liquid mass $m$ [kg]</td>
<td>3.24e+07</td>
</tr>
<tr>
<td>Convective mass $m_U$ [kg]</td>
<td>2.14e+07</td>
</tr>
<tr>
<td>Impulsive mass $m_L$ [kg]</td>
<td>1.10e+07</td>
</tr>
</tbody>
</table>

Figure 2: Optimal design of the control system by the Pareto Front.

4 NUMERICAL INVESTIGATIONS

The procedure explained in the previous section has been adopted assuming a case study, whose geometrical and mechanical properties are collected in Tab.2. The results are discussed in this section.

The sloshing damping factor $\xi_U = 0.005$ and the mass ratio $\mu = 2.0$ have been fixed (see Tab. 1-2). The three dimensionless design parameters vary in the ranges shown in Tab.3.

4.1 Multi-objective optimization

The problem stated in the previous section can be fitted to the case under consideration substituting in $\mathbf{x}$ the vector containing the three design parameters:

$$\mathbf{x} = \begin{bmatrix} \xi_L & \delta & \beta \end{bmatrix}^T$$

and considering the following vector of the objective functions:

$$\mathbf{F}(\mathbf{x}) = \begin{bmatrix} I_U(\mathbf{x}) & I_L(\mathbf{x}) \end{bmatrix}^T$$

The results obtained applying to the system a base motion, modeled as a white noise random input, are illustrated in this section. Both the Pareto front and the performance of the proposed
Table 3: Space of the dimensionless design parameters.

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>$x_{\text{min}}$</th>
<th>$x_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolation damping ratio</td>
<td>$\xi_L$</td>
<td>0.01</td>
<td>0.50</td>
</tr>
<tr>
<td>Frequency ratio</td>
<td>$\delta$</td>
<td>0.10</td>
<td>10.0</td>
</tr>
<tr>
<td>Inertial mass ratio</td>
<td>$\beta$</td>
<td>0</td>
<td>10.00</td>
</tr>
</tbody>
</table>

Table 4: Optimal dimensionless parameters found through the multi-objective procedure.

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolation damping ratio</td>
<td>$\xi_L$</td>
<td>0.50</td>
</tr>
<tr>
<td>Frequency ratio</td>
<td>$\delta$</td>
<td>2.24</td>
</tr>
<tr>
<td>Inertial mass ratio</td>
<td>$\beta$</td>
<td>5.10</td>
</tr>
</tbody>
</table>

IBIS are shown in Fig.2, from which the achievement of a meaningful reduction of the structural response in a large portion of the plan can be deduced.

Moreover, the existence of a limit curve, the Pareto front, which delimits a region to whom the access is denied, is highlighted. Among all the points belonging to the Pareto front, the point of minimum distance- blue line in Fig.2- from the origin of the axes has been chosen as the point of the optimality.

At least a triplet of specific values of the dimensionless parameters $\xi_L$, $\delta$, $\beta$ can be associated to each point on the plan in Fig.2. Depending on both the ranges of variation of parameters and the number of steps assumed in the analysis, a complete filling of the plan ($I_U$, $I_L$) can be achieved, except for the forbidden area.

The triplet of dimensionless parameters associated to the point of optimal performance is listed in Tab.4. Some comments on the optimal values obtained should be done. It is, in fact, worth noticing that $\xi_L$ attains the maximum value $\xi_{\text{max}}^L$, $\beta_{\text{opt}}$ falls in the middle of the range of variation, taking a fairly high value, attesting the inertance beneficial contribution, and $\delta_{\text{opt}}$ is greater than one, which implies that the period of the control isolation system is lower than the convective period. Instead, values of $\delta$ lower than one stand for sloshing mode period stiffer than the isolation system. With the aim of avoiding the onset of crises due to static actions, the adoption of a too flexible isolation system, i.e. the assumption of small values of $\delta$, should be also excluded.

4.2 Sensitivity analyses

Dealing with the issue of establishing the robustness of the proposed seismic mitigation strategy, sensitivity analyses have been performed in order to evaluate the influence of each dimensionless parameter pertinent to the control system on the reduction of the response, paying attention to the system behaviour in a neighborhood of the optimal point.

Denoting with $I$ the ratio between the distance of the current point on the plan ($I_U$, $I_L$) from the origin of the axes and the distance of the point of optimal performance, the contour plots obtained fixing $\delta = \delta_{\text{opt}}$ and varying the other two parameters around the optimal values are illustrated in Fig.3. The values of the dimensionless parameters divided by the corresponding values in Tab.4 take the superscript $N$.

The red point in the middle of Fig.3 (B) represents the point of optimality (see Tab.4). It can be noticed that a better control of the response can be achieved increasing $\xi_L$, suggesting that $\xi_L$ increments induce an advancement of the Pareto Front towards the origin of the axes. Refer, e.g., to the green (D) and red (B) points in Fig.3, which are associated to the same value.
of $\beta$ but to different values of $\xi_L$. Moving on a vertical line, it is also shown in Fig.3 that further increasing $\xi_L$ beyond the optimal value does not lead to a meaningful improvement of the performance. Furthermore, the existence of a minimum for $\beta$ is well stressed, implying that the selection of a $\beta$ value should be done carefully.

Fig.3 can be used in order to compare the performance of a IBIS - red point- with respect to a BIS- blue point (E), characterized by the same $\xi_L$, highlighting the achievement of a reduction of I thanks to the employment of the inertance.

### 4.3 Evaluation of the IBIS seismic performance

The frequency transfer function curves of sloshing displacement and isolation displacement are represented. The values of the parameters are listed in (Tab.5).

In (Fig.4) the effectiveness of the optimally designed IBIS is shown, through the representation of the frequencydomain transfer function curves, from which an effective response mitigation for both sloshing height and isolation displacement can be deduced. For comparative purposes, the responses of an optimized system characterized by a lower $\xi L$ value (A) and of an optimized BIS (C) are shown.

In order to evaluate and assess the seismic effectiveness of the designed control system object of this work, numerical simulations have been carried out, assuming different base motion histories. Time-history analyses have been carried out on the 2DOF system both in the fixed
Two quantities have been monitored in order to evaluate the response, i.e. sloshing heights and basement displacements relative to the ground. The responses in time domain in terms of sloshing heights and isolation displacement are illustrated. The values are normalized by dividing the sloshing height and the basement displacement by the peak value of the sloshing height in the uncontrolled configuration. The dimensionless indices obtained make the interpretation of the results easier, in the sense that a value smaller than one means an effective reduction of the response quantities, whereas a value greater than one implies an amplification of the response with respect to the reference configuration. The results shown refer to a system involving the optimal set of parameters.

5 CONCLUSIONS

A novel strategy for controlling the sloshing response of seismically excited liquid storage tanks with rigid walls based on an inerter- based isolation system has been developed in this paper. The studies are carried on a reduced 2DOF system. With the aim of controlling at the same time the displacements of the two coupled oscillators- one pertinent to the sloshing part of liquid mass, the second one comprehensive of the impulsive part of the total liquid mass- the design parameters of the inerter- based isolation system, that is, its damping coefficient, its stiffness and its inertial mass, called inertance, are optimized by stating a Pareto multi-objective optimization problem, minimizing the two objective functions related to the displacements of the two oscillators, assuming as a base input a ground acceleration modeled as a Gaussian stochastic process with white noise power spectral density. On the basis of the defined design method an optimized system, able to effectively control both the sloshing and the isolation response, has been obtained.

Sensitivity analyses, in which the influence of the dimensionless parameters selected as representative of the added vibration control system is investigated, have been conducted. Thus, the role of the design parameters in the deployment of points in the plan depicted has been extensively investigated.

Results obtained by subjecting the system to a series of near fault and far field earthquakes as well as synthetic accelerograms were subsequently reported, showing the gaining of mean-
Figure 5: Time histories of: a) normalized sloshing height, b) normalized isolation displacement for Kobe earthquake; c) normalized sloshing height, d) normalized isolation displacement for Hachinohe earthquake.
ingful reductions of the response. Further developments will involve a TMDI system in order to study any beneficial effects of its employment in such kind of problems.
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Abstract. Rotating wind turbine blade is lightly damped in the edgewise mode due to low aero-
dynamic damping. Adding damping into edgewise mode becomes an important design con-
sideration for protecting the wind turbine blades from damage during the design period. This paper proposes the use of two novel inerter-based vibration absorbers, the tuned mass-damper-
inerter (TMDI) and the rotational inertia double tuned mass damper (RIDTMD), for mitigation
of edgewise blade vibrations. A 2-DOF model is established for the rotating blade-TMID sys-
tem, and a 3-DOF model is established for the blade-RIDTMD system. Closed-form expressions
for the optimal tuning and damping ratios of the blade-mounted TMDI and RIDTMD are de-
derived, as well as for a classic tuned mass damper (TMD). Performance of the TMD, TMDI and
RIDTMD are compared in terms of the blade vibration mitigation and the damper stroke, in
both frequency domain and time domain. Results indicate that comparing with TMD, TMDI
has the advantage of significantly less damper stroke at the cost of slight degradation in blade
vibration control performance. On the other hand, RIDTMD achieves better vibration control
performance comparing with an optimal TMD, with slightly increased stroke. The results in-
dicate encouraging prospects for the use of TMDI and RIDTMD in the control of vibrations of
wind turbine blades.
1 INTRODUCTION

The increased size of wind turbines results in more flexible blades and tower that are more susceptible to dynamic loads due to turbulent winds and irregular sea waves. Structural vibrations of the wind turbine tower and blades negatively affect both the fatigue life of the structure and the power production.

The modes of vibrations in wind turbine blades are classified as flapwise and edgewise modes, representing vibrations out of the rotor plane and in the rotor plane, respectively. The flapwise vibration is highly damped under normal operational conditions because of the very high aerodynamic damping [1, 2], and thus is mainly quasi-static. On the other hand, edgewise vibration is associated with negligible aerodynamic damping [1, 2], and is dominated by dynamic response instead of quasi-static. There is also risk of aeroelastic instability in the edgewise mode for some combinations of blade properties and operational conditions, where the sum of structural damping and aerodynamic damping becomes negative. Therefore, adding damping into edgewise mode becomes an important design consideration for protecting the wind turbine blades from damage during the design period.

Structural control of wind turbine blades has received much attention in the literature in recent years. Comparing with active control [3, 4], passive and semi-active control technologies are more cost-effective and simple to implement, thus more applicable for applications in wind industry. Various types of pendulum-like passive vibration absorbers have been proposed for damping edgewise vibrations [5, 6, 7, 8], where nonlinear equations of motion have been derived for these devices (coupled to the rotating blade). Due to the inherent nonlinearities of these devices, the dampers can only be optimized through numerical optimization. On the other hand, the classic tuned mass damper (TMD) and the inerter-based vibration absorbers [9, 10, 11] provide the possibility for optimal design using closed-form formulas, since their behavior is rather linear. Furthermore, using the inerter in a smart way can improve the performance of the inerter-based vibration absorbers, thus resulting in devices that are more promising to be employed for wind turbine blades.

This paper proposes the use of two novel inerter-based vibration absorbers, the tuned mass-damper-inerter (TMDI) [10] and the rotational inertia double tuned mass damper (RIDTMD) [11], for mitigation of edgewise blade vibrations. A 2-DOF model is established for the rotating blade-TMDI system, and a 3-DOF model is established for the blade-RIDTMD system. Closed-form expressions for the optimal frequency tuning and damping ratios of the blade-mounted TMDI and RIDTMD are derived, as well as for a classic TMD. Results indicate that comparing with TMD, TMDI has the advantage of significantly less damper stroke at the cost of slight degradation in blade vibration control performance. On the other hand, RIDTMD achieves better vibration control performance comparing with an optimal TMD, with slightly increased damper stroke.

2 FORMULATION OF EQUATIONS OF MOTION

2.1 Problem definition

The model of a rotating blade equipped with a vibration absorber (TMD or TMDI or RIDTMD) is shown in Figure 1. The blade is modelled as a rotating Euler-Bernoulli beam in the rotating $(x_1, x_2, x_3)$-coordinate system, with a rotational speed $\Omega$. So the azimuthal angle $\Psi(t)$ of the blade becomes $\Psi(t) = \Omega t$. The blade edgewise vibration is described by the local degree of freedom (DOF) $q(t)$, representing the tip displacement in the negative $x_2$-direction. Assuming the blade vibration to be dominated by its fundamental mode, the local edgewise displacement
field \( u_2(x_3, t) \) of the blade can be written as \( u_2(x_3, t) = -\Phi(x_3)q(t) \), where \( \Phi(x_3) \) is the fundamental edgewise eigenmode that is normalized to unit at the blade tip.

The vibration absorbers are assumed to be installed at the coordinate \( x_3 = x_0 \). So the local displacement of blade at the damper location becomes \( u_2(x_0, t) = -aq(t) \), with \( a = \Phi(x_0) \) being a design parameter representing the damper location. For TMD or TMDI, only one DOF, \( y_1(t) \), is needed to model the device. \( y_1(t) \) indicates the displacement of the TMD block mass \( m \) relative to the deformed blade. On the other hand, for RIDTMD, two DOFs, \( y_1(t) \) and \( y_2(t) \), are needed to model the device. \( y_1(t) \) again indicates the displacement of the TMD absorber mass \( m \) relative to the deformed blade, while \( y_2(t) \) indicates the displacement of the inerter \( b \) with respect to the deformed blade. Therefore, \( q(t) \) and \( y_1(t) \) make up the 2 DOFs of the rotating blade-TMDI (or blade-TMD) system, while \( q(t) \), \( y_1(t) \) and \( y_2(t) \) make up the 3 DOFs of the rotating blade-RIDTMD system.

### 2.2 Equations of motion based on analytical dynamics

Take the blade-TMDI system as an example, the velocity components of the vibrating blade described in the local \((x_2, x_3)\)-coordinate system are:

\[
\begin{align*}
v_2(x_3, t) &= -\Omega x_3 - \Phi(x_3)\dot{q}(t) \\
v_3(x_3, t) &= -\Omega \Phi(x_3)q(t)
\end{align*}
\]

Described in the fixed global \((X_2, X_3)\)-coordinate system, the components of the velocity vector of the TMDI absorber mass become:

\[
\begin{align*}
V_{2,d}(t) &= -(x_0\Omega + a\dot{q} + \dot{y}_1) \cos \Psi + (aq + y_1)\Omega \sin \Psi v_3(x_3, t) \\
V_{3,d}(t) &= -(x_0\Omega + a\dot{q} + \dot{y}_1) \sin \Psi - (aq + y_1)\Omega \cos \Psi
\end{align*}
\]
The total kinetic energy of the system (i.e. one blade and one TMDI including the absorber mass and the inerter) becomes:

\[
T(t) = \frac{1}{2} \int_0^L \mu(x_3) \left( v_2^2(x_3, t) + v_3^2(x_3, t) \right) dx_3 + \frac{1}{2} m \left( V_{2,d}^2(t) + V_{3,d}^2(t) \right) + \frac{1}{2} b y_1^2
\]  

(3)

where \( \mu(x_3) \) is the mass per unit length of the blade. The total potential energy of the system is:

\[
U(t) = mg (x_0 \cos \Psi - a q \sin \Psi - y_1 \sin \Psi) + \frac{1}{2} k_0 q^2 + \frac{1}{2} k y_1^2
\]  

(4)

where \( k_0(\Omega) \) is the modal stiffness of the blade including the geometric stiffness effect from centrifugal acceleration [12].

Inserting Eqs. (3) and (4) into Lagrange’s equation, the equations of motion of the blade-TMDI system becomes:

\[
\begin{bmatrix}
  m_0 + a^2 m & am & 0 \\
  am & m + b & -b \\
  0 & -b & b
\end{bmatrix}
\begin{bmatrix}
  \dot{q} \\
  \dot{y}_1 \\
  \dot{y}_2
\end{bmatrix}
+ \begin{bmatrix}
  0 & 0 & 0 \\
  0 & c_b & -c_b \\
  0 & -c_b & c_b
\end{bmatrix}
\begin{bmatrix}
  q \\
  y_1 \\
  y_2
\end{bmatrix}
+ \begin{bmatrix}
  k_0 - (m_0 + a^2 m) \Omega^2 & -am\Omega^2 & 0 \\
  -am\Omega^2 & k - m\Omega^2 & 0 \\
  0 & 0 & k_b
\end{bmatrix}
\begin{bmatrix}
  \ddot{q} \\
  \ddot{y}_1 \\
  \ddot{y}_2
\end{bmatrix}
= \begin{bmatrix}
  f(t) + am g \sin \Psi \\
  mg \sin \Psi
\end{bmatrix}
\]  

(5)

where structural damping has been neglected for the following derivation of closed-form expressions. \( m_0 = \int_0^L \mu(x_3) \Phi^2(x_3) dx_3 \) is the modal mass of the blade. Hence, \( \omega_0 = \sqrt{k_0/m_0} \) is the angular eigenfrequency of the blade. Further, \( f(t) \) is the modal load on the blade from turbulence and gravity.

By setting \( b = 0 \) in the above equation, the equations of motion for the blade-TMDI system [12] is recovered. Using a similar analytical dynamics approach, the equations of motion of the 3-DOF blade-RIDTMD become:

\[
\begin{bmatrix}
  m_0 + a^2 m & am & 0 \\
  am & m + b & -b \\
  0 & -b & b
\end{bmatrix}
\begin{bmatrix}
  \ddot{q} \\
  \ddot{y}_1 \\
  \ddot{y}_2
\end{bmatrix}
+ \begin{bmatrix}
  0 & 0 & 0 \\
  0 & c_b & -c_b \\
  0 & -c_b & c_b
\end{bmatrix}
\begin{bmatrix}
  \ddot{q} \\
  \ddot{y}_1 \\
  \ddot{y}_2
\end{bmatrix}
+ \begin{bmatrix}
  k_0 - (m_0 + a^2 m) \Omega^2 & -am\Omega^2 & 0 \\
  -am\Omega^2 & k - m\Omega^2 & 0 \\
  0 & 0 & k_b
\end{bmatrix}
\begin{bmatrix}
  q \\
  y_1 \\
  y_2
\end{bmatrix}
= \begin{bmatrix}
  f(t) + am g \sin \Psi \\
  mg \sin \Psi
\end{bmatrix}
\]  

(6)

3 Closed-form expressions for optimal tuning

Based on Eq. (5) or Eq. (6), closed-form expressions for optimal parameter tuning can be performed. The fixed-point method [13] has been used for blade-mounted TMDI (also TMD), while the pole placement method [14] has been used for the blade-mounted RIDTMD.

3.1 Optimal tuning of the bladed-mounted TMDI

Representing the responses \( q(t) \) and \( y_1(t) \) and the load \( f(t) \) to be harmonic varying with angular frequency \( \omega \), the normalized (by the static response \( f_0/k_0 \) with \( f_0 \) being the amplitude of the load) complex structural response \( q_0 \) can be obtained.

\[
\frac{q_0}{f_0/k_0} \text{ is a function of } \omega \text{ and the following normalized parameters:}
\]

\[
\mu = \frac{m}{m_0}, \quad \beta = \frac{b}{m_0}, \quad \gamma = \frac{b}{m} = \frac{\beta}{\mu}, \quad \omega_{\text{TMDI}} = \sqrt{\frac{k}{m + b}}, \quad \zeta_{\text{TMDI}} = \frac{c}{2\sqrt{k(m + b)}}
\]  

(7)
where $\mu$ and $\beta$ are the mass ratio and inertance ratio, respectively. $\omega_{\text{TMDI}}$ and $\zeta_{\text{TMDI}}$ are the angular eigenfrequency and damping ratio of the TMDI, respectively.

It turns out that the two fixed points also exit in the present case, i.e. rotating blade with a TMDI. Following the similar procedure in [13], by equalizing the dynamic amplification (absolute value of the normalized complex amplitude) at these two fixed frequencies, the optimal frequency tuning formula becomes:

$$\left(\omega_{\text{TMDI}}\right)_{\text{opt}} = \sqrt{\frac{(1+\gamma + a^2\beta) \omega_0^2 - (1+a^2\mu)(\gamma + a^2\beta) \Omega^2}{(1+\gamma)(1+a^2\mu)^2}}$$  (8)

which not only depends on the mass ratio and inertance ratio, but also is dependent on the rotational speed $\Omega$.

The optimal TMDI damping ratio is chosen to ensure that the dynamic amplifications are equal at the two fixed-frequencies and $\omega_\infty$ (the natural frequency of the blade with a locked TMDI) [13]. The closed-form formula for the optimal TMDI damping ratio tuning becomes:

$$\left(\zeta_{\text{TMDI}}\right)_{\text{opt}} = \sqrt{\frac{1}{2} \frac{(1+\gamma + a^2\beta + a^4\mu^2)}{(1+\gamma + a^2\mu)(1+a^2\mu)^2}}$$  (9)

By setting $\beta = 0$ (and thus $\gamma = 0$) in Eqs. (8) and (9), the optimal tuning formulas for the blade-mounted TMD [12] are recovered:

$$\left(\omega_{\text{TMD}}\right)_{\text{opt}} = \frac{\omega_0}{1+a^2\mu}$$  (10)

$$\left(\zeta_{\text{TMD}}\right)_{\text{opt}} = \sqrt{\frac{1}{2} \frac{a^2\mu}{1+a^2\mu} \left(\frac{\omega_0^2}{\omega_0^2 - (1+a^2\mu)^2 \Omega^2}\right)}$$  (11)

### 3.2 Optimal tuning of the bladed-mounted RIDTMD

Again, the normalized complex structural amplitude $q_0$ can be obtained by assuming all responses and the load to be harmonically varying. The expression becomes much more lengthy because the system has 3 DOFs now. For the RIDTMD, four parameters (instead of two for the TMDI) need to be optimized, i.e. $k$, $k_b$, $b$ and $c_b$.

The idea is to optimally place the poles of the system [14], i.e. the complex roots of the sextic characteristic equation (the denominator of the complex structural amplitude), in order to obtain the optimal damper parameters. The mathematical derivations are rather exhaustive, and will be detailed in a separate publication. The general steps are: 1) Choose the mass ratio $\mu$. 2) The two springs $k$ and $k_b$ are optimally tuned so that two of the three poles are inverse points with respect to a quarter circle (resulting in equal modal damping ratio), while the other pole is placed on this circle. 3) The inertance $b$ and the damping coefficient $c_b$ are optimally calibrated based on the triple-root bifurcation point together with two scaling parameters. The closed-form expressions indicate that the optimal parameters all depend on the rotational speed.

### 4 Results

Data from the NREL 5 MW reference turbine [15] were employed to calibrate the structural model of the wind turbine blade. Each blade has a length of 61.5 m and an overall mass of 17740 kg, with the edgewise bending stiffness, the mass per unit length and the fundamental edgewise mode shape given by [15]. The rated rotational speed of the rotor is $\Omega_0=1.27$ rad/s.
Figure 2: Dynamic amplification of the structural response, \( x_0 = 45 \text{ m and } \mu = 0.05 \) for all three dampers. \( \beta = 0.03 \) has been chosen for TMDI. Asterisk: the fixed-point frequencies. Circle: \( \omega_\infty \). (a) \( \Omega = 0 \) (non-rotating blade). (b) \( \Omega = \Omega_0 \) (1.27 rad/s).

Figure 2 shows the dynamic amplification of the structural response, with the three optimally-tuned dampers attached. Both cases of \( \Omega = 0 \) (non-rotating blade) and \( \Omega = \Omega_0 \) have been considered. The dampers are located at the location of \( x_0 = 45 \text{ m} \), and the mass ratio of the TMD absorber for all of them is kept at \( \mu = 0.05 \). For TMDI, the inertance ratio should also be chosen in advance, here \( \beta \) is chosen to be \( \beta = 0.03 \). It is seen that the optimal RIDTMD has the best performance in reducing the blade response comparing with the optimal TMD and the optimal TMDI. The TMDI has the least reduction effect. Furthermore, for the optimal TMDI or optimal TMD, the dynamic amplifications at the two fixed frequencies and \( \omega_\infty \) are on the same horizontal line. This is as expected since the optimal tuning formulas for TMDI or TMD have been derived exactly based on this criterion. It is also seen that for the optimal RIDTMD, the dynamic amplification curve is skewed, which is in agreement with the finding in [14] and is due to the fact that equal modal damping ratio does not guarantee the equal height of dynamic amplifications.

Figure 3: Dynamic amplification of the damper stroke, \( x_0 = 45 \text{ m and } \mu = 0.05 \) for all three dampers. \( \beta = 0.03 \) has been chosen for TMDI. (a) \( \Omega = 0 \) (non-rotating blade). (b) \( \Omega = \Omega_0 \) (1.27 rad/s).

Correspondingly, Figure 3 shows the dynamic amplification of the relative absorber motion (the damper stroke). Even though the peak heights of the three curves are similar, the curve corresponding to optimal RIDTMD is the most broad-banded, while the optimal TMDI is the most narrow-banded. This implies that the optimal TMDI performs best in terms of the smallest damper stroke, while the optimal RIDTMD has the largest stroke. The finding from Figure 3 is in contrary to that from Figure 2, which makes sense because the improvement of one performance indicator is normally at the cost of worsening another indicator. Comparing with TMD,
both TMDI and RIDTMD improve one certain type of the damper performance. It is up to the
designer to decide which performance indicator is more important.

5 CONCLUSIONS

Closed-form expressions have been derived for optimal tuning of the blade-mounted TMDI
and the blade-mounted RIDTMD, the former based on fixed-point method and the latter based
on pole-placement method. Using the NREL 5-MW wind turbine as the numerical example, it
is observed that comparing with the optimal TMD, the optimal TMDI has the advantage of less
damper stroke at the cost of slight degradation in blade vibration control performance. On the
other hand, the optimal RIDTMD is superior in damping blade vibrations comparing with the
optimal TMD, with slightly increased stroke. This work provides rigorous theoretical formul-
ations as well useful design formulas for the blade-mounted inerter-based vibration absorbers.
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Abstract. The tuned mass-damper-inerter (TMDI) is a linear passive dynamic vibration absorber for motion control of dynamically excited building (primary) structures. It couples the classical tuned mass damper (TMD), comprising a secondary mass attached to the top building floor via a spring and dashpot, with an inerter, a mechanical element resisting relative acceleration, which links the secondary mass to a lower floor. Recent studies demonstrate that TMDI motion control effectiveness is influenced by the vibration modes of the uncontrolled primary structure. Herein, this influence is quantified through a parametric investigation considering a wide range of white-noise excited primary structures modelled as cantilevered continuous beams with various shapes and, therefore, different vibration modes. This quantification is facilitated by considering a low-order model of TMDI-equipped flexural cantilever which accounts for the effect of flexural rigidity and mass distribution of the primary structure as well as the influence of the fundamental mode shape to the location that the inerter connects the secondary mass to the primary structure. The investigation is further supported by optimal H₂ tuning of TMDI aiming to minimize the free-end primary structure displacement under white noise excitation. It is shown that the TMDI achieves enhanced structural performance as the inerter links the secondary mass further away from the top of the primary structure where the mass is attached to for all primary structure shapes. Moreover, it is found that improved TMDI performance and reduced stroke (relative secondary mass displacement with respect to the primary structure) are achieved for primary structure shapes with stiffness and mass distribution weighted heavier towards the base of the structure (i.e., when most of material is concentrated towards the bottom end of the structure) either through appropriate shaping or through increase of base to free-end depth ratio for fixed non-uniform shapes.
1 INTRODUCTION

In recent years the use of the inerter, defined in [1] as a mechanical element that resists relative acceleration through the inertance constant, has been widely considered in various linear passive dynamic vibration absorber configurations for enhanced motion control in dynamically excited structures [2]. Among these absorbers, the tuned mass damper inerter (TMDI) introduced in [3] attracted significant attention in the literature and its potential to achieve improved vibration suppression compared to the standard tuned mass damper (TMD) has been verified in various applications including for the seismic protection of building structures [3-5] as well as for safeguarding occupants’ comfort in wind excited slender tall buildings [6-8]. In the TMDI configuration for building (primary) structures, an inerter is used to link a secondary mass attached to one building floor (commonly the top floor) through a spring in parallel with a viscous damper (dashpot) to a different (lower) floor.

Giaralis and Taflanidis [9] were the first to demonstrate for a seismically excited TMDI-equipped 10-storey shear frame structure that the more floors the inerter spans (i.e., the further lower the floor that the inerter connects the secondary mass) the more improved vibration suppression is furnished by an optimally tuned TMDI. This observation was more recently confirmed for seismically and wind excited real-life benchmark multi-storey structures [5,7]. Further, recognizing that spanning several floors may not be economically feasible in routine practical applications, Wang and Giaralis [8] proposed a local primary structure modification namely top-floor softening, which leads to an increased local difference in the primary structure mode shapes and was shown to have a similar beneficial effect with spanning more floors in wind-excited buildings equipped with a top-floor TMDI. This result suggests that the mode shapes of the uncontrolled primary structure and, hence, the mass and stiffness distribution of the primary structure influences the motion control potential of the TMDI. To this end, this paper aims to quantify this influence through a parametric investigation considering a wide range of white-noise excited primary structures modelled as cantilevered continuous beams with various shapes and, therefore, different vibration modes. This quantification is facilitated by considering a low-order model of TMDI-equipped flexural cantilever which accounts for the effect of flexural rigidity and mass distribution of the primary structure as well as the influence of the fundamental mode shape to the location that the inerter connects the secondary mass to the primary structure. The investigation is further supported by optimal H2 tuning of TMDI aiming to minimize the free-end primary structure displacement under white noise excitation. The presentation starts from the definition of the simplified model and the derivation of frequency response functions used in random vibration analyses.

2 SIMPLIFIED 2-DOF DYNAMIC MODELLING AND ANALYSIS OF TMDI-EQUIPPED CONTINUOUS FLEXURAL CANTILEVERED BEAMS

2.1 Model description and equations of motion

Consider the TMDI-equipped continuous flexural cantilever beam (primary structure) depicted in Figure 1(a). The beam height is H and has distributed flexural rigidity $EI(x)$ and distributed mass $m(x)$, with $0 \leq x \leq H$, while it is taken as undamped. A TMDI is attached to the free-end of the primary structure to control its lateral motion due to horizontal distributed dynamic load $p(x,t)$. Specifically, the TMDI consists of a secondary mass, $m_{TMDI}$, attached to the free-end of the primary structure through a linear spring with stiffness $k_{TMDI}$ in parallel with dashpot with damping coefficient $c_{TMDI}$ and further connected to the primary structure at height $x=\chi$ through an inerter with inertance $b$. 
Let the lateral motion of the uncontrolled primary structure be governed by a single time-invariant shape function \( \psi(x) \) which complies to the fixed support conditions at \( x=0 \) and, without loss of generality, is normalised such that \( \psi(H)=1 \) as shown in Figure 1(a). Under this assumption, the primary structure can be modelled as a generalized single degree of freedom (SDOF) system [10] and its lateral deflection can be written as \( u(x,t) = \psi(x)z(t) \) where \( z(t) \) is the tip displacement of the primary structure. In this setting, a simplified two degree of freedom (2-DOF) model is herein employed to approximate the lateral deflection of the TMDI-equipped cantilever beam in terms of its tip displacement \( z(t) \) and the TMDI mass displacement \( y(t) \) written in matrix form as

\[
M\ddot{q} + C\dot{q} + Kq = p. \quad (1)
\]

In the above equation, the displacement and forcing vectors are defined as

\[
q = \begin{bmatrix} z(t) \\ y(t) \end{bmatrix} \quad \text{and} \quad p = \begin{bmatrix} p^*(t) \\ 0 \end{bmatrix}, \quad (2)
\]

respectively, while the mass, damping, and stiffness matrix are

\[
M = \begin{bmatrix} m^* + b\psi'(\chi)^2 & -b\psi(\chi) \\ -b\psi(\chi) & m_{\text{TMDI}} + b \end{bmatrix}, \quad C = \begin{bmatrix} c_{\text{TMDI}} & -c_{\text{TMDI}} \\ -c_{\text{TMDI}} & c_{\text{TMDI}} \end{bmatrix}, \quad \text{and} \quad K = \begin{bmatrix} k^* + k_{\text{TMDI}} & -k_{\text{TMDI}} \\ -k_{\text{TMDI}} & k_{\text{TMDI}} \end{bmatrix}, \quad (3)
\]

respectively and a dot over a symbol signifies differentiation with respect to time. Further, in the above expressions, \( p^*(t) \), \( m^* \), and \( k^* \) are the generalized load, mass, and stiffness of the generalized SDOF representation of the primary structure defined as [Clough and Penzien 1993]

\[
p^*(t) = \int_0^H p(x,t)\psi(x)dx, \quad m^* = \int_0^H m(x)\psi(x)^2dx, \quad \text{and} \quad k^* = \int_0^H EI(x)\psi'^*(x)^2dx, \quad (4)
\]

where a prime over a symbol denotes differentiation with respect to \( x \).

Notably, in the herein considered 2-DOF model the assumed (single) mode shape of the primary structure, \( \psi(x) \), is explicitly accounted for in defining the primary structure generalized properties in Eq.(4) as well as the inerter force through the expression

\[
F_\psi(t) = b(\psi(\chi)z(t) - \ddot{y}(t)). \quad (5)
\]

In the above equation, it is clearly seen that the inerter force depends on the mode shape coordinate at location \( x=\chi \) (i.e., where the inerter links the attached mass to the primary structure), including the limiting case of \( \psi(\chi=0)=0 \) for which the inerter is grounded and the mass...
matrix in Eq.(3) becomes diagonal [11]. Moreover, the 2-DOF model can also treat TMD-equipped primary structures as a special case for which \( b = 0 \). In this regard, the 2-DOF model in Eq.(1) can be effectively used as a vehicle to study the response of TMD(I)-equipped cantilevered beams with different assumed uncontrolled dominant vibration modes as well as different inerter connecting location to the primary structure.

2.2 Frequency domain random vibration analysis for white noise excitation

In the ensuing numerical part of this work, three dynamic response quantities of practical interest are monitored under the assumption of uniformly distributed zero-mean spatially uncorrelated white noise excitation. These are the root mean square (RMS) values of the free-end primary structure displacement, \( z(t) \), of the TMD stroke, \( z(t)-y(t) \) (i.e., relative displacement of the secondary mass with respect to the free-end of the primary structure), and of the inerter force in Eq.(5). These quantities are readily determined using frequency domain analysis via the expressions

\[
\sigma_z = \sqrt{\int_0^{\omega_{\text{max}}} \left| p_o^* H(\omega) \right|^2 W_o d\omega},
\]

\[
\sigma_{y-z} = \sqrt{\int_0^{\omega_{\text{max}}} \left| p_o^* G(\omega) \right|^2 W_o d\omega}, \quad \text{and}
\]

\[
\sigma_f = b \sqrt{\int_0^{\omega_{\text{max}}} \left| p_o^* B(\omega) \right|^2 W_o d\omega}.
\]

In the above expressions, \( \omega \) is angular frequency, \( \omega_{\text{max}} \) is a cut-off frequency above which the frequency response functions in the arguments of the integrals attain negligible values, \( W_o \) is the amplitude of the white noise power spectral density function and \( p_o^* = \int_0^{\omega_{\text{max}}} \psi(x) dx \). Further, \( H(\omega) \), \( G(\omega) \), and \( B(\omega) \) are given as

\[
H(\omega) = \frac{Z(\omega)}{P'(\omega)} = \frac{k_{22} - \omega^2 m_{22} + i\omega c_{22}}{(k_{11} - \omega^2 m_{11} + i\omega c_{11})(k_{22} - \omega^2 m_{22} + i\omega c_{22}) - (k_{12} - \omega^2 m_{12} + i\omega c_{12})(k_{21} - \omega^2 m_{21} + i\omega c_{21})},
\]

\[
G(\omega) = \frac{Z(\omega) - Y(\omega)}{P'(\omega)} = \left( 1 + \frac{k_{21} - \omega^2 m_{21} + i\omega c_{21}}{k_{22} - \omega^2 m_{22} + i\omega c_{22}} \right) H(\omega), \quad \text{and}
\]

\[
B(\omega) = \frac{\omega^2 [\psi(\chi) Z(\omega) - Y(\omega)]}{P'(\omega)} = \omega^2 \left[ \frac{[\psi(\chi) + \frac{k_{21} - \omega^2 m_{21} + i\omega c_{21}}{k_{22} - \omega^2 m_{22} + i\omega c_{22}}] H(\omega),
\]

respectively, where \( i = \sqrt{-1} \), and \( m_{mn}, c_{mn} \) and \( k_{mn} \), with \( m,n=1,2 \) are the elements of the matrices in Eq. (3).
3 OPTIMAL TMDI DESIGN USING THE SIMPLIFIED 2-DOF MODEL

To support meaningful discussion on motion control performance of TMDI-equipped structures, it is deemed essential to optimally design/tune the TMDI to minimize primary structure response. To this aim, an optimization problem is formulated to tune TMDI stiffness and damping properties such that the RMS displacement of the primary structure free-end under white noise excitation, taken as the objective function (OF), is minimized. That is,

\[ \text{OF} = \sigma_z. \]  

The design problem has 5 non-dimensional design variables (DVs), namely the inerter connectivity ratio CR, the mass ratio \( \mu \), the inertance ratio \( \beta \), the TMDI frequency ratio \( \nu_{\text{TMDI}} \), and the TMDI damping ratio \( \xi_{\text{TMDI}} \) defined as

\[
\begin{align*}
CR &= \frac{H - \chi}{H}, \\
\mu &= \frac{m_{\text{TMDI}}}{m}, \\
\beta &= \frac{b}{m}, \\
\nu_{\text{TMDI}} &= \sqrt{\frac{k_{\text{TMDI}}}{\omega_1 (m_{\text{TMDI}} + b)}}, \quad \text{and} \\
\xi_{\text{TMDI}} &= \frac{c_{\text{TMDI}}}{2 \sqrt{(m_{\text{TMDI}} + b) k_{\text{TMDI}}}},
\end{align*}
\]  

where \( \omega_1 \) is the first natural frequency of the uncontrolled primary structure. Then, optimal primary DVs, \( \nu_{\text{TMDI}} \) and \( \xi_{\text{TMDI}} \), are sought that minimize the OF given values of the secondary DVs: CR, \( \mu \), and \( \beta \). The optimization problem is numerically solved in the ensuing numerical work using a pattern search algorithm [12] with iteratively updated search range of the primary variables hard-coded in MATLAB®.

4 PERFORMANCE ASSESSMENT OF TMDI-EQUIPPED CANTILEVERED BEAMS WITH DIFFERENT GEOMETRIC SHAPES

4.1 Parametric variation of primary structure geometric shape

As seen in section 2, the dominant vibration mode of the uncontrolled primary structure \( \psi(x) \) enters explicitly in the definition the generalized primary structure properties as well as in the mass matrix of the simplified 2-DOF model used to capture the response of TMDI-equipped cantilevered beams. Given that in many practical applications the first mode, \( \phi_1(x) \), of the primary structure dominates its dynamic response, the choice of \( \psi(x) = \phi_1(x) \) is meaningful. However, \( \phi_1(x) \) depends heavily on the stiffness (flexural rigidity) and mass distribution along the height of the primary structure. To this end, the influence of the dominant vibration mode to the motion control potential of the TMDI is herein studied by varying parametrically the geometric shape (profile) of the primary structure as shown in Figure 1(b). Specifically, primary structures with fixed width \( B \) along the height of the structure but varying depth \( D(x) \) within the direction of the lateral load are considered which further influence the flexural rigidity and mass distribution as specified in Figure 1(b). The five different primary structure shapes plotted in Figure 1(c) are considered. Shape I (uniform) has constant cross-section along the primary structure height and slenderness ratio \( H/D = 20 \), whereas two different depth ratios defined as \( R = D(0)/D(H) \), i.e., \( R = 2 \) and \( R = 5 \), are considered for the remaining four non-uniform shapes. Importantly, all 9 considered primary structures have the same total area/volume and, thus, total mass which is taken as a practical reference criterion in the herein undertaken comparative study.
4.2 Numerical derivation of fundamental mode shapes and optimal TMDI tuning

The fundamental mode shape of each of the 9 in total different uncontrolled primary structures herein considered is obtained numerically using finite element (FE) discretization. Specifically, each primary structure is discretized using 40 tapered equal-length beam elements. A 41-DOF planar dynamic system is then derived involving only one lateral translational DOF per FE node grid along the horizontal load direction in terms of a diagonal mass matrix and a full stiffness matrix. The mass matrix is formed by lumping the own-mass of the elements at the nodes while the stiffness is constructed using standard static condensation to eliminate vertical and rotational DOFs at each FE node. Next, standard modal analysis is conducted to obtain the first mode shape vector with 41 elements. The central difference method is used to obtain the second derivative of the fundamental mode shapes. Next, the standard trapezoid quadrature rule is used to calculate the integrals defining the generalized primary structure properties in Eq.(4) for each of the 9 primary structures. Finally, the optimization problem described in section 3 is solved to find optimal $k_{\text{TMDI}}$ and $c_{\text{TMDI}}$ from the non-dimensional frequency and damping ratios in Eq.(9) for each primary structure. Given that the focus of this paper is to investigate the influence of mode shapes to TMDI performance, fixed values for the mass ratio and inertance ratio are herein assumed taken equal to $\mu=0.1\%$ and $\beta=16\%$ and the average generalised mass from all 13 primary structures is used in the numerator of these ratios in Eq.(9). However, the CR in Eq.(9) is parametrically investigated as its influence is coupled with the influence of the fundamental mode shape through the modal coordinate $\psi(\chi)=\phi_{1}(\chi)$ affecting the mass matrix of the mode in Eq. (3). In this regard, CR is let to vary within the range [0 1], where CR=1 corresponds to grounded inertor ($\chi=0$).

4.3 Influence of depth ratio R

The influence of fundamental mode shape variation due to different depth ratio $R=D(0)/D(H)$ values of the primary structure to the TMDI motion control potential is firstly investigated. This is facilitated by plotting the RMS free-end displacement of optimal TMDI-equipped primary structures against CR for fixed R separately for each of the geometric shapes II-V of Figure 1(c). These plots are presented in Figure 2 where the free-end TMDI-equipped primary structure displacement is normalized by the corresponding TMD-equipped primary structure obtained by solving the optimization problem in section 3 for $b=0$. In all plots the same R=1 curve corresponding to the uniform section shape (I) is included as a base-line.

It is evidenced that improved vibration suppression is achieved, though at a decreasing rate, as CR increases (i.e., as the further away from the free-end the inertor links the secondary mass to the primary structure) irrespective of the geometric shape and, thus, the mode shape of the primary structure. Further, for relatively small CR values the TMD outperforms the TMDI. These results agree with previous numerical studies addressing different structures and dynamic loads [4,5,7] which confirms the validity of the herein considered simplified 2-DOF model for optimal TMDI design. More interestingly, it is seen that for all the considered primary structure shapes TMDI performance improves as the depth ratio increases for any fixed CR and this improvement is more substantial for lower CR values. This observation suggests that the TMDI becomes more effective in mitigating lateral vibrations in cantilevered beam-like primary structures (such as tall buildings, and chimneys) as their upper part becomes more flexible through upwards tapering. In this regard, the critical CR value for given host structure geometric shape and inertial TMDI parameters (i.e., mass $m_{\text{TMD}}$ and inertance $b$), that needs to be exceeded for TMDI to outperform TMD depends heavily on the depth ratio R. For instance, for double curvature shape (IV) shown in Figure 2(c), the critical CR values are 7.4%, 5.1%, and 2.75% for
depth ratios $R_1, R_2,$ and $R_5,$ respectively. Hence, the requirement to the inerter span reduces as the primary structure tapering rate towards reduced cross-section with height increases.

Figure 2. Free-end RMS displacement performance of optimal TMDI-equipped primary structures as function of the inerter connectivity ratio (CR) for various depth ratios $R=D(0)/D(H)$.

4.4 Influence of depth profile $D$ (primary structure shape)

Here, attention is firstly focused on exploring the influence of fundamental mode shape variation due to different primary structure shaping (see Figure 1(c)) to the TMDI motion control potential. This is facilitated by bar-plotting the RMS free-end displacement of TMDI-equipped primary structures with different shapes for $CR=2.5\%$, $5.0\%$, and $7.5\%$, and for all different depth ratios in the upper row of panels in Figure 3. The same normalization of the RMS displacement as in Figure 2 applies. A consistent trend in these plots appears: the TMDI motion control potential increases for fixed $CR$ and $R$ as the primary structure shape changes from type “II” towards type “V”. With reference to the shapes in Figure 1(c), this trend ultimately confirms again that better TMDI motion control is achieved as mass and stiffness distribution is heavier weighted towards the fixed-end of the primary structure. Interestingly, worst performance is noted for uniformly distributed mass and stiffness. For example, for depth ratio $R=2$ and $CR=5.0\%$, the TMDI with $\beta=16\%$ achieves gradually improved performance compared to the TMD by 0.5\%, 2.7\%, 4.7\%, and 5.3\% for primary structure shapes II, III, IV, and V respectively. As discussed before, for the relatively low $CR=2.5\%$ value in Figure 3(a), the TMD always outperforms the TMDI, but as $CR$ increases (compare e.g. Figure 3(b) with 3(c) and note the difference in the y-axis scale) improvement of TMDI versus TMD become more substantial. The improved TMDI performance as the upper part of primary structure becomes more flexible is readily attributed to smaller values of $\psi(\chi)$ as the mode shape curvature increases (i.e., as the difference of $\psi(H)-\psi(\chi)$ increases). Nevertheless, the improvement achieved through increase of $R$ is less significant for shapes II and III compared to shapes IV and V. This
result demonstrates that careful design/shaping of the primary structure is required to achieve increased TMDI control performance.

Moreover, the second row of panels in Figure 3 furnishes bar-plots of RMS stroke values $\sigma_{y,z}$ computed from Eq.(6) for the same cases as the first row of panels of Figure 3 and normalized by the RMS stroke for the TMD. As has been reported in several previous studies [6,7], the inclusion of the inerter to the TMD reduces dramatically the secondary mass stroke (relative displacement of secondary mass with the primary structure free-end) with higher reductions achieved as CR increases. For all the herein considered primary structures and CRs, the reduction is more than 80%. Here, a novel observation is that mode shape differences due to either the shape of the primary structure or its depth ratio do not influence as much the stroke as they influence the free-end displacement. Still, it is important to note that stroke demands follow consistently the same reduction trend as free-end displacement demand with mode shape variation: as R increases for the same primary structure shape or as shapes go from type II to type V for fixed R the normalized stroke reduces by about 1% irrespective of the CR. This is a quite welcoming result as stroke is proportional to TMDI cost in several practical applications [5,6].

Lastly, considering that modal information affects explicitly the magnitude of the inerter force exerted to the primary structure at $x=y$ location, it is deemed practically important to gauge the influence of mode shapes variation to the inerter force in the last row of panels of Figure 3. In these plots, inerter force values are normalized by the inerter force developing at the uniform cantilever with CR=2.5%. Interestingly, it is seen that lower force develops at the uniform shaped primary structure compared to all the other shapes for the relatively large depth ratio
R=5. On the other hand, inerter force decreases for R=2 and 5 as shapes vary from type II to type V for relatively large CRs, e.g., CR=5.0% and 7.5%. One may be tempted to interpret this decrease of inerter force as the cause of TMDI achieving improved vibration suppression with primary structure shape variation seen in the first row of panels in Figure 3. However, this trend changes for a given primary structure shape with increasing depth ratio R: inerter force increases significantly as R increases from 2 to 5 for all primary structure shapes considered. Thus, the inerter force is not necessarily consistent with TMDI performance in terms of free-end displacement which, ultimately, is mostly related to the control force exerted at the free-end of the cantilever through the spring and dashpot. However, with reference to the upper row of panels in Figure 3, the increase in inerter force is accompanied with enhanced TMDI performance through increasing the depth ratio R. In this respect, it can be concluded that modifying the primary structure fundamental mode shape through more elaborate primary structure shaping rather than through increasing the depth ratio R is more advantageous in enhancing TMDI performance as it does not lead to increased inerter force exerted at the primary structure.

5 CONCLUDING REMARKS

The influence of the geometric shape of cantilevered primary structures to the TMDI performance for suppressing vibrations due to white noise external loading has been parametrically investigated. Five different shapes of primary structure have been considered with different base to free-end depth ratio with a TMDI attached to their free-end. Parametric analysis has been facilitated by a simplified 2-DOF in which the primary structure is represented by a generalized SDoF system whose properties account for the geometric shape of the structure through the mass and stiffness distribution along the structure height as well as through the fundamental mode shape of the structure. Further, the adopted 2-DOF model explicitly accounts for the location of the primary structure to which the inerter links the secondary mass. Since the primary structure modal coordinate at this location multiplies the inertance and depends on the shape on the shape of the primary, the inerter connection location was also varied in the parametric investigation. TMDI performance has been evaluated in terms of RMS free-end displacement for which the TMDI was optimally tuned. It is found that TMDI performance improves monotonically but at a reduced rate as the inerter connecting location to the primary structure moves away from the free end for all nine different primary structure shapes. Moreover, it was shown that improved TMDI performance as well as stroke are achieved for primary structure shapes with stiffness and mass distribution weighted heavier towards the base of the structure (i.e., when most of material is concentrated towards the bottom end of the structure) either through appropriate shaping or through increase of base to free-end depth ratio for fixed shape. Lastly, numerical data suggest that the primary structure shaping (i.e., considering more “pointy” primary structure geometry/shape) is practically most beneficial as it does not create increased inerter force exerted to the primary structure. Overall, the herein investigation point to the importance of primary structure design to enhance the dynamic performance of optimal TMDI-equipped structures.
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\textbf{Abstract.} This work is devoted to the experimental evaluation of the dynamic response of railway bridges with common typologies in short-to-medium spans. An extensive experimental campaign is performed in several railway bridges belonging to the High-Speed (HS) and conventional Spanish railway network. The main objectives are to (i) characterise the structures main features affecting their dynamic behaviour, (ii) determining the soil properties at the structures respective locations; and analysing the bridge dynamic responses under different operating conditions. All the bridges are composed by simply-supported (S-S) bays with different steel, concrete and steel-concrete composite typologies. Five bridges have been experimentally investigated: \textbf{i)} Old Guadiana Bridge: a double-track simply-supported bridge with two 13 m equal spans composed by two adjacent single-track decks with continuous ballast; \textbf{ii)} Jabalón High-Speed Bridge: an isostatic bridge of three S-S bays of 20 m equal spans composed by a double-track pre-stressed concrete girders deck; \textbf{iii)} Algodor Bridge: an isostatic double-track bridge with three S-S bays of 10 m equal spans and a pseudo-slab concrete deck; \textbf{iv)} Jabalón Conventional Line Bridge: a steel truss single-track structure composed by three 25 m equal spans; and \textbf{v)} Tinajas Bridge: a steel-concrete composite single-track bridge with three bays of 25, 35 and 22 m spans, respectively. The first four bridges are nowadays at full operation while the latter is under its construction final stage. The study includes the identification of bridge modal parameters and dynamic soil properties, a discussion on the identified structural damping in all the bridges, the measurement of vibration levels induced by railway traffic under operational conditions in the first four bridges and under construction operation machinery in the fifth case, and an analysis of the differences found in the structural behaviour of different bridge typologies for the same traffic. \textit{This paper summarizes a vast experimental campaign.}
1 Introduction

The dynamic effects in railway bridges have become an issue of interest and concern for scientists and engineers in the last decades, especially since the advent of High-Speed [1]. An excessive level of vertical accelerations on the deck platform (greater than 3.5 or 5 m/s² in ballast or slab track bridges, respectively), can lead to misalignment of the rails as a result of premature deconsolidation of the ballast layer, to the loose of contact between wheel and rail with the subsequent increase of the risk of derailment, to fatigue problems in the structures in the long term or to an increase of the maintenance costs in the best scenario. Consequently, the Serviceability Limit States for Traffic Safety and, in particular, the vertical acceleration of the deck has become one of the most restrictive requirements in the design of new bridges. The bridges composed by simply-supported spans with short to medium span lengths are especially critical in this regard, due to their natural frequencies and usually low mass and damping associated levels. This problem of high accelerations is particularly relevant at resonance [2, 3].

A comprehensive experimental campaign in five railway bridges in Spain is presented in this work. The tests include the identification of the modal parameters of the structures, the characterization of the soil at the respective sites and the measurement of the bridge dynamic responses under railway traffic. Five bridges were tested: i) Old Guadiana Bridge: a double-track S-S bridge with two 13 m equal spans composed by two adjacent single-track decks sharing a continuous ballast layer; ii) Jabalón High-Speed Bridge: an isostatic bridge with three S-S bays of 20 m equal spans composed by a double-track pre-stressed concrete girders deck; iii) Algodor Bridge: a double-track bridge with three S-S bays of 10 m equal spans and a filler beam concrete deck; iv) Jabalón Conventional Line Bridge: a steel truss single-track structure composed by three 25 m equal spans; and v) Tinajas Bridge: a steel-concrete composite single-track continuous bridge with three spans of 25, 35 and 22 m, respectively.

The outline of the paper is as follows. In Section 2, a general description of the experimental tests performed during the campaigns is included. The results of the experimental measurements on each particular bridge are given in the different subsections of Section 3. A final analysis on the differences found in the structural behaviour of the different typologies for similar traffic is included in Section 4.

2 Experimental set-up

In April and May 2019, the authors performed an experimental campaign on several railway bridges with the purpose of characterizing the structure and soil dynamic properties along with the bridge dynamic response under railway traffic. As per the acquisition equipment, a portable acquisition system LAN-XI of Brüel & Kjaer was used. The acquisition system fed the sensors (accelerometers) and an instrumented impact hammer in the case of the soil tests. It also performed the Analog/Digital conversion (A/D). The A/D was carried out at a high sampling frequency that avoided aliasing effects using a low-pass filter with a constant cut-off frequency. The sampling frequency was \( f_s = 4096 \text{ Hz} \). The acquisition equipment was connected to a laptop for data storage. Endevco model 86 piezoelectric accelerometers were used with a nominal sensitivity of 10 V/g and a lower frequency limit of approximately 0.1 Hz. The acquisition system was configured to avoid the sensors overload. Nevertheless, in some cases, the signals were overloaded. In the case of Tinajas Bridge, Etna stations of Kinematics were used with internal triaxial accelerometers with a nominal sensitivity of 1.25 V/g. Here, the sampling frequency was \( f_s = 250 \text{ Hz} \).

The modal parameters of the bridges were identified from ambient vibration data by the
stochastic subspace identification technique [4]. The ambient vibration response was acquired during the tests while the trains were not crossing the bridges. Data were decimated to carry out data analysis in the frequency range of interest (0 – 30 Hz). The signals were filtered applying two third-order Chebyshev filters with high-pass and low-pass frequencies of 1 Hz and 30 Hz, respectively.

The dynamic characterisation of the soil was carried out by the seismic refraction and the Spectral Analysis of Surface Waves (SASW) tests. The seismic refraction test allowed the identification of the P-wave velocity ($C_p$) of the soil layers. The SASW test was used to determine the S-wave velocity ($C_s$), and the material damping ratio of the soil layers ($\beta$) was estimated by the half-power bandwidth method [5]. 100 hammer impacts were applied to a 50 cm × 50 cm × 8 cm aluminium foundation anchored to the soil surface (Figure 2). The instrumented hammer included a PCB 086D50 force sensor. The vertical free field response was recorded by means of accelerometers anchored to the soil surface every 2 m (from 2 m to 72 m). Steel stakes of cruciform section and 30 cm of length were driven into the ground surface and the accelerometers were screwed to these stakes. After each impact, a time signal of 16348 samples (4 s) was stored. The force channel was used as a trigger, a pre-trigger of 1 s, and a post-trigger of 3 s. In this case, the signals were decimated (order 4), filtered with a third-order
Chebyshev filter with a high-pass frequency of 1 Hz and a low-pass frequency of 100 Hz.

Figure 2: Soil test set-up close to one of the bridges under study.

3 Railway Bridges

In what follows, the specificities of the experimental set-ups and the experimental measurements recorded in Old Guadiana, Jabalón HSL, Jabalón, Algodor and Tinajas bridges are outlined.

During the recordings, several RENFE trains (S100, S102, S104, S112, S120, S130, S449, S599, Altaria and freight trains) crossed the bridges. Figure 3 includes the axle schemes and coach distributions of series S100, S102, S104, S120 and Altaria trains. Also the axle distances \( d \) and axle loads \( P \) are provided. More information in this regard can be found in Reference [6].

3.1 Old Guadiana Bridge

3.1.1 Description of the structure

This first bridge under study crosses Old Guadiana River in the conventional railway line Madrid-Alcázar de San Juan-Jaén, in the Alcázar de San Juan-Manzanares section (see Figure 4). It is a double-track concrete bridge composed by two identical simply-supported bays. The horizontal structure is formed by two structurally independent although adjacent decks, one for each track, sharing the ballast layer. Each deck is composed of a concrete slab resting on five pre-stressed concrete \( 0.75 \text{ m} \times 0.3 \text{ m} \) rectangular girders with no transverse stiffening elements (see Figure 5). The longitudinal girders rest on the two abutments and on a central pile support through neoprene bearings. Each deck accommodates a ballasted eccentric track with Iberian gauge (1668 mm), UIC60 rails and mono-block concrete sleepers separated 0.60 m.

The vertical acceleration response was measured at 18 points of the lower flange lower horizontal face of the pre-stressed concrete girders (points 1 – 18 in Figure 6). The accelerometers were attached to the girders using circular aluminium plates with 9 cm of diameter and 6 mm of thickness fixed with epoxy resin to the concrete surface (see Figure 1.(b)) which was previously treated for proper adherence. The response at points of the two decks in both spans was recorded.
3.1.2 Modal parameters identification

Ten modes with natural frequencies below 30 Hz are identified from the ambient vibration recorded during 3600 s. In Figure 7 the first ten mode-shapes are represented.

In Table 1 the identified natural frequencies and the damping ratios from the ambient response are included for the first ten modes. In the fundamental mode the identified damping ratio reaches 2.3%, higher than the value prescribed by standards for design purposes for this particular length and bridge typology (1.5% as per [7]).

The bridge response under operational conditions strongly depends on structural damping. Obtaining a realistic value of modal damping representative of the bridge dynamic response
under forced vibration is complicated, partially due to the dependency of this parameter with the amplitude of vibration. For this reason, modal damping has been also identified from the free vibration response recorded after the train passages indicated in section 3.1.4, using 10 s of free vibration. The modal damping ratios are extracted by the methodology presented by Kim et al. [8].

The damping ratio estimations are presented in Figure 8 and Table 1. The values of damping estimated from ambient vibration are represented with solid circles and compared to the values obtained from the train passages. The obtained results for the same vehicle crossing the bridge along the same track are consistent. As a general conclusion, it can be mentioned that the damping ratios from the train passages were considerably higher than those obtained from
<table>
<thead>
<tr>
<th>Mode</th>
<th>( f ) [Hz]</th>
<th>( \xi_{AV} ) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.8</td>
<td>2.3</td>
</tr>
<tr>
<td>2</td>
<td>11.0</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>12.8</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>16.5</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>17.9</td>
<td>0.1</td>
</tr>
<tr>
<td>6</td>
<td>21.0</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>22.2</td>
<td>1.2</td>
</tr>
<tr>
<td>8</td>
<td>23.7</td>
<td>0.4</td>
</tr>
<tr>
<td>9</td>
<td>27.8</td>
<td>1.1</td>
</tr>
<tr>
<td>10</td>
<td>28.7</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mode</th>
<th>( \xi_{TP} ) [%]</th>
<th>( \sigma_{TP} ) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.9</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>2.5</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>1.9</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>1.7</td>
<td>0.1</td>
</tr>
<tr>
<td>6</td>
<td>1.3</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>1.4</td>
<td>0.2</td>
</tr>
<tr>
<td>8</td>
<td>1.2</td>
<td>0.1</td>
</tr>
<tr>
<td>9</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 1: (left) Identified natural frequencies and damping ratios from ambient vibration and (right) mean and standard deviation of the identified damping ratios from free vibration after train passages in Old Guadiana Bridge.

(a) Mode 1: \( f_1 = 9.8 \) Hz (b) Mode 2: \( f_2 = 11.0 \) Hz (c) Mode 3: \( f_3 = 12.8 \) Hz (d) Mode 4: \( f_4 = 16.5 \) Hz (e) Mode 5: \( f_5 = 17.9 \) Hz (f) Mode 6: \( f_6 = 21.0 \) Hz (g) Mode 7: \( f_7 = 22.2 \) Hz (h) Mode 8: \( f_8 = 23.7 \) Hz (i) Mode 9: \( f_9 = 27.8 \) Hz (j) Mode 10: \( f_{10} = 28.7 \) Hz

Figure 7: Identified mode shapes in Old Guadiana Bridge.

ambient vibration (factors of 1.3, 2.8 and 1.5 can be detected considering the mean value for all the trains in modes from 1 to 3). Notwithstanding the uncertainties, the estimations from the railway traffic were done under operational conditions of the bridge and can represent better the actual behaviour of the structure.
3.1.3 Soil properties identification

Following the procedure described in Section 2, the main dynamic properties of the soil are identified in the proximities of Old Guadiana Bridge. Figure 9 shows the resulting dispersion curve. The maxima in the spectrum are due to the Rayleigh waves. Table 2 shows the soil properties obtained from the resolution of the inverse problem using the elastodynamics toolbox (EDT) from Schevenels et al. [9].

![Dispersion curve](image)

Figure 9: Old Guadiana Bridge: (a) experimental dispersion curve and (b) solution of the inverse problem: experimental (black line) and numerical (grey line).

<table>
<thead>
<tr>
<th>Layer</th>
<th>h [m]</th>
<th>$C'_p$ [m/s]</th>
<th>$C'_s$ [m/s]</th>
<th>$\rho$ [kg/m$^3$]</th>
<th>$\beta$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>499</td>
<td>298</td>
<td>1900</td>
<td>0.08</td>
</tr>
<tr>
<td>2</td>
<td>4.5</td>
<td>350</td>
<td>207</td>
<td>1900</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>3.6</td>
<td>1300</td>
<td>719</td>
<td>1900</td>
<td>0.05</td>
</tr>
<tr>
<td>4</td>
<td>$\infty$</td>
<td>500</td>
<td>250</td>
<td>1900</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 2: Identified soil properties at Old Guadiana Bridge.
The soil presents two upper layers with a shear wave velocity lower than 300 m/s on a half-space with $C_s = 250$ m/s. The bridge supports at the abutments consist of spread footings. Therefore, in this case, SSI could affect to a certain extent the dynamic properties of the structure and its structural behaviour [10, 11].

3.1.4 Response due to train passages

The bridge response under thirteen circulations was recorded on May 6th between 12:18 and 17:38 hours. In Table 3 the following information is included for each passage: train type, track number according to Figure 6, traffic direction, travelling speed, coaches scheme (L: locomotive, C: carriage) and average axle load $P_k$ for the passenger coaches. Altaria trains, composed by a Talgo 252 locomotive and either 9 or 13 passenger coaches, are regular trains with a characteristic distance between shared axles of 13.14 m. S449 trains are articulated trains with distributed power, five coaches in total and a distance between shared bogies in the central carriages of 17.75 m. Trains S599 are conventional trains composed by two external power cars and a central carriage, and present a car length of approximately 25 m. Only one of the trains was a freight train with a conventional scheme as well. All passenger trains were commercial RENFE medium distance trains. Except for the second circulation, all the trains crossed the bridge at speeds in the interval [140, 160] km/h.

<table>
<thead>
<tr>
<th>Passage</th>
<th>Train</th>
<th>Track</th>
<th>Ride</th>
<th>Speed [km/h]</th>
<th>Scheme</th>
<th>$P_k/axle$ [kN]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Altaria-9</td>
<td>2</td>
<td>M-A</td>
<td>160</td>
<td>L-9C</td>
<td>140</td>
</tr>
<tr>
<td>2</td>
<td>S599</td>
<td>2</td>
<td>M-A</td>
<td>80</td>
<td>L-C-L/L-C-L</td>
<td>131</td>
</tr>
<tr>
<td>3</td>
<td>Altaria-13</td>
<td>2</td>
<td>M-A</td>
<td>160</td>
<td>L-13C</td>
<td>140</td>
</tr>
<tr>
<td>4</td>
<td>S449</td>
<td>1</td>
<td>A-M</td>
<td>160</td>
<td>L-3C-L</td>
<td>161</td>
</tr>
<tr>
<td>5</td>
<td>S449</td>
<td>1</td>
<td>A-M</td>
<td>160</td>
<td>L-3C-L</td>
<td>161</td>
</tr>
<tr>
<td>6</td>
<td>S449</td>
<td>2</td>
<td>M-A</td>
<td>160</td>
<td>L-3C-L</td>
<td>161</td>
</tr>
<tr>
<td>7</td>
<td>S599</td>
<td>1</td>
<td>A-M</td>
<td>143</td>
<td>L-3C-L</td>
<td>131</td>
</tr>
<tr>
<td>8</td>
<td>Altaria-13</td>
<td>1</td>
<td>A-M</td>
<td>157</td>
<td>L-13C</td>
<td>140</td>
</tr>
<tr>
<td>9</td>
<td>Altaria-9</td>
<td>1</td>
<td>A-M</td>
<td>155</td>
<td>L-9C</td>
<td>140</td>
</tr>
<tr>
<td>10</td>
<td>Freight train</td>
<td>1</td>
<td>A-M</td>
<td>-</td>
<td>L-13C</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>S449</td>
<td>2</td>
<td>M-A</td>
<td>160</td>
<td>L-3C-L</td>
<td>161</td>
</tr>
<tr>
<td>12</td>
<td>S449</td>
<td>1</td>
<td>A-M</td>
<td>160</td>
<td>L-3C-L</td>
<td>161</td>
</tr>
<tr>
<td>13</td>
<td>S449</td>
<td>2</td>
<td>M-A</td>
<td>160</td>
<td>L-3C-L</td>
<td>161</td>
</tr>
</tbody>
</table>

Table 3: Train passages recorded at Old Guadiana Bridge. M: Manzanares and A: Alcázar de San Juan.

In Figure 10 the acceleration response at two pair of sensors located at midspan of either span is represented in the frequency domain for train passages #1, #3, #5, #6, #9, #11, #12 and #13. One of the sensors is located under the loaded track and the other one under the unloaded track in all the cases. The maximum static load acting simultaneously on each of the spans, taking into account the span length, the particular axle loads, and the bogie and axle distances for the three types of trains is quite different: 140 kN for Altaria Talgo trains (one axle), 322 kN for S449 (two axles) and 524 kN for S599 trains (four axles). This may be the reason why many of the sensors were overloaded during train passages #2 and #7. In all the cases the response presents peaks associated to the excitation (i.e. ratio of train speed $v$ to bogie and axle distances $v/d_{bogie}$ and $v/d_{axle}$, respectively, and corresponding multiples) and to the bridge lowest natural
frequencies. In the case of Altaria Talgo trains, the acceleration amplitude in the vicinity of the bridge fundamental frequency stands out considerably in comparison to the peaks associated to the excitation. This is not the case for the S449 or the S599 trains. This is partially related to the fact that the former trains with a characteristic distance of 13.14 m travel at a velocity close to the theoretical third resonant speed of the fundamental mode of the bridge: $v_{1,3} = 9.8 \times 13.14/3 \times 3.6 = 154$ km/h, in combination with the high number of passenger coaches. The maximum overall acceleration measured during the train passages for frequency contents below 30 Hz reaches 1.61 m/s$^2$, close to one half of the limit established by the Serviceability Limit State for traffic safety 3.5 m/s$^2$ for bridges with ballasted tracks [12]. This maximum takes place under Altaria train with 9 passenger coaches crossing the bridge along track 2 northbound (circulation #1). Similar amplitudes of the vertical acceleration are measured for the second circulation. Nevertheless, it should be said that the actual maximum acceleration most probably took place in an overloaded sensor and is higher than the previously mentioned value. In the plots included in Figure 10 the acceleration response in the sensor located in the unloaded deck is, in some cases, of the same order of magnitude than that measured in the loaded deck. For sensors 5 and 17 (centre of the decks) the response at the unloaded sensor is relevant at the fundamental frequency (first longitudinal bending mode); and for sensors 2 and 18 (external borders of the decks) the unloaded sensor response has also important contributions at other identified frequencies, indicating an important coupling between the two decks of the same span through the ballast layer. This issue was already detected under ambient vibration and seems to be also important under the circulation of trains, despite the much higher vibration amplitudes of the structure in this case. The coupling between the adjacent decks is analysed in more detail for the Altaria trains in what follows.

Figure 11 shows the bridge response at sensors 5, 17, 8 and 15 due to a Renfe Altaria train travelling along tracks 1 (red trace) and 2 (black trace) at $v = 160$ km/h and $v = 155$ km/h, respectively (circulations #1 and #9). Therefore, this figure shows the response of the two adjacent decks in the first span under the circulation of two identical trains travelling at very similar speeds in the two opposite directions. As mentioned before, the resonant speeds for the fundamental mode and third resonance is $v_{1,3} = 154$ km/h, very close to the actual speeds. The damping ratios for the first mode obtained from the free vibration response after the trains left the structure were in these cases 2.2% and 2.8%, respectively. The response measured at points 5 and 17 (Figure 6) presents a very high similarity when the trains cross the bridge along either of the two tracks (i.e. the unloaded and loaded sensor responses are very similar no matter what is the train direction). This shows that both decks dynamic responses are very similar and that the coupling effect is bidirectional. The contribution of mode 1 clearly prevails in all the sensors and that of the third mode (transverse bending mode) is clearly visible at points 8 and 15. Moreover, the characteristic vehicle frequency $v/d = 160/3.6/13.14 = 3.4$ Hz and its second harmonic can also be observed at the sensors installed at the loaded deck (and are almost imperceptible at the unloaded one). When the Altaria train crosses the bridge along track 2 induces a higher acceleration response in deck 2 (sensors 5 and 8), as expected. Nevertheless, the levels of the amplitudes measured at deck 1 (sensors 15 and 17) are considerable. The maximum acceleration amplitude in deck 1 is in that case approximately 45% of the highest acceleration measured in deck 2. Among the four selected sensors the one exhibiting the highest response is sensor 8, at the longitudinal edge of deck 2, in the loaded case, showing an important contribution of the fourth mode. Again, the coupled responses of the decks through the ballasted track are significant.
3.2 Jabalón HSL Bridge

3.2.1 Description of the structure and properties identification

Jabalón HSL Bridge (Figure 12), is a railway bridge composed by three identical S-S bays of 24.9 m equal spans. The structure crosses Jabalón River with a 134° skew angle. Each deck consists of a cast-in-situ concrete slab with dimensions 11.6 m × 0.3 m (wide × thickness). The slab rests over five prestressed concrete I girders with a height of 2.05 m separated 2.625 m (see Figure 13). The girders lean on the supports through laminated rubber bearings. The slab carries two ballasted tracks with UIC gauge (1435 mm), UIC60 rails and mono-block concrete sleepers every 0.60 m. The substructure consists of two outer reinforced concrete abutments and two inner wall piers. Figure 14 shows the measurement points, all of them located at span 1. Unfortunately, it was only possible to record the response of the first span due to the piers height and the river flow.

Table 4 presents the identified modal parameters of the structure.

Table 5 presents the identified dynamic soil properties. The experimental procedure described in section 3.1.3 is reproduced at this bridge site. The soil in the surroundings of Jabalón HSL bridge is composed of an upper layer of limestone of approximately 2 m with a shear wave
Figure 11: Old Guadiana Bridge: (a-d) time history and (e-h) frequency content of the acceleration at points 5, 17, 8 and 15 induced by Renfe Altaria train with 9 coaches (black line) at $v = 160$ km/h circulating on track 2 and (red line) at $v = 155$ km/h circulating on track 1.

Figure 12: HSL bridge over Jabalón River (38°53’51.3”N 3°57’53.0”W).
velocity of $C_s = 321$ m/s, a layer of clay gravel of approximately 2 m and $C_s = 176$ m/s on a sand-clay halfspace with $C_s = 225$ m/s. The profile from the SASW test is consistent with that provided by a geotechnical analysis performed at the site prior to the bridge construction [13].

3.2.2 Response due to train passages

Table 6 summarizes the train passages recorded at Jabalón HSL Bridge. The dynamic response of the bridge under the circulation of 20 passenger trains was recorded on May 8th, 2019
between 11.52 and 15.24 hours. All the trains that travelled over the bridge in both directions were RENFE High-Speed services. In particular articulated S100 trains, regular S102, S112 and S130 trains, and conventional S104 trains crossed the bridge in single and duplex configurations. The identified travelling velocities are comprised between 236 and 290 km/h and are included in Table 6 along with the trains schemes and average axle loads of the passenger coaches.

The trains inducing the lowest dynamic response on Jabalón HSL bridge are S104 trains. These trains are composed by only two passenger coaches and their maximum speed is 250 km/h. The overall maximum acceleration reaches 1.8 m/s² (calculated after the signal is filtered under 30 Hz), and happens for the ninth circulation (S102 duplex at 265 km/h). A similar maximum level of the acceleration is obtained for circulations #4 and #12 for a similar and for the same train. S102 trains are regular Talgo trains with a short characteristic distance (13.14 m) and a high number of axles. Therefore this trains are prone to excite the participation of low frequency modes of the bridge. Again, one should be cautious with this value as some of the sensors overloaded and are not considered in the analysis. Sensors that particularly experienced overload are those close to the supports of the deck under the loaded track (13 and 15 when the train travel along track 1, and 13 and 14 when they travel along track 2). A non symmetric dynamic behaviour is detected when comparing the responses between accelerometers 10 and 2, which may be related to the deck obliquity. In all the cases the response measured close to the abutments and to the intermediate pile are considerably lower in terms of accelerations than at the intermediate sections.

Figures 15, 16 and 17 compare the bridge response at four sensors under the circulation of three trains Renfe S104, Renfe S102 and Renfe S100 crossing the bridge a two similar (yet non-resonant) speeds. The first figure corresponds to train S104 travelling along track 1 south-bound. The response at the sensors close to the loaded track (accelerometers 1 and 2) exhibits contributions in the frequencies \( v/d_l \) and corresponding harmonics, being \( d_l \) the characteristic length or distance between axles and between bogies of the trains. This train, in particular, does not excite the bridge natural frequencies to a big extent compared to S102 or S100, which are composed by a much higher number of passenger coaches. The responses for two travelling speeds are superimposed: 249 and 255 km/h. The responses are almost identical despite the small difference in the speeds. It should be said that the second and third theoretical resonant speeds for the fundamental mode associated to the coaches lengths are 196 and 294 km/h, far from the actual velocities. For this reason the response is not very sensitive to this parameter.

3.3 Algodor Bridge

The third bridge under study, Algodor Bridge, belongs to the Madrid-Sevilla High-Speed railway line as well. It is a railway bridge composed by three S-S bays with 10.25 m, 10.00 m and 10.25 m spans (distance between centres of neoprene bearings). The bridge crosses Algodor river with a skew angle of 114.3° (Figure 18). Algodor Bridge presents a filler beam deck,
Table 6: Train passages recorded at Jabalón HSL Bridge. M: Madrid and C: Ciudad Real.

<table>
<thead>
<tr>
<th>Passage</th>
<th>Train</th>
<th>Track</th>
<th>Ride</th>
<th>Speed [km/h]</th>
<th>Scheme</th>
<th>$P_k/axle$ [kN]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S102</td>
<td>1</td>
<td>M-C</td>
<td>290</td>
<td>L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>2</td>
<td>S102</td>
<td>2</td>
<td>C-M</td>
<td>266</td>
<td>L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>3</td>
<td>S104</td>
<td>2</td>
<td>C-M</td>
<td>251</td>
<td>L-2C-L</td>
<td>153</td>
</tr>
<tr>
<td>4</td>
<td>S112-Duplex</td>
<td>1</td>
<td>M-C</td>
<td>267</td>
<td>L-12C-L/L-12C-L</td>
<td>172</td>
</tr>
<tr>
<td>5</td>
<td>S102</td>
<td>1</td>
<td>M-C</td>
<td>240</td>
<td>L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>6</td>
<td>S102-Duplex</td>
<td>2</td>
<td>C-M</td>
<td>263</td>
<td>L-12C-L/L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>7</td>
<td>S100</td>
<td>1</td>
<td>M-C</td>
<td>290</td>
<td>L-8C-L</td>
<td>156</td>
</tr>
<tr>
<td>8</td>
<td>S112</td>
<td>1</td>
<td>M-C</td>
<td>269</td>
<td>L-12C-L</td>
<td>172</td>
</tr>
<tr>
<td>9</td>
<td>S102-Duplex</td>
<td>2</td>
<td>C-M</td>
<td>265</td>
<td>L-12C-L/L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>10</td>
<td>S130</td>
<td>1</td>
<td>M-C</td>
<td>236</td>
<td>L-11C-L</td>
<td>165</td>
</tr>
<tr>
<td>11</td>
<td>S102</td>
<td>2</td>
<td>C-M</td>
<td>274</td>
<td>L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>12</td>
<td>S102-Duplex</td>
<td>1</td>
<td>M-C</td>
<td>267</td>
<td>L-12C-L/L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>13</td>
<td>S130</td>
<td>2</td>
<td>C-M</td>
<td>237</td>
<td>L-11C-L</td>
<td>165</td>
</tr>
<tr>
<td>14</td>
<td>S104</td>
<td>1</td>
<td>M-C</td>
<td>249</td>
<td>L-2C-L</td>
<td>153</td>
</tr>
<tr>
<td>15</td>
<td>S100</td>
<td>2</td>
<td>C-M</td>
<td>262</td>
<td>L-8C-L</td>
<td>156</td>
</tr>
<tr>
<td>16</td>
<td>S130</td>
<td>1</td>
<td>M-C</td>
<td>236</td>
<td>L-11C-L</td>
<td>165</td>
</tr>
<tr>
<td>17</td>
<td>S100</td>
<td>1</td>
<td>M-C</td>
<td>290</td>
<td>L-8C-L</td>
<td>156</td>
</tr>
<tr>
<td>18</td>
<td>S102</td>
<td>2</td>
<td>C-M</td>
<td>273</td>
<td>L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>19</td>
<td>S104</td>
<td>1</td>
<td>M-C</td>
<td>255</td>
<td>L-2C-L</td>
<td>153</td>
</tr>
<tr>
<td>20</td>
<td>S104</td>
<td>2</td>
<td>C-M</td>
<td>236</td>
<td>L-2C-L</td>
<td>153</td>
</tr>
</tbody>
</table>

Composed by a 0.65 m thick and 11.6 m wide concrete slab longitudinally reinforced with 20 inverted T pre-stressed concrete girders enclosed within the depth of the slab and with the required steel rebars for transverse reinforcement (see Figure 19). The girders lean on the supports through laminated rubber bearings. The slab carries two ballasted tracks with UIC gauge (1435 mm), UIC60 rails and mono-block concrete sleepers every 0.60 m, and with an equal eccentricity of 2.15 m measured from its longitudinal axis. The bridge deck is supported on reinforced concrete abutments in its outermost sections and the inner sections of both bays lean on a 0.6 m thick and 12.3 m wide concrete pier. Figure 20 shows the measurement points. In this case, two of the three spans were monitored.

Five modes were identified from the ambient vibration response with frequencies up to 30 Hz. Table 7 and Figures 21 and 22 show the identified modal parameters. The first two modes correspond to the first longitudinal bending mode of each span vibrating out of phase and in phase, respectively. In modes 3 and 4 the deck deforms under torsion: in the former each span deforms independently and, in the latter, the torsional deformations of both spans are coupled. The last mode corresponds to the transverse bending deformation of one of the spans. Modal damping is again identified both from ambient vibration and from the free vibration after the train passages. It should be mentioned in this case that modes 1 and 2, and modes 3 and 4 present very similar natural frequencies, which could bias the estimation of this parameter [8]. The identified damping for the fundamental mode from the train passages is 2.1%, higher than the ambient vibration estimation (1.5%) and than the value recommended by Eurocode (1.7%).

Table 8 shows the dynamic soil properties. The soil in the surroundings of Algodor Bridge is composed of an upper layer of gravel of approximately 2 m with $C_s = 314$ m/s on a clay on
a slate halfspace with $C_s = 800$ m/s. The high identified value of the P-wave velocity indicates that the soil is saturated. The profile is consistent with that provided by a geotechnical analysis performed at the site prior to the bridge construction [14].

<table>
<thead>
<tr>
<th>Mode</th>
<th>$f$ [Hz]</th>
<th>$\xi$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.6</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>11.7</td>
<td>2.9</td>
</tr>
<tr>
<td>3</td>
<td>13.7</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>13.9</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>19.6</td>
<td>0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mode</th>
<th>$\xi_{TP}$ [%]</th>
<th>$\sigma_{TP}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.1</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>1.9</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>1.8</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>1.8</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>1.1</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 7: (left) Identified natural frequencies and damping ratios from ambient vibration and (right) mean and standard deviation ($\sigma$) of the identified damping ratios from train-induced vibrations in Algodor Bridge.
Figure 16: Jabalón HSL Bridge: (a-d) time history and (e-h) frequency content of the acceleration at points 1, 2, 9 and 15 induced by Renfe S102 duplex train circulating on track 2 at (black line) $v = 263$ km/h and (red line) $v = 265$ km/h.

<table>
<thead>
<tr>
<th>Layer</th>
<th>$h$ [m]</th>
<th>$C'_p$ [m/s]</th>
<th>$C''_p$ [m/s]</th>
<th>$\rho$ [kg/m$^3$]</th>
<th>$\beta$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>554</td>
<td>314</td>
<td>2000</td>
<td>0.09</td>
</tr>
<tr>
<td>2</td>
<td>$\infty$</td>
<td>1600</td>
<td>800</td>
<td>2000</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 8: Identified soil properties at Algodor Bridge.

3.3.1 Response due to train passages

On May $5^{th}$ 2019 the response of Algodor Bridge under the circulation of 13 passenger trains was recorded. The particular trains were Renfe S102, S130 and S120, in single and duplex configurations, and Renfe S100. S102 and S130 are regular trains, S120 is a conventional train and S100 is articulated. Table 9 presents information in relation with these train passages. The travelling speeds were comprised between 228 and 307 km/h. The overall maximum acceleration measured was $2.96$ m/s$^2$ under passages #2 and #3 of the S102 train at 304 km/h. This value was measured at accelerometer 1 (central span, central section border girder closest to the
Figure 17: Jabalón HSL Bridge: (a-d) time history and (e-h) frequency content of the acceleration at points 1, 2, 10 and 14 induced by Renfe S100 train circulating on track 1 at (black line) $v = 290$ km/h and (red line) $v = 290$ km/h.

Figure 18: Bridge over Algodor River (39°31’55.5”N 3°49’25.3”W).

loaded track). Some sensors were overloaded in some cases. In particular accelerometer 4, in
Figure 19: Algodor Bridge deck cross section (Dimensions in [m]).

Figure 20: Location of the sensors on Algodor Bridge.

Figure 21: Identified mode shapes of Algodor Bridge: (red) span 1 and (blue) span 2.

the very centre of the second span, was overloaded under most of the circulations. Therefore, the maximum acceleration of the deck could be somewhat higher than the referred value.

Figure 23 shows the structural response induced by the fourth and ninth trains passages.
Figure 22: Algodor bridge: estimated damping ratios from (red circle) ambient vibration and (grey crosses) train passages. The (blue square) mean value and (blue line) the mean value ± the standard deviation (σ) are also presented.

These correspond to the circulation of two Renfe S102 trains travelling at \( v = 304 \) km/h along track 1 (black trace) and at \( v = 306 \) km/h along track 2 (red trace). The responses are compared at sensors 1 and 7 (mid section of the central span) and 8 and 11 (mid section of first span). The contribution of torsion modes (with frequencies close to 14 Hz) and transverse bending mode (with frequency close to 20 Hz) are the most relevant regardless of the train direction. In each span the decks of Algodor Bridge present very similar length and width dimensions. Also, the flexural and torsional stiffnesses are uniformly distributed due to the filler-beam typology of the deck. This justifies the plate-type dynamic response that this bridge in particular exhibits. The S102 trains velocities are far from any resonant condition of the longitudinal bending and torsion modes (\( v_{1,2} = 274.4 \) and \( v_{3,2} = 324 \) km/h for \( f_1 = 11.6 \) and \( f_3 = 13.7 \) Hz, respectively) but the third resonant frequency of the fifth mode (transverse bending mode) is induced by this train travelling at \( v_{5,3} = 13.14 \times 19.6 \times 3.6/3 = 309 \) km/h. This may be the reason why an important amplification happens close to 20 Hz.

<table>
<thead>
<tr>
<th>Passage</th>
<th>Train</th>
<th>Track</th>
<th>Ride</th>
<th>Speed [km/h]</th>
<th>Scheme</th>
<th>( P_k/)axle [kN]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S102-Duplex</td>
<td>1</td>
<td>M-C</td>
<td>298</td>
<td>L-12C-L/L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>2</td>
<td>S130-Duplex</td>
<td>2</td>
<td>C-M</td>
<td>228</td>
<td>L-11C-L/L-11C-L</td>
<td>165</td>
</tr>
<tr>
<td>3</td>
<td>S102</td>
<td>1</td>
<td>M-C</td>
<td>304</td>
<td>L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>4</td>
<td>S102</td>
<td>1</td>
<td>M-C</td>
<td>304</td>
<td>L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>5</td>
<td>S102-Duplex</td>
<td>2</td>
<td>C-M</td>
<td>252</td>
<td>L-12C-L/L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>6</td>
<td>S120</td>
<td>2</td>
<td>C-M</td>
<td>250</td>
<td>L-2C-L</td>
<td>160</td>
</tr>
<tr>
<td>7</td>
<td>S102-Duplex</td>
<td>2</td>
<td>C-M</td>
<td>260</td>
<td>L-12C-L/L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>8</td>
<td>S120-Duplex</td>
<td>1</td>
<td>M-C</td>
<td>238</td>
<td>L-2C-L/L-2C-L</td>
<td>160</td>
</tr>
<tr>
<td>9</td>
<td>S102</td>
<td>2</td>
<td>C-M</td>
<td>306</td>
<td>L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>10</td>
<td>S130-Duplex</td>
<td>1</td>
<td>M-C</td>
<td>237</td>
<td>L-11C-L/L-11C-L</td>
<td>165</td>
</tr>
<tr>
<td>11</td>
<td>S130</td>
<td>2</td>
<td>C-M</td>
<td>229</td>
<td>L-11C-L</td>
<td>165</td>
</tr>
<tr>
<td>12</td>
<td>S102</td>
<td>1</td>
<td>M-C</td>
<td>298</td>
<td>L-12C-L</td>
<td>165</td>
</tr>
<tr>
<td>13</td>
<td>S100</td>
<td>2</td>
<td>C-M</td>
<td>307</td>
<td>L-8C-L</td>
<td>156</td>
</tr>
</tbody>
</table>

Table 9: Train passages recorded at Algodor Bridge. M: Madrid and C: Ciudad Real.
3.4 Jabalón Bridge

Jabalón Bridge (Figure 24), is a steel truss railway bridge composed by three S-S bays of 25 m of span. This bridge also crosses Jabalón river but it belongs to the conventional railway line Alcázar de San Juan-Ciudad Real-Badajoz. In this section nowadays the traffic is very limited and most of the circulations are freight trains and maintenance vehicles. Jabalón and Jabalón HSL are only 200 m apart and one set of tests were performed in the area in order to identify the soil properties (see section 12). Jabalón Bridge carries only one ballastless track (Figure 25 left) with Iberian gauge, UIC60 rails and wooden sleepers. Due to the absence of ballast and direct contact between the rail and the steel structure, unfortunately, several accelerometers were unstuck due to the high level of vibrations induced by the train passages. In what follows a few remarks are included in relation to the behaviour of this particular structure but the information available is much less than in the previous cases.

Figure 26 shows the measurement points. The accelerometers were glued directly at the truss
connections in different orientations (see Figure 25 right). Three modes were clearly identified from ambient vibration (see Table ??). In increasing frequency order these modes correspond to first lateral bending, first longitudinal bending and first torsion modes. In this case, only damping values identified from ambient vibration are available. The fundamental mode exhibits very low damping, typical in steel structures but the values obtained for the second and third modes are comparable to the values identified in previous bridges. The modal damping value proposed by Eurocode [7] for this steel bridge is 0.5%. 

![Bridge over Jabalón River](image)

**Figure 24:** Bridge over Jabalón River (38°53’51.2”N 3°57’44.7”W).

![Track and accelerometer](image)

**Figure 25:** (left) Track in the Bridge over Jabalón River and (right) accelerometer at the truss connection.

![Sensor location diagram](image)

**Figure 26:** Location of the sensors on Jabalón Bridge.
3.5 Tinajas Bridge

The bridge over the Tinajas Stream (Figure 27) is a three-span continuous bridge with span lengths of 25 m, 35 m and 25 m. At the moment of the experimental campaign this bridge was under construction. It belongs to the conventional railway line between Bobadilla and Algeciras. The bridge presents a steel-concrete composite section formed by two main steel I beams and an upper concrete slab. The slab is 8.6 m wide allowing the installation of a single-track with Iberian gauge, UIC60 rails and mono-block concrete sleepers every 0.60 m (Figure 28). The height of the I beams is 1.8 m. The concrete slab presents variable thickness from 0.20 m to 0.38 m. Close to the intermediate supports the section is completed with a lower concrete slab with a thickness of 0.20 m. The two main steel beams are reinforced with sheets of variable thickness in the lower flange (30 – 60 mm) and web (15 – 20 – 25 mm), and with steel plates of constant thickness (25 mm) in the upper flange. The beams are braced every 5 m with H-shaped transverse frames. The deck is supported on two abutments at the outermost sections and on two concrete piles at the inner supports, all of them with micropiles. The deck rests on eight POT bearings positioned under each beam longitudinal axis at the piles and abutments. Transversely the deck movement is restricted by seismic supports installed at each pile and abutment. The longitudinal moving support is materialized at one of the abutments. The rectangular concrete piles have a cross section of 4.50 m × 1.50 m and heights of 16.60 m and 16.01 m, respectively.

![Bridge over Tinajas River (37°01'41.0"N 4°45'26.6"W).](image)

![Tinajas Bridge deck cross section (Dimensions in [m]).](image)

The ambient response of the bridge deck was measured at 18 points using triaxial accelerometers (Figure 29). Table 10 and Figure 30 present the identified modal parameters. In the first
five mode shapes the deck deforms under lateral bending (mode 1), longitudinal bending (modes 2 and 5) and torsion (modes 3 and 4). Very low damping values, in the range $[0.4 - 0.7\%]$, were identified for the five modes in ambient vibration, close to the Eurocode recommendation of $0.5\%$ for spans longer than $20\text{ m}$ in the case of steel-concrete composite bridges. Modal parameters were not identified in free vibration as the bridge was not operational during the measurements. In this case, soil tests were not performed.

![Figure 29: Location of the sensors on Tinajas Bridge.](image)

<table>
<thead>
<tr>
<th>Mode</th>
<th>$f$ [Hz]</th>
<th>$\xi$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.0</td>
<td>0.7</td>
</tr>
<tr>
<td>2</td>
<td>3.7</td>
<td>0.6</td>
</tr>
<tr>
<td>3</td>
<td>6.0</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>10.5</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>11.7</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 10: Identified natural frequencies of Tinajas Bridge: (red) span 2 and (blue) spans 1 and 3.

![Figure 30: Identified mode shapes of Tinajas Bridge: (blue) spans 1 and 3 and (blue) span 2.](image)

**3.5.1 Response due to ballast distributing and profiling and stabilisation machines passages**

The objective of this test, unlike the previous, was to measure the bridge behaviour under track construction operations: ballast distribution, profiling and stabilisation. Plasser & Theurer Unimat 08-475/4S ballast distributing machine has two bogies with two axles separated $14\text{ m}$. The distance between axles is $1.8\text{ m}$ and the axle load is $198\text{ kN}$. Plasser & Theurer DGS
62N profiling and stabilisation machine consists of two bogies with two axles each one. The distance between bogies is 12 m and the distance between axles of the same bogie is 1.5 m. The front axle load is 140 kN and the rear axle load is 145 kN in this case. The total load is approximately 570 kN. Moreover, Plasser & Theurer DGS 62N applies a maximum vertical load of 356 kN. Both machines are used to maintain the geometry and good condition of the track. The stabilization is done immediately after the tamping operations [15].

Figure 31 shows the longitudinal (x), lateral (y) and vertical (z) acceleration at points 4 and 11 due to the Plasser & Theurer DGS 62N operating at 40 Hz and the Plasser & Theurer Unimat 08-475/4S operating at 35 Hz with a nominal pressure of 20 bar. The frequency content is represented in logarithmic scale. In the case of the profiling and stabilisation machine, the contribution of the load frequency can be clearly observed in the response.

![Graphs showing acceleration data](image)

Figure 31: Tnajas bridge: (a-c) time history and (d-f) frequency content of the acceleration at point 4 induced by (black line) Plasser & Theurer DGS 62N profiling and stabilisation machine operating at 40 Hz and (red line) Plasser & Theurer Unimat 08-475/4S ballast distributing machine operating at 35 Hz.

4 Conclusions

The experimental campaign presented in this paper is aimed at analysing the dynamic behaviour of railway bridges. The tests were performed on five bridges with different structural typologies: i) a bridge with spans composed by two adjacent single-track decks sharing a continuous ballastless track; ii) a three-span bridge composed by a double-track pre-stressed concrete girders deck; iii) a three-span S-S bridge with a filler-beam concrete deck; iv) a three-span S-S steel truss bridge with a single ballastless track, and v) a steel-concrete composite continuous three-span bridge. The bridge dynamic behaviour, the soil properties and the response under operational and maintenance conditions have been studied in the previous sections.

This work also shows that damping identification is difficult and depends on the chosen methodology. According to previous studies [8] it depends on the time span and bandpass filter applied but, despite that, it can be concluded that the estimated damping ratios in free vibration under operational conditions were always greater than the values obtained in ambient vibration.
The analysis of the acceleration response of the bridges due to train traffic shows, in the frequency domain, clear peaks associated to the excitation (bogie and axle passages, and even its corresponding harmonics) and also to the bridge lowest natural frequencies. The maximum overall acceleration measured is lower (yet significant), than the Serviceability Limit State prescribed by European Standards [12], limited to 3.5 m/s² for bridges with ballasted tracks.

The coupling effect between adjacent decks of the same span caused by the continuity of the ballast layer is clearly perceptible in the train-induced vibrations of Old Guadiana bridge, which can be also identified under ambient vibrations. A similar observation was previously reported by Rauert at al. [16] in a S-S bridge formed by one span with two separated decks. Therefore, for an accurate prediction of the dynamic response of bridges composed by several S-S spans and/or structurally independent decks at each span, the consideration of the coupling effect induced by the ballast continuity in the numerical models may become important.
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Abstract. Corrugated steel culverts are sometimes used as an alternative to portal frame bridges for small and medium crossings under railway lines. From a static point of view, the corrugated steel culverts are rather flexible structures and the load capacity relies on the confinement from the surrounding soil. From a dynamic point of view, especially for potential use on high-speed lines, the structural manner of action is not yet fully explored.

This paper presents the result from full-scale experimental testing of a corrugated steel culvert, including both forced vibration tests and response from passing trains. The aim is to estimate the dynamic characteristics of the bridge, especially the interaction with the surrounding soil and how that will influence the response at the track level. From the forced vibration tests, the results show that the structure has a high inherent damping owing to the surrounding soil and that both the natural frequency and damping change with load amplitude. The experimental frequency response functions are used for updating numerical models to further understand the dynamic behaviour of these structures.
1 INTRODUCTION

Corrugated steel culverts consist of corrugated pipes or aches, often assembled by bolted curved sheets. The corrugation itself is rather weak but can withstand significant loads when properly confined by backfilling, therefore often denoted soil-steel composite bridges, SSCB. They are built for both road and railway applications and can reach spans up to 20 m. A typical cross-section of a SSCB is illustrated in Figure 1 and a typical corrugation is shown in Figure 2.

As an example, the Swedish railway network contains about 4200 railway bridges whereof 75 are SSCB. The rate of construction has been relatively constant since the 1960ies. Most bridges have a closed elliptic culvert profile and the average diameter $D = 3.3$ m. The height of cover $h_c$ is usually not less than 1.1 m. The data from the Swedish bridges is presented in Figure 3. More detailed description of different culvert profiles and corrugation sections can be found in [1] and [2].
1.1 Previous studies

There is a relatively vast amount of literature on the topic of soil-steel composite bridges, mostly devoted to different aspects of static design and construction methods. Several experimental campaigns are also published, comprising static load tests to failure, fatigue tests and dynamic tests. In this paper however, only work related to dynamic analysis and tests on soil-steel composite bridges for railway traffic is included.

Skivarpsån, Sweden

One of the earlier work the dynamic performance of SSCB for railways is the bridge over Skivarpsån in South of Sweden. It consists of a semi-circular corrugated arch with $D = 11$ m, $h = 4.3$ m and $h_c = 1.8$ m that was installed outside of an existing concrete arch bridge in 2003. The new bridge is founded on separate supports and does not transfer any load to the old bridge that is still in place. A SuperCor S37 corrugation with $c = 380$ mm, $h_{corr} = 140$ mm and $t = 7.0$ mm was used.

The first experimental campaign is reported in [3], comprising the construction stage followed by static and dynamic load tests with trains. Strain gauges were installed on the intrados of the corrugation, at quarter point and the crown. An LVDT was installed at the crown, measuring the relative displacement between the new and the old bridge. The result from a passing freight train showed about 1 mm vertical crown displacement and about 13 MPa stress in the corrugation. The same tests were later published in [4].

More comprehensive dynamic tests were performed in two following campaigns, reported in [5] and [6]. A 78 tonne RC4 locomotive was used, running at different speeds from 10 to 125 km/h. The measured response showed a crown displacement from 0.7 to 0.9 mm and about 11-15 MPa stress in the culvert. Both tests were performed with similar test schedule, in May and October 2004.

The results was later published in [7] and [8]. It was concluded that there was no significant difference between the two tests and that the ballast acceleration was less than 0.5 m/s$^2$. The work on the bridge over Skivarpsån is also compiled in [9].

Märsta, Sweden

In 2009 and 2010, experimental testing was performed on a double track closed arch culvert in Märsta outside of Stockholm, Sweden, first reported in [10]. The geometry is $D = 3.7$ m, $h = 4.1$ m and $h_c = 1.9$ m and a VE-profile with $c = 150$ mm, $h_{corr} = 50$ mm and $t = 5.5$ mm.

The culvert was instrumented with strain gauges, accelerometers and LVDTs and the response from passing trains was recorded with a top speed of 175 km/h. The results showed a peak displacement of about 0.5 mm, acceleration of 0.8-1.4 m/s$^2$ and 6 MPa stress in the culvert. Accelerometers were also installed in the track area before, on and after the bridge. The peak ballast acceleration was in the range of 0.5-3.5 m/s$^2$.

2D and 3D models were developed with relatively good agreement compared to experimental results, reported in [11]. The load distribution from the track to the culvert was found to have a significant importance and the 2D-models were partly based on a best-fit 3D-model in that aspect. Simulations of high-speed trains indicated potential exceedance of the accelerations for train speeds above 250 km/h. It was pointed out however that the models were afflicted with great uncertainties. In [12] a best fit 3D model was found for a soil E-modulus of 120 MPa and simulations indicated that the acceleration limit was reached at about 300 km/h.

A hydraulic system for forced vibration tests on railway bridges was later developed and first
tested in [13]. This equipment was used when performing new tests on the culvert in 2017 and on two additional bridges in 2018.

**Culverts in Poland**

Experimental testing of a double track twin culvert is reported in [14]. The closed arch culvert has the geometry $D = 4.4$ m, $h = 2.8$ m and $h_c = 2.4$ m and the centre distance between the two culverts is 5.9 m. The corrugation has a geometry with $c = 150$ mm, $h_{corr} = 50$ mm and $t = 3.0$ mm.

The vertical crown displacement was measured using an interferometric radar sensor and a total of 40 trains with speed from 20 to 120 km/h was recorded. The results showed a vertical peak displacement of about 0.6 mm. Based on the same data, further analysis reported in [15] showed a dynamic amplification factor ranging from 1.1 to 1.4. It should be noted however that the resolution and accuracy of the measurement system was rather limited. The same bridge was later instrumented with strain gauges, accelerometers and LVDTs, reported in [16]. The results confirmed previous displacements of about 0.6 mm. In addition, a peak stress of 11 MPa was recorded. From a passing train at 120 km/h the peak acceleration was 0.7 m/s$^2$ in the culvert and 1.2 m/s$^2$ in the ballast.

Experimental testing of a similar bridge but with a single span is reported in [17]. The geometry was $D = 4.7$ m, $h = 2.9$ m and $h_c = 2.4$ m and with the same corrugation as the previous bridge. Trains passing at 40 to 130 km/h was recorded during 24h and relatively similar results were obtained as the previous tests; 0.65 mm vertical crown displacement, a peak stress of 13 MPa and 0.7 and 1.3 m/s$^2$ in the culvert and the track respectively.

### 1.2 Aim and scope

The aim of this paper is to estimate the dynamic characteristics of an existing SSCB, by means of experimental testing and numerical simulation. Of special interest is the interaction with the surrounding soil and how that influence the response at the track level. By using forced vibration testing, amplitude dependent properties are explored.
2 EXPERIMENTAL TESTING

2.1 The bridge

The experimental testing was performed on a single track close arch bridge at Hårestorp, about 400 km South of Stockholm, Sweden. The geometry is $D = 4.9$ m, $h = 3.9$ m and $h_c = 1.2$ m and an MP 150 profile with $c = 150$ mm, $h_{corr} = 50$ mm and $t = 5.0$ mm. A photo of the bridge is shown in Figure 4. Experimental tests were performed in September 2018.

Figure 4: View of the Hårestorp bridge, during field tests in 2018. Passage of an X14 passenger train.

2.2 Instrumentation

The bridge was instrumented with 16 uniaxial accelerometers (SiFlex SF1500S), two strain gauges (120Ω from HBM) and two displacement transducers (HBM WA10 LVDT). The instrumentation is illustrated in Figure 5 and Figure 6, accelerometers are denoted a1-a16, strain gauges e1-e2 and displacement transducers d2-d3.

Figure 5: Instrumentation of the bridge at Hårestorp in 2018, section and detail of corrugation.
2.3 The actuator system

The main part of the experimental equipment consists of the actuator system for forced vibration tests. The schematics is illustrated in Figure 7. It consists of a 50 kN MTS load actuator that is powered by an oil pump with a peak pressure of 210 bar and flow rate of 120 litre/min, powered by an integrated 40 hp diesel engine. The total mass of the oil pump is about 1000 kg. The actuator is placed inside the bridge and the load is transmitted to the crown by an aluminium truss system that can be rebuilt to adjustable heights. A load cell is placed on top of the truss and both the lower and upper points of the system is hinged. Load controlled harmonic sweeps are performed by using an MTS FlexTest SE controller. The data is collected by an MGCPlus data acquisition system, consisting of the input force, actuator displacement and the sensors on the bridge.

Figure 6: Instrumentation of the bridge at Hårestorp in 2018, plan and elevation.
2.4 Train passages

A total of 8 train passages were recorded, running at a speed ranging from 120 to 150 km/h. The allowable speed at the location is 160 km/h. The peak vertical displacement during train passage is about 0.8 mm. By integrating the accelerometer a1 to a5, the displacement along the culvert is presented in Figure 8.

The peak acceleration from the culvert and the track during train passages is presented in Figure 9. The results highly depends on the frequency content and a comparison is made between a 30 Hz and 100 Hz LP-filter. The relatively large scatter in results become less when comparing individual sensors for the same type of trains at similar speed.

An example of the stress in the crown during train passage is shown in Figure 10. The largest bending stress is about 7 MPa. The combination of axial and bending stress results in a peak stress of about 4 MPa in tension at e1 and 12 MPa in compression at e2.

![Diagram of actuator system](image-url)
Figure 9: Peak acceleration with 30 Hz and 100 Hz filter, all trains.

Figure 10: Stress in the crown of the culvert, X14 train passage.

2.5 Forced vibration tests

Forced vibration tests were performed with the actuator in the centre of the bridge near sensor a3. Harmonic frequency sweeps were performed from 1-40 Hz with a rate of $\Delta f = 0.05 \text{ Hz/s}$. Test were performed with load amplitudes from 1-20 kN. The complex-values transfer function $H(\omega)$ is calculated based on the Fourier transform of the output acceleration $a(t)$ and input force $F(t)$ according to Equation 1. Further in this paper the FRF will have the unit kN/m/s$^2$.

$$H(\omega) = \frac{A(\omega)}{F(\omega)}$$  \hspace{1cm} (1)

The results show that the vibration of the culvert and the track seems to be in phase up to about 30 Hz, as illustrated in Figure 11 for accelerometer a3 and a9. When comparing the FRFs for different load amplitudes, Figure 12, increasing the load amplitude results in a clear decrease in natural frequency, ranging from 16.4 Hz to 14.4 Hz. At the same time the estimated damping increase from 3.8% to 6.5%, using the half-Power Bandwidth method.
Figure 11: FRF, compare response in culvert and track, $F_{\text{amp}} = 1$ kN.

Figure 12: FRF, compare response in culvert and track for different load amplitudes.
3 NUMERICAL SIMULATIONS

A 3D finite element model of the SSCB has been developed, illustrated in Figure 13. The rails are modelled with beam elements but the rail pads, sleepers, ballast and subgrade are modelled with 20-noded quadratic brick elements (C3D20R). The total length of the model is 20 m and each end is modelled with infinite elements (CIN3D12R), $h = 4$ m. The corrugated steel culvert is modelled with orthotropic shell elements to represent the stiffness of the corrugation in the tangential and radial direction.

An example of calculated FRF is presented in Figure 14. The input is $E_b = 160$ MPa, $E_s = 300$ MPa, $\nu_b = 0.20$, $\nu_s = 0.25$, $\rho_b = 1800$ kg/m$^3$, $\rho_s = 1800$ kg/m$^3$ and $\zeta = 5\%$.

![Figure 13: 3D model of the SSCB.](image1)

![Figure 14: FRF, comparison between experiments and the 3D-model.](image2)
4 CONCLUSIONS

From the results presented in this paper the following is concluded.

- The experimental results with forced vibration response shows a significant influence of the load amplitude; higher loads results in lower natural frequency and higher damping.

- The recorded train passages show a vertical crown displacement of about 1 mm and a peak stress of about 6 MPa. The peak acceleration depends on the cut-off frequency, at 30 Hz the peak acceleration is in the order of 2 m/s².

- A preliminary FE-model shows a frequency response in the same order of magnitude as the experiments, but may need to be refined for increased performance.
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Abstract.

In this work, the effect of the surrounding soil condition on the fundamental modal characteristics and dynamic response of railway bridges with integral abutments is studied. Due to the computational cost of the full FE models and the lack of reliable simplified models, the effect of the soil-structure interaction is usually neglected in the vibration analysis of the high-speed railway bridges. In the present study, an efficient simplified numerical model is employed to evaluate the modal characteristics of the railway bridge–soil systems. After verifying the accuracy of the simplified numerical model against rigorous models, the effect of the span length and abutment/soil stiffness on the dynamic response of the studied bridges is investigated through a comprehensive parametric study. Several case studies which covers different span lengths and abutment conditions are chosen. It is shown that the SSI has substantial effect on the dynamic response of the short and stiff bridges while its effect decreases as the ratio between the deck stiffness and the abutment/soil stiffness decreases. The results may lead to review the recommended modal damping ratios for this type of bridges in the code provisions and design manuals.
1 INTRODUCTION

The frequency content and amplitude of the vibrations in the resonant response of railway bridges is governed by the fundamental modal characteristics (natural frequency and damping ratio) of the structural system [1, 2]. Hence, to predict the resonant response with reasonable accuracy, it is important to properly estimate the modal characteristics of the structural system, considering the effect of the flexibility and dissipation capacity of the surrounding soil [1]. Bridges with integral abutments and culverts are one of the most common type of underpasses along modern railway lines. This type of bridge is designed as a reinforced concrete rigid frame and is surrounded by backfill soil. Presence of backfill soil may provide an additional stiffness to the system which leads to an increase in the fundamental natural frequency and thus shifts the critical resonant speed to a higher value [3, 4]. The dissipation capacity of the backfill soil could also lead to an increase in the global damping of the system and consequently reduce the amplitude of the resonant response of the bridge [3, 4]. In the field of train-induced vibration analysis of railway bridges, limited results have been published on the bridge with integral abutments considering the effect of soil-structure interaction [4-7]. To study the influence of soil-structure interaction on the modal properties of railway bridges with integral abutment in a systematic manner, implementing simple and accurate models to calculate the natural frequency and modal damping ratio of the bridge-soil system is helpful. In this paper, an efficient and simple approach to model the effect of the surrounding soil on the modal characteristics and resonant response of the railway bridges with integral abutment is proposed. The dynamic soil-structure interaction problem is modelled through a 2D finite element (FE) of the portal frame bridge in which the side walls are surrounded by series of spring/dashpot sets. The merit of using efficient simplified models is that the key factors governing the dynamic response of the studied system can be identified. The accuracy of the proposed analytical expressions will be verified through comparison with the finite element solutions. Then, the variation of the fundamental frequency and modal damping ratio of bridge-soil systems are analyzed through a comprehensive parametric study. This gives valuable information on how SSI can affect dynamic characteristics of railway bridges with integral abutment and when the effect of SSI is negligible.

2 NUMERICAL MODEL

The general configuration of the proposed 2D model for a bridge with integral abutments which is surrounded by backfill soil is shown in Figure 1a. In order to investigate the importance of the backfill soil and to understand the effect of abutment-backfill interaction, the effect of the supporting subsoil is neglected. Thus, it is assumed that the supporting subsoil is rigid and consequently the bottom nodes of the model are fixed.

The structural domain $\Omega_b$ is modelled with Euler-Bernoulli beam elements while the surrounding soil domain $\Omega_s$ is replaced by its dynamic impedance at the interface nodes. Taking dynamic soil-structure interaction into account, the equation of motion for the coupled soil-structure system in the frequency domain can be expressed as follows:

$$\left[ K_b + \lambda C_b + \lambda^2 M_b + K_s(\lambda) + \lambda C_s(\lambda) \right] u(\lambda) = p(\lambda)$$

where $\lambda = i\omega$ is the complex frequency, $u(\lambda)$ is the nodal displacement vector, $p(\lambda)$ is the nodal force vector and $K_b$, $C_b$ and $M_b$ are respectively the stiffness, damping and mass matrices of the viscoelastic bridge structure. Finally, $K_s(\lambda)$ and $C_s(\lambda)$ represents the frequency dependent dynamic stiffness and damping contribution of the surrounding soil at interface nodes.
2.1 Proposed model for backfill-wall interaction

The wall–backfill interaction behaviour in the normal direction is modelled by using distributed spring/dashpots, $k_s$ and $c_s$ over the whole area of the walls evaluated using Eq. (2) and 3 [8] (see Figure 1a). The spring and dashpot coefficients are chosen based on the recommended values by Veletsos and Yonan [8]. It is well-known that at frequencies below the cut-off frequency of the soil layer, $f_s = V_s/4H$ [9], the radiation damping is negligible and consequently the damping originates only from the hysteretic damping of the soil medium. However, at frequencies higher than the $f_s$, the radiation damping capacity of the stratum is gradually approaches the maximum value, as shown in Figure 1c [9]. It should be noted that, the frequency dependency of the spring stiffness is disregarded and the average value of the recommended static stiffness by Veletsos and Yonan [8] for the 1st two vibration modes of wall-soil system is considered. As it will be shown in section 3.2, this assumption results in a good agreement between the proposed model and the reference solution.

$$k_s = \frac{2\pi}{\sqrt{2(1-\nu_s)}} \rho_s V_s^2$$

$$c_s(\omega) = c_{s,m}(\omega) = 2\xi_s k_s/\omega_1 \quad \phi \leq 1$$

$$c_s(\omega) = c_{s,m}(\omega) + c_{s,rad}(\omega) = 2\xi_s k_s/\omega_1 + \rho_s V_p \sqrt{1-(1/\phi)^2} \quad \phi > 1$$

where $\phi$ is the relative frequency parameter as defined by Eq. 4 and $V_s$, $V_p$, $\rho_s$, $\xi_s$, $\nu_s$ and $H$ respectively represents shear and compression wave velocities, density, hysteretic damping, Poisson ratio and height of the soil layer.

$$\phi = f_s/f_s = \omega_1/(\pi V_s/2H)$$

2.2 Complex eigenvalue analysis

The complex modal characteristics of the coupled soil-structure system can be found as the solution of the following quadratic eigenproblem:

$$\left[ (K_b + K_s(\lambda_m)) + \lambda_m [C_b + C_s(\lambda_m)] + \lambda_m^2 [M_b] \right] \varphi_m = 0$$

where $\lambda_m$ and $\varphi_m$ are the complex-valued eigenvalue and corresponding eigenvector of mode $m$ ($m = 1, \ldots, n$) and $n$ denotes the number of degrees of freedom. Provided that the system is underdamped, the undamped eigenfrequency $\omega_m$ and modal damping ratio $\xi_m$ of the system for the $m$-th mode is calculated by Eq. (5).

$$\omega_m = |\lambda_m|, \quad \xi_m = -\Re(\lambda_m)/\omega_m$$

Following the procedure by Tisseur et al. (2001) [10], the quadratic eigenproblem in Eq. (1) is converted into a bigger equivalent linear matrix pencil that has the same eigenvalues as the original problem. Rearranging Eq. (1) and using the auxiliary vectors, the following linear matrix pencil can be used where $\tilde{\phi}_m^T = \{\varphi_m^T, \lambda_m \varphi_m^T \}$.

$$\left( \begin{bmatrix} K_b + K_s(\lambda_m) & 0 \\ 0 & I \end{bmatrix} - \lambda_m \begin{bmatrix} -[C_b + C_s(\lambda_m)] & -M_b \\ I & 0 \end{bmatrix} \right) \tilde{\phi}_m = 0$$

Then, the eigenpairs of the linear matrix pencil in Eq. (6) can be computed by applying a standard linear eigensolver. Since the damping matrix of the surrounding soil $C_s(\lambda)$ is fre-
quency-dependent, an iterative procedure is used to compute the modal properties of the system, considering the natural frequency of the bridge without SSI, \( \omega_n \), as the initial guess.

In non-proportionally damped systems as is the case here, the computed eigenvectors \( \phi_m \) are complex-valued, implying that the mode shape components will move with different phase angles [11]. The overall phase coherence between the \( n \) elements of a complex eigenvector \( \phi_m \) can be measured by using the modal collinearity factor (MCF) [11] defined as:

\[
MCF = 1 - \frac{A_p}{A_c}
\]

where \( A_p \) is the convex polygon in the complex plane defined by the extremities of each element in the eigenvector and \( A_c \) is the area of a circle whose radius corresponds to the largest magnitude of the eigenvector as shown in Figure 2a. The MCF takes values from 0 to 1 with a value equal to 1 indicating a real-valued mode corresponding to a standing wave.

![Figure 1: (a) Configuration of the 2D simplified model of the frame, (b) computational 2D model for rotational impedance function of abutment-backfill system, (c) Radiation damping coefficient \( c_{r,rad} \).](image)

### 3 PARAMETRIC STUDY

#### 3.1 Definition of case studies

The parametric study focuses on short to medium size portal frame bridges. Referring to Figure 1a, the parametric variables of four case study bridges are summarized in Table 1. The thickness of the frame bridge \( t = t_f = t_w \) is assumed to vary with the span length \( L \) and estimated based on collected data from existing single-track ballasted concrete bridges in Sweden [15]. The height, width, mass density and modulus of elasticity of all four case study bridges are assumed constant at \( H = 7 \) m, \( B = 6 \) m, \( \rho_h = 2300 \) kg/m\(^3\) and \( E_h = 30 \) GPa, respectively. No structural damping is assigned to the bridge itself. Eliminating the internal damping of the structure allows a better understanding of the effect of SSI on the global damping of the coupled system. In this simulations, mass of the ballast layer is assumed to be \( 750 \) kg/m\(^2\) and added to the deck nodes. Table 2 summarize the parameters of the surrounding soil. The sensitivity of the fundamental modal characteristics of the bridges with respect to the shear wave velocity of the backfill soil is investigated.

| Table 1. Geometrical properties of bridges |
|-----------------|---|---|---|---|
| \( L \) [m] | 7 | 9 | 11 | 15 |
| \( t_f = t_w \) [m] | 0.65 | 0.75 | 0.85 | 1.0 |
| \( f_{1,a} \) [Hz] | 24.6 | 18.9 | 15.0 | 10.6 |

\( ^* \) Natural frequency of the bridge without SSI

| Table 2. Backfill soil properties |
|-----------------|---|---|---|---|
| \( H \) [m] | \( V_s \) [m/s] | \( \xi_s \) (%) | \( \nu_s \) (-) | \( \rho_h \) [t/m\(^3\)] |
| 7 | \{0,...,1000\} | 2.5 | 0.2 | 1.8 |
As the response of the bridge-soil system is governed by the viscoelastic properties of the bridge and surrounding soil, the following dimensionless parameters are defined to study the sensitivity of the modal properties of the coupled systems:

(a) The relative frequency parameter, \( \phi \), defined by Eq. (4) which represents the ratio of the coupled-soil-structure eigenfrequency to the resonant frequency of the backfill stratum. This parameter is used to study the sensitivity of the modal properties of the system to the cut-off frequency of the stratum.

\[
\phi \approx \frac{32EI(H / L + 2)}{(L^2H)}
\]

(b) The relative stiffness parameter, \( \kappa \) defined as the ratio of the flexural rigidity of the frame structure to the static stiffness of the backfill soil.

\[
\kappa = \frac{32EI(H / L + 2)}{2\rho V_s^2B}
\]  

(c) The abutment impedance ratio, \( \chi \), defined as the ratio between the real and imaginary parts of the rotational dynamic stiffness at the top node of the abutment (see Figure 1b).

\[
\chi = \frac{k_o(f_i)}{f_i c_o(f_i)}
\]

3.2 Verification

In this section, the accuracy of the proposed simplified model is verified through comparison with the results of a full 3D FE-PML model. The computed modal properties of some case studies using proposed simplified model are compared to results of full 3D FE-PML model. The configuration of the 3D FE model is shown in Figure 2b. For this comparison, the shear wave velocity of the backfill soil is assumed constant at \( V_s = 300 \) m/s and the modal properties of the frame-soil system for the 1st vertical bending are calculated for two different span lengths. In each case, the thickness of the wall and deck is assumed to be similar and varied between 0.2 to 1.2 m in increments of 50 mm. The 3D FE model of the wall and backfill soil is discretized using 8-noded shell and 20-noded hexahedral solid elements, respectively. According to the shear wave velocity of the backfill soil layer, the element size in the soil medium is chosen in such a way that there are at least 8 quadratic elements per wavelength at 50 Hz [11]. For the finite element mesh configuration of Figure 2b, the PML parameters are tuned to properly absorb evanescent and propagating waves [13].
The comparison between the calculated complex modal parameters of the 1st vertical bending mode of the studied cases are presented in Figure 3. As can be seen, the calculated natural frequencies and modal damping ratios using the proposed simplified model are in a very good agreement with the results of the 3D FE-PML analyses. It should be noted that modal characteristics of the reference 3D FE-PML model have been computed using the procedure in [14].

![Comparison between computed modal characteristics using 2D simplified model (black o) and 3D FE-PML model (red *), (a) $L = 7$ m, (b) $L = 10$ m.](image)

### 3.3 Results of parametric studies

The variation of the frequency lengthening $f_i/f_{i,n}$, modal damping ratio $\xi_1$, MAC$_1$ and MCF$_1$ values for the 1st vertical bending mode of the studied cases a function of the shear wave velocity are presented in Figure 4a-d, respectively. As the structure is modeled without any material damping, the increase in modal damping ratios is solely attributed to radiation and material damping of the surrounding soil.

The dynamic stiffness of the backfill leads to an increase in the fundamental frequency of the coupled system and the frequency lengthening due to SSI becomes higher as the backfill soil becomes stiffer (see Figure 4a). The dissipation capacity of the backfill soil generally results in higher modal damping ratios for the coupled soil-structure system. The results in Figure 4b indicates that there exists a critical value $V_s$ in which the fundamental damping ratio reaches its maximum value. The value of $V_{s,\text{crit}}$ is found to occur, when MCF$_1$ (Figure 4d) and the abutment impedance ratio $\chi_1$ (Figure 4e) reach their minimum values. In this case, the maximum modal complexity occurs and the mode shape is most different from a standing wave. Clearly, by increasing the shear wave velocity toward infinity, the natural frequency of the studied system gradually converges to the fundamental frequency of a clamped-clamped beam and consequently, the modal damping ratio approaches zero.

The variation of the modal damping ratio $\xi_1$ for the studied system as a function of the relative frequency parameter $\phi$ and the relative stiffness parameter $\kappa$ are presented in Figure 5a and 5b, respectively. In this Figure, the variation of the shear wave velocity is limited to the range of reasonable values in practice (e.g. $V_s = 100$ to 500 m/s). The results show that the amount of additional damping due to SSI is principally governed by the following two factors:

- The relative frequency parameter which is the ratio between the fundamental frequency of the bridge-soil system and the cut-off frequency of the backfill layer. Theoretically, at frequencies lower than the cut-off frequency of the backfill layer ($\phi < 1$), the radiation damping capacity of the backfill soil is zero. However, at frequencies higher than the cut-off frequency of the backfill layer ($\phi > 1$), the radiation damping capacity of the backfill layer is restored and approaches its maximum capacity with a logarithmic growth (see also Figure 1c).
Figure 4: (a) frequency lengthening, (b) modal damping ratio, (c) MAC value, (d) MCF value and (e) abutment impedance ratio as a function of shear wave velocity. Shaded area represents a realistic range for the shear wave velocity of the backfill soil.

Figure 5: (a) Variation of modal damping ratio as a function of relative frequency parameter; (b) Variation of modal damping ratio as a function of relative stiffness parameter. Results were presented for $V_s = 100-500$ m/s.
• The relative stiffness parameter which is defined as the ratio between the stiffness of the structure and the backfill soil. The dissipation capacity of the backfill soil is negligible for a flexible structure surrounded by very stiff soil. Generally, there is a critical value for the relative stiffness parameter in which the additional damping of the system due to SSI becomes maximum. This is the case when the ratio between the real and imaginary parts of the abutment impedance reaches its minimum value, as shown in Figure 4e. After this turning point, the additional damping due to SSI is gradually decreased as the relative stiffness parameter increases.

4 CONCLUSIONS

In this paper, a simplified Winkler-based model is proposed for modeling the abutment-backfill soil interaction. Using this model, the effect of dynamic soil-structure interaction on the resonant response of portal frame bridges founded on a rigid base is studied. The fundamental modal characteristics of the short to medium span case study bridges are computed for a wide range of shear wave velocities of the backfill soil. The following remarks can be concluded from the presented results:

• Generally, dynamic soil-structure interaction results in higher eigenfrequencies, modal damping ratios and modal complexities for the studied coupled soil-structure system with the influence getting more intense for shorter (stiffer) bridges. The presence of backfill soil provide an additional stiffness and damping to the structural system.

• The dynamic stiffness of the backfill leads to an increase in the fundamental frequency of the system and thus shifts the critical resonant speed to a higher value. The frequency lengthening due to SSI is essentially controlled by the ratio between the stiffness of the frame bridge and the backfill soil.

• The amount of additional damping due to SSI (foundation damping) is principally governed by the following factors: (a) ratio between the fundamental frequency of the coupled system and the cut-off frequency of the backfill layer and (b) ratio between the stiffness of the frame bridge and the backfill soil. The additional damping may lead to a considerable increase in the global damping of the system and consequently reduce the amplitude of the resonant response of the bridge.
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Abstract. Application of post-tensioned segmental columns are increasing in accelerated bridge construction, where rocking motion of the segments results in lateral displacement of the column and the post-tensioning tendon provides self-centering capacity of the system. Analytical solution of such system is very complex as the equations of rocking motion are highly nonlinear, and it is almost impossible to solve such systems for seismic excitations. Furthermore, using finite element-based software such as ABAQUS and ANSYS make the dynamic analysis very time consuming and, so computationally inefficient. Therefore, this paper introduces a new technique for modelling of post-tensioned segmental columns in OpenSees program, which is computationally efficient, and exhibits a good agreement with analytical approaches and experimental results. Using the developed model, the frequency response function and seismic response of an exemplary column are extracted which exhibits a lower and an upper branch around the resonance.

1 INTRODUCTION

Bridges are crucial parts of any transportation system, and any disruption in their functionality can result in tremendous economic and life losses. In particular, lateral seismic effects can cause permanent structural damage. Traditional reinforced concrete (RC) columns are integrally connected to the underlying foundation. Thus, plastic hinges, and consequently permanent plastic deformations are generated in RC columns under lateral seismic loadings. As an excellent alternative to RC columns, precast post-tensioned segmental (PPS) columns are recently used in accelerated bridge construction. The PPS columns are manufactured off-site, which improves concrete quality and shortens construction time. Furthermore, the rocking mechanism of the segments and self-centering property of the post-tensioned tendon substantially decrease the residual drift of the column after the lateral loading events. However, the segments might still be prone to local damages at their contact interfaces.
Many experimental works have been conducted to investigate performance of the PPS columns subject to static cyclic and dynamic loading testing protocols [1]. To increase energy-dissipating capacity of the PPS columns, different strategies were recommended ([2-6]). In a series of different studies, high-damping material layers were placed between the segments in small-scale columns inspired by mechanics of the human spine, and damping level of the system was highly increases ([7-10]).

Many numerical studies have been also done to model static and dynamic behavior of the PPS columns. 3D continuum finite element (FE) models ([2, 11]) and fibre-based FE models ([12, 13]) have been employed to capture seismic response of the PPS columns. Complex continuum FE models can capture local damages generated in contact surfaces at the compression zones. However, such models have low calculation efficiency particularly in case of parametric studies when a large number of simulations are required. Fibre-based FE models have been extensively used in seismic response evaluation of RC columns ([14-16]). Unlike continuum FE models, fibre-based FE models are computationally efficient. However, they cannot model the contact surface between segments of PPS columns, i.e. rocking joints and compression zones, as good as continuum FE models. Simplified analytical models ([1, 2]) were also proposed to predict lateral force-displacement behavior of the PPS columns. Therefore, this paper summarizes a computationally efficient approach for modelling the rocking motion of the PPS columns already published in [17]. A new modelling in OpenSees program [18] is developed, and both experimental and analytical results are used to validate the proposed model. Finally, frequency response function of an exemplary column is generated and discussed using the proposed modelling method.

2 THE MODELLING DESCRIPTION

The finite element program OpenSees [18] is adopted to create a model for simulation of rocking motion of the PPS columns shown in Figure 1. A generic two-dimensional (2D) column model is developed with three degrees-of-freedom per node consisting of horizontal and vertical translations as well as a rotational displacement (see Figure 1b).

![Figure 1](image_url)

Figure 1: (a) the PPS column, (b) the segments and tendon modelling, (c) detailed modeling of base surface, (d) detailed modelling of the intermediate surfaces, and (e) weighting and positioning of the gap elements.
Uniaxial Elastic Beam-Column elements are used to simulate the segments. The post-tensioning tendon is simulated with a Truss Element with an Elastic Perfectly Plastic uniaxial material. The axial shortening of the post-tensioning tendon is taken into account using an initial strain in the material model. Geometric nonlinearities of the segments and the tendon are accounted for using the Corotational geometric transformation. The axial load at the top of the column is modelled as a vertical force on the topmost node of the column. Further, inertial effects of the bridge deck is incorporated into the model assigning lumped horizontal and vertical masses to the top node of the column. The modelling details of the compression zones between the segments of the PPS column are shown in Figures 1c and 1d. Given the experimental testing results reported [19], the contact surface between the segments segments are not completely rigid, and thus, it is best modelled with a flexible contact surface with an appropriate stiffness distribution. The Lobatto Quadrature integration scheme [20] is used to spread the normal stiffness of the contact surfaces over the width of each surface. Each surface is modelled as a number of vertical zero-length gap elements. An elastic zero-tension uniaxial material model is used to model flexibility at the contact surfaces. The weight of the stiffness \( w_i \) and position of each gap element \( x_i \) determined from Lobatto Quadrature integration scheme.

12 number of gap elements was found to be sufficient to model the contact surfaces. Rigid links are used between adjacent top and bottom nodes of each rocking surface. Linear geometric transformation is used for rigid links. All degrees-of-freedom of the bottom node of the gap elements at the base surface are restrained to simulate a fixed base under the base segment. The horizontal degree-of-freedom of top node of the end gap element is also restrained to avoid sliding at the base (Figure 1c). A horizontal zero-length gap element between top and bottom nodes of the end vertical gap element with an elastic uniaxial material of very large stiffness is used to allow for shear transfer at the intermediate rocking surfaces (shown by red in Figure 1d). Furthermore, to allow for shear transfer between rigid links and adjacent segments, equal degree-of-freedom constraints were adopted.

3 MODELLING VALIDATION

3.1 Analytical approach

Analytical moment-rotation relationship of a single post-tensioned rigid rocking block is used to validate the OpenSees model of the PPS columns. Consider a single post-tensioned rigid block of width \( b \) and height \( h \) rocking on a rigid surface around its edges. Taking a moment around the pivot point, using kinematics of rigid bodies, and applying the equilibrium rule, the static moment-rotation relationship for a single post-tensioned rigid block is obtained [21]:

\[
M(\theta) = \lambda k B \cos(\theta/2) \left[ 2\lambda B \sin(\theta/2) + F_0 / k \right] - W R \sin(\beta + \theta)
\]

where \( \lambda \) is 0.5 and -0.5 respectively for positive and rocking motions; \( k \) is the elastic stiffness of the post-tensioning tendon; \( F_0 \) is the initial post-tensioning force of the tendon, and \( W \) is the weight of the block. The clockwise rocking is taken positive, and the block angle, \( \beta \), and rocking radius, \( R \), are defined as follows:

\[
\beta = -\tan^{-1}(2\lambda b / h); \quad R = \sqrt{\lambda^2 b^2 + h^2 / 4}
\]

To reach a rigid segment and a rigid surface at the base, large values are assigned to the bending stiffness of the segment and axial stiffness of the gap elements. Figure 2 shows the static
moment-rotation graphs of a single post-tensioned rigid block obtained from the OpenSees model and the analytical approach. The moment is normalised to the moment due to the gravitational force, i.e. weight of the segment times the width of the segment, \( bW \). As illustrated in Figure 2, the graphs are very similar, which numerically validates the static behavior of the OpenSees model. Note that in Figure 2b, the result of OpenSees model is different from the analytical solution at high base rotation values, which is because of the yielding of the post-tensioning tendon.

![Figure 2: Analytical validation of the PPS model, normalised static moment-rotation relationship for a post-tensioned rigid block on a rigid surface: (a) \( h/b = 6 \), and (b) \( h/b = 2 \).](image)

### 3.2 Experimental approach

In this section, the results of an experimental testing and a reduced-order analytical model already reported in [8] are used to verify the PPS model. The experimental column is a post-tensioned segmental column consisting of 50 mm square wooden segments. The segments are tied together by a 1 mm high-strength stainless steel cable. The elastic modulus of the wooden blocks and stainless steel cable are 12.5 GPa and 118 GPa respectively. To simulate the inertia force of the top deck, a 2.5 kg lump mass is installed at the top of the column. The self-centring mechanism is provided by the cable with a 300N post-tensioning force. Moreover, a reduced-order mode with detailed description in [8], simulates the column as a single-degree-of-freedom (SDOF) systems based only on the base rotation. Figure 3 shows base moment-rotation of the PPS model, the experimental column as well the analytical SDOF model for both static and dynamic tests. For the dynamic analysis of the OpenSees model, a constant stiffness-proportional Rayleigh damping is used for all elements of the model. As seen in Figure 3, the proposed PPS model can reliably simulate both nonlinear static and dynamic behaviors of the PPS columns. For the dynamic modelling, a constant stiffness-
proportional Rayleigh damping well duplicates the damping of the PPS columns (Figure 3b). Note that the damping of the PPS columns mostly come from the behavior of the contact surfaces between the segments, and is dependent on the ground motion amplitude \cite{8}. Thus, a combination of viscous and Coulomb damping is more appropriate, and this may cause the difference between the PPS model and the experiment results.

![Figure 3: Normalised base moment-rotation from the OpenSees model, experimental specimen, and analytical model: (a) 9 blocks and static behavior, and (b) 6 blocks and dynamic behavior.](image)

4 FREQUENCY RESPONSE FUNCTION AND SEISMIC RESPONSE OF AN EXEMPLARY COLUMN

In this section, an exemplary column of height 3 m and width 0.5 m is presented. To extract frequency response function (FRF) of this column, increasing and decreasing frequency sine-sweep base excitations with varying amplitudes are used to capture possible lower and upper branches due to instability of the dynamic behavior of the column around the resonance. Figure 4 shows frequency response functions of the column. The horizontal axis is the excitation frequency normalised by the first natural frequency of the column at very small vibration amplitudes. For very small excitation amplitudes, the column has not started its rocking motion yet and hence, the resonance occurs at the same frequency as the natural frequency, i.e. normalized excitation frequency of 1. For higher vibration amplitudes, the rocking motion of the column is started, and thus, the FRF curve exhibits a lower and an upper branch. In addition, after the rocking initiation, the natural frequency of the column drops, and is dependent on the excitation amplitude.

The backbone curve clearly shows dynamic softening of the column. The column’s frequency drop with the increase in the excitation amplitude demonstrates the reduction in the column’s stiffness after initiation of the columns rocking. Further, some subharmonic compo-
ments are seen at low excitation frequencies for high excitation amplitudes. The FRFs also show that the model faces dynamic instability around the resonance frequency of the column.

Figure 4: Frequency response function and backbone curve of an exemplary column.

Figure 5 shows hysteretic base shear, $V$, versus displacement, $\Delta$, of the top of the exemplary column subject to an earthquake ground motion. The base shear is normalised by the total weight of the pier, $W$, (i.e. weight of the segments and the deck), and the top displacement is normalised by the height, $H$, of the column, i.e. top drift. The figure highlights the self-centering property and low-damping capacity of the post-tensioned segmental columns.

Figure 5: Normalised base shear versus top drift of the column subject to an earthquake ground motion.
5 CONCLUSIONS

In this paper, a new approach is developed in OpenSees program to simulate nonlinear static and dynamic behaviors of post-tensioned segmental columns. In this approach, the segments are modeled as elastic Beam-Column elements, and the post-tensioning tendon is modeled using an elastic-plastic Truss element. More importantly, the contact surfaces at the rocking joints are simulated using elastic zero-tension segments.

The proposed modelled is validated using two approached. First, the analytical static moment-rotation relationship of a post-tensioned rigid block on a rigid base is used and compared with the results of the model. Afterwards, the static and dynamic results of an experimental specimen as well as a reduced-order SDOF model of post-tensioned multi blocks are employed to validate the proposed model. The comparison between the results of the proposed model with those from the analytical and experimental approaches demonstrates the reliability of the proposed model to predict nonlinear static and dynamic behavior of the PPS columns. Frequency response function curve of an exemplary column is also presented using the developed modelling strategy where it shows a two-branch behavior around the resonance. The seismic response of the column also demonstrates low damping capacity of such columns.
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STOCHASTIC DYNAMIC ANALYSIS OF HIGH-SPEED MAGLEV GUIDEWAY COUPLED SYSTEM CONSIDERING VEHICLE PARAMETER
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Abstract. The maglev guideway coupling system is a complex random system, it is worth clarifying the stochastic dynamic vibration of maglev system caused by random vehicle parameters. In this paper, a stochastic vibration analytical approach based on probability density evolution method (PDEM), which can consider multiple stochastic structure parameters, is employed to calculate stochastic vibration. The maglev-guideway coupling stochastic time-dependent equation is established, considering the stochastic vehicle load, the stiffness and damping of second suspension. Then, the Wilson-θ method and the finite deference method with Total Variation Diminishing (TVD) schemes are used to calculate the stochastic dynamic responses. Meanwhile, the validity of proposed method is compared with Monte Carlo Method (MCM). The results show, the proposed random dynamic model is available for dynamic vibration analysis of maglev system with good calculation efficiency. When the same integral step is adopted, the PDEM reduce computing time by 1-2 order of magnitudes compared with MCM. The stochastic vehicle loads have a significant effect on the dynamic deflection of guideway, while both the random damping and stiffness of second suspension have a little effect on deflection of guideway. The stochastic vehicle loads act a more sensitive effect on the car body acceleration than the other two parameters.

Keywords: Maglev, Stochastic Vibration, Probability Density Evolution, Monte Carlo Method
1 INTRODUCTION

Maglev train is a modern advanced technological ground transport tool, which realizes the suspension and guidance between the train and the guideway through non-contact electromagnetic force. There are two types maglev system according to the running speed: high-speed maglev traffic [1, 2] and medium-low-speed maglev traffic [3]. The high-speed maglev train is suitable for long-distance intercity transportation, and has broad application prospects.

The vibration of maglev guideway system has drawn a great attention of researchers over the past few decades [4-9]. In the early research of maglev-guideway system dynamics, Hullender[4] began to pay attention to the influence of track irregularity on guideway. Wang[10] simplified the maglev vehicle as moving uniform force, and simplified the guideway structure as Euler-Bernoulli beam-uniform spring-Euler-Bernoulli beam. He analyzed the influence of structure parameter to the natural frequency of guideway. With the development of maglev vehicle manufacturing technology, the vehicle model is become more complex [11]. To study the high-speed maglev vehicle guideway coupled vibration, Zhao and Zhai [6] established a 10 degree of freedom vehicle model by rigid body dynamics and three types guideway model by modal superposition method. They analyzed the responses of vehicle and guideway and the vehicle ride quality index under different deterministic irregularity. Shi [9] present a EMS maglev vehicle-controller-guideway model, and developed a simulation program. He verified the model by measurement data and investigated the responses of maglev system under irregularity. Yang and Yau [8] presented an iterative method and established a two dimension vehicle-guide-way-pier-soil coupled model, in which the PID controller is used to control the maglev force. They analyzed the effect of ground wave propagation on system dynamic. To study the medium-low-speed maglev vehicle guideway vibration, Han [12] present a UTM-02 maglev vehicle model with controller. He analyzed the some factor that affect the natural frequency of guideway. Lee [13] developed a medium-low speed numerical maglev vehicle model with a LQG controller and investigated the effect of some parameters on the vibration of maglev system.

From the above research results, there are little research about the stochastic vibration of maglev system, the stochastic vibration research framework of maglev vehicle guideway system has not been established. Vehicle parameters is an important random source of maglev system due to the boarding and alighting of passengers and manufacturing error [14, 15], which may have a great impact on running safety and smoothness, it is worth clarifying the stochastic dynamic vibration of maglev system caused by random vehicle parameters, however, relevant research has not been done yet.

In this paper, a stochastic vibration analytical approach based on probability density evolution method is employed to calculate stochastic vibration. The maglev-guideway coupling stochastic time-dependent equation is established, considering the stochastic vehicle load, stiffness and damping of second suspension, stiffness and damping of primary suspension. Then, the Wilson-θ method and finite difference method with TVD schemes are used to calculate the stochastic dynamic responses. Meanwhile, the validity of proposed method is compared with MCM.

2 N-DIMENSIONAL REPRESENTATIVE POINT SELECTION OF STOCHASTIC VEHICLE PARAMETER

Due to the boarding and alighting of passengers, the change weight of luggage and backpack, etc., the mass of car body is a stochastic parameter, which may has a great influence of dynamic responses. Due to the microstructure of the material and the manufacturing error, etc.,
the stiffness and damping of secondary suspension also stochastic parameter. Selection of representative parameters is an important part of probability density evolution analysis. The number theory method (NTM) is employed to select the multidimensional representative point of system parameters. Considering the randomness of the mass of car body \( m_c \), the stiffness of second suspension \( k_s \), the damping of second suspension \( c_s \). The stochastic variable space \( \phi \) can be expressed as the function of random vehicle parameter:

\[
\phi = f(m_{c1}, m_{c2}, ..., m_{cN}, k_{s1}, k_{s2}, ..., k_{sN}, c_{s1}, c_{s2}, ..., c_{sN}) \quad (i = 1, 2, ..., N)
\]

(1)

\( f(\cdot) \) is the transform function of maglev vehicle random parameters, \( N \) is the total number of random multidimensional points.

According to research result of NTM [16], a point set can be generate by applying the N-dimensional hypercube distribute \( C^N \). The random variables of the normal distribution are usually symmetric, to generate the representative point set, the ball screening hypercube method is used to filter the point, then an affine transformation is employed to map the representative point set in probability distribution space, it can be expressed as:

\[
\Theta_k = \{\theta_{k,1}, \theta_{k,2}, ..., \theta_{k,q}\}, \quad k = 1, 2, ..., n_{set}
\]

(2)

The probability subdivision of representative point set are divided with Voronoi Cells. \( V(\Theta_q) = V_q, \ U_{p=1}^{n_{set}} V(\Theta_q) = U_{p=1}^{n_{set}} V_q \) and \( V_i \cap V_j = 0 \), \( i \neq j \). The joint probability density of the total subdivision space meets the requirements:

\[
\sum_{q=1}^{n_{set}} P_q = \sum_{q=1}^{n_{set}} \int_{V_q} P_\Theta(\theta) \, d\theta = \int_{U_{p=1}^{n_{set}} V_q} P_\Theta(\theta) \, d\theta = 1
\]

(3)

\( P_q \) is the probability value of representative point.

3 **MAGLEV VEHICLE GUIDEWAY COUPLED MODEL**

A maglev vehicle guideway coupled model is proposed. The vehicle model is established by multi rigid-body dynamics, which contains one car body, four magnet bogie, and second suspension, the vehicle model is shown in Fig. 1. The model contains 10 independent degree of freedom (DOF), the vertical displacement \( (z_c) \) and vertical pitching \( (\beta_c) \) of car body, the vertical displacement \( (z_{bi}(i = 1, 2, 3, 4)) \) and vertical pitching of magnet bogie \( (\beta_{ci}(i = 1, 2, 3, 4)) \). The dynamic vibration equation of the maglev system can be established by applying the principle that the total potential energy of the elastic system is constant and “set-in-right-seat” rule. The dynamic motion of vehicle can be written as:
\[
\begin{align*}
\begin{bmatrix}
M_{cc} & M_{bb} \\
M_{bb} & M_{bb}
\end{bmatrix}
\begin{bmatrix}
\ddot{U}_{cc} \\
\ddot{U}_{bb}
\end{bmatrix} +
\begin{bmatrix}
C_{cc} & C_{cb} \\
C_{cb} & C_{bb}
\end{bmatrix}
\begin{bmatrix}
\dot{U}_{cc} \\
\dot{U}_{bb}
\end{bmatrix} +
\begin{bmatrix}
K_{cc} & K_{cb} \\
K_{cb} & K_{bb}
\end{bmatrix}
\begin{bmatrix}
U_{cc} \\
U_{bb}
\end{bmatrix} &= \begin{bmatrix} 0 \\
0
\end{bmatrix}
\end{align*}
\]

(4)

Where the subscript cc, bb represent the car body, magnet bogie respectively. \(M, C, K, U\) are the mass matrix, damping matrix, stiffness matrix and displacement vector system respectively [17]. The force vector \(F_{bb}(t)\) can be written as:

\[
F_{bb}(t) = \sum_{m=1}^{4} \sum_{k=1}^{4} \mu_0 N^2 A \left( i_0 + \Delta i(t) \right) c_0 + \Delta c_k(t)^2 R_{lm}
\]

(5)

In which, \(\mu_0 N^2 A\) is the electromagnetics parameter of levitation magnet. \(\mu_0\) is the permeability, \(N\) is number of turns in the magnet winding, \(A\) is pole area of iron-core. \(i_0\) is the rated current, \(c_0\) is the initial air gap. \(\Delta i(t)\) is increment of current, \(\Delta c_k(t)\) is the increment of air gap in the \(k\)th magnet wheel of \(m\)th magnet bogie. Both of \(\Delta i\) and \(\Delta c\) are time-dependent and they will change with the change of vehicle running position. \(R_{lm}\) is a transform vector, which can distribute the force to the vertical and pitching of the magnetic bogie.

The guideway is recognized as an Euler-Bernoulli beam, the finite element method is applied to establish the vibration equation of guideway so that local vibration of the guideway could be considered accurately. The dynamic motion of guideway can be expressed as:

\[
\begin{align*}
\begin{bmatrix}
M_{gg} & M_{pp} \\
M_{pp} & M_{pp}
\end{bmatrix}
\begin{bmatrix}
\ddot{U}_{gg} \\
\ddot{U}_{pp}
\end{bmatrix} +
\begin{bmatrix}
C_{gg} & C_{gp} \\
C_{gp} & C_{pp}
\end{bmatrix}
\begin{bmatrix}
\dot{U}_{gg} \\
\dot{U}_{pp}
\end{bmatrix} +
\begin{bmatrix}
K_{gg} & K_{gp} \\
K_{gp} & K_{pp}
\end{bmatrix}
\begin{bmatrix}
U_{gg} \\
U_{pp}
\end{bmatrix} &= \begin{bmatrix} F_{gg}(t) \\
0
\end{bmatrix}
\end{align*}
\]

(6)

Where the subscript \(gg, pp\) represent guideway and pier respectively. \(M, C, K, U\) are the mass matrix, damping matrix, stiffness matrix and displacement vector of guideway system respectively. \(F_{gg}(t)\) is the force vector of guideway.

4 PROBABILITY DENSITY EVOLUTION METHOD

Based on Eq. (4)and Eq. (6) , we can established the coupled dynamic equation of vehicle and guideway system. Considering the randomness of vehicle parameters, the coupled equation can be simplified as:

\[
M(\Theta)\{\ddot{U}\} + C(\Theta)\{\dot{U}\} + K(\Theta)\{U\} = F(\Theta, t)
\]

(7)
When considering the randomness of vehicle parameters, the mass matrix, damping matrix, stiffness matrix and force vector are all random, which can be uniformly described by random variables $\Theta$.

The step by step integral method Wilson-\(\theta\) method is used to calculate the stochastic dynamic responses. For the maglev system, the dynamic responses can be determined by displacement and velocity responses. Taking $\Psi = \{\Psi_v, \Psi_g\}^T$ to unified characterize the stochastic responses of structure, they can be expressed as:

$$\Psi = H\Psi(\Theta, t)$$

$$\dot{\Psi} = \frac{d(\{\Psi_v, \Psi_g\}^T)}{dt} = \{\dot{\Psi}_v, \dot{\Psi}_g\}^T = h\Psi(\Theta, t)$$

In which, the subscript $v$ and $g$ represent the vehicle and guideway respectively. $H\Psi(\Theta, t)$ and $h\Psi(\Theta, t)$ replace the system displacement responses and velocity responses. Assuming $\mathbf{U}$ as the response to be calculated, and its first-order differential can be written as:

$$\dot{\mathbf{U}} = G(\Psi, \dot{\Psi}) = G(H\Psi(\Theta, t), h\Psi(\Theta, t))^T$$

$G(\cdot)$ is the transform equation.

Taking $p_{U\Theta}(u, \theta, t)$ as the joint probability density function of $(\mathbf{U}, \Theta)$. Eq. (10) satisfied the general probability density evolution equation[18]:

$$\frac{\partial p_{U\Theta}(u, \theta, t)}{\partial t} + \dot{U}(\theta, t) \frac{\partial p_{U\Theta}(u, \theta, t)}{\partial u} = 0$$

The initial responses is $U(t_0) = u_0, \Theta = \theta_0, (q = 1,2,3,...,n)$, considering the initial probability condition of Eq. (11), two side difference method with Total Variation Diminishing (TVD) scheme are used to solve the partial differential equation (11), then, we can get the probability solution $p_{U\Theta}(u, \theta, t)$, the probability density function can be expressed as:

$$p_U(u, t) = \int_{\Theta} p_{U\Theta}(u, \theta, t) d\theta$$

5 CASE STUDY

5.1 Verification of Accuracy and efficiency

To consider the stochastic vehicle parameters, each vehicle has 3 independent random variables $m_{ci}$, $k_{si}$ and $c_{si} (i = 1,2,...,10)$. The point selection method introduced in section 1 is used to select representative points. In this article, there are 300 discrete representative point set have been taken into considered. The three-dimension of PDF and matching contour of acceleration of first car body at center of mass under stochastic vehicle loads are shown in Fig. 2, where it is seen that the real-time probability density function seems like the shape of mountains.

To assess the accuracy and efficiency of the proposed method, the result of PDEM running 500 samples are compared to those of MCM running 8000 samples, the comparison of PDEM and MCM are shown in Fig. 3, where it is seen that the both the mean value and standard deviation of acceleration obtained by PDEM are accord well with MCM. Further, to complete those calculation, the PDEM took only 242min, while the MCM needs 8910 min. Therefore, it could be concluded the proposed method improves 1~2 orders of magnitudes and is of high accuracy and efficiency.
5.2 Effect of the level of different vehicle parameters

5.2.1. Dynamic responses analysis of vehicle

Acceleration of car body is important for running safety and riding quality. To study the influence of different vehicle parameters on dynamic responses of the coupled system, the coefficient of variation (COV) are divided into 9 sets, which ranging from 0.05 to 0.25, with an interval of 0.025. Assuming the mean of vehicle mass $m_c = 5000kg$, the stiffness of second suspension $k_{smean} = 5\% k_s$; the damping of second suspension $\zeta_{smean} = 5\% \zeta_s$. A larger vertical coordinate COV value indicate a greater influence on the dynamics of the corresponding dynamic index, such as acceleration of car body, deflection of guideway, etc.. Fig. 4 shows the vertical acceleration of the first vehicle under the stochastic second suspension stiffness with the COV of 0.25. Clearly, it can be seen that the maximum mean value is $7.88 \times 10^{-2} m/s^2$, and the maximum value of standard deviation is $4.81 \times 10^{-3} m/s^2$. Fig. 5 shows the COV of acceleration of the first car body under different vehicle parameters. It can be seen that the COV of acceleration of the car body increase in varying degree with the increases of COV. The maximum value of COV car body acceleration reaches about 0.122, 0.061, 0.059 affected by stochastic vehicle loads, stiffness of second suspension, damping of second suspension respectively. Among the stochastic vehicle loads, stiffness of second suspension, damping of second suspension, the COV curves affected by stochastic vehicle loads the increases steeper.
but is not linear increase, while those increase slowly affected by stochastic stiffness and damping of second suspension. It means that the stochastic vehicle loads act a more sensitive effect on the car body acceleration than the other two parameters.

Fig. 4 Acceleration of the first vehicle under stochastic stiffness of second suspension: (a) mean value (b) standard deviation

Fig. 5 Variables of coefficient for acceleration of the first car body under different vehicle parameters

5.2.2. Dynamic responses analysis of guideway

The dynamic deflection is an important index of guideway. For the same way, Fig. 6 shows the vertical deflection of guideway in the mid-point of the first span, under the stochastic second suspension stiffness with the COV=0.25. Clearly, it can be seen that the maximum mean value is approximate 1.65mm, and the maximum value of standard deviation is approximate $4.89 \times 10^{-2}$mm. The COV of dynamic responses of the deflection is 2.96%, which is less than the COV of second suspension stiffness.

Fig. 6 Deflection of guideway in the mid-point of the first span: (a) mean value (b) standard deflection
Fig. 7 Variables of coefficient of deflection of first span mid-point under different vehicle parameters

Fig. 7 shows the COV of dynamic deflection of first span mid-point under different vehicle parameters. It can be seen that the COV curves of guideway deflection rise rapidly with the increases of COV of stochastic vehicle loads, while the COV curves affected by stochastic stiffness and damping of second suspension almost do not changes. When the stochastic vehicle loads considered, the maximum value of COV of guideway deflection reaches about 0.151, while the maximum value of COV is 0.028 and 0.029 when the stochastic damping and stiffness of second suspension are considered respectively. This means that the stochastic vehicle loads has a great influence of the deflection of guideway, and the stochastic stiffness of second suspension and the stochastic damping of second suspension have a little influence on the deflection of guideway.

6 CONCLUSIONS

This paper proposed a stochastic vibration analytical approach to calculate maglev vehicle guideway system vertical stochastic vibration. The maglev-guideway coupled stochastic time-dependent equation is established, Wilson-0 method and finite deference method with TVD schemes are used to calculate the stochastic dynamic responses. The results calculated by MCM are compared with the proposed method. Meanwhile, the effects of the stochastic vehicle load, the stiffness and damping of second suspension on maglev vehicle and guideway are investigated and discussed. The conclusion of following can be summarized.

1. The proposed random dynamic model is available for dynamic vibration analysis of maglev system with good accurate and efficient. It can reduce computing time by 1-2 order of magnitudes compared with MCM.

2. For the vehicle parameters, stochastic vehicle load has a significant effect on the dynamic deflection of guideway, while both the random damping and stiffness of second suspension have a little effect on deflection of guideway.

3. The acceleration of car body seems to be affected by many factor, the maximum value of COV car body acceleration reaches about 0.122, 0.061, 0.059 affected by stochastic vehicle loads, stiffness of second suspension, damping of second suspension respectively. The stochastic vehicle loads act a more sensitive effect on the car body acceleration than the other two parameters.
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This paper is devoted to the analysis of rail-bridge interaction effects in railway bridges under the circulation of moving trains. In a first approach, a bidimensional Finite Element model is implemented. The rail and the bridge are represented as Bernouilli-Euler beams, and a three-layer discrete track model accounting for the damping and flexibility of rail pads, ballast and subgrade is considered. In the model, several elastically supported spans are included, coupled by the presence of the track. First a sensitivity analysis is performed on the track parameters. A numerical receptance test is simulated on the rails showing that the track damping parameters influence the response only in the vicinity of the track natural frequencies, which are much higher than the bridge’s. Then, the maximum acceleration of the bridge is evaluated under equidistant trains and consistent conclusions are extracted regarding the track parameters. Last, the number of spans included in the model is evaluated showing that limiting the model to one span does not necessarily lead to the highest response in terms of the bridge acceleration. Finally, the response of an existing two-span single-track bridge belonging to a conventional Spanish line is evaluated under the circulation of the Altaria Talgo train. Numerical predictions are compared to experimental results obtained in a recent campaign. The prediction of the vertical acceleration at the sensors located along the longitudinal symmetry axis is adequate. From the experimental results the coupling effect between the adjacent decks in each span is evident suggesting the need of analyzing this phenomenon with more sophisticated models.
1 INTRODUCTION

Railway induced vibrations are a matter of concern for engineers and authorities in recent societies. In many countries, nowadays High-Speed services allow intense mobility between distant highly populated urban areas. The crescent density of traffic and the train operational speeds require, nonetheless, an outstanding response of railway infrastructures in order to ensure traffic safety, passenger comfort and adequate environmental conditions in the surrounding areas.

Comprising an important proportion of the railway infrastructure, railway bridges have received considerable attention in the last years and, to ensure traffic safety and passenger comfort, their design must accomplish strict requirements [1]. In particular, short-to-medium span simply-supported (SS) bridges with ballasted tracks are prone to experience high deck vertical accelerations which may lead to ballast deconsolidation, rail misalignment and other related problems [2]-[11]. In this context, a deep understanding of train-track-bridge interaction mechanisms is essential in order to be able to predict and assess the dynamic response of such structures. A state-of-the-art review on the evolution of numerical models and experimental tests focusing on validation, safety assessment and long-term performance investigation of train-track-bridge systems was recently presented by Zhai et al. [5].

Railway axle loads and bridges interact through the track infrastructure. The track distributes the axle loads and may exert a restraining effect on the bridges’ boundary conditions [6] and a coupling effect among consecutive spans of the same viaduct [7], or between adjacent single-track decks [8]. Nevertheless, in many publications these effects are disregarded and the influence of the super-structure composed by the rails, sleepers and ballast, in ballasted tracks, is still not well known.

In this contribution, the dynamic behavior of multi-span single-track bridges is investigated with the aim of evaluating the effect of the continuity of the track on the bridge vertical response. In section 2 an existing bridge object of study is described, along with the numerical model. In section 3, the results of a preliminary sensitivity analysis on a few track parameters is presented. In section 4, the results of an experimental campaign recently performed on the bridge are compared with numerical predictions. Finally, some conclusions are extracted regarding the effect of the track super-structure on the bridge acceleration response.

2 BRIDGE DESCRIPTION AND NUMERICAL MODEL

2.1 Bridge description

The bridge under study is a bridge crossing the Old Guadiana River in the conventional railway line Madrid-Alcázar de San Juan-Jaén in the Alcázar de San Juan-Manzanares section (see Fig. 1). It is a double track concrete bridge composed by two identical SS bays. In each span, the horizontal structure is formed by two structurally independent decks, one for each track. Each deck is composed by a concrete slab resting on five pre-stressed concrete rectangular girders with no transverse stiffening elements (see Fig. 2). The longitudinal girders rest on the two abutments and on a central support through neoprene bearings. Each deck accommodates a ballasted track with Iberian gauge UIC60 rails and mono-block concrete sleepers with a spacing of 0.60 m.

2.2 Numerical model

In a first approach, the numerical model described in what follows is used. Only one single-track deck is represented in both bays as two successive Bernoulli-Euler (B-E) beams resting on elastic supports, accounting for the neoprene bearings elastic vertical stiffness. The two rails
are treated as an equivalent single B-E beam as well. A three layer discrete track model (see Fig. 3) as the one proposed by Zhai [9] is implemented, where the damping and stiffness of rail pads, ballast and subgrade are included at the sleepers positions.

![Figure 1: Old Guadiana Bridge photographs.](image)

![Figure 2: Old Guadiana Bridge cross-section.](image)

![Figure 3: Numerical track-bridge interaction model.](image)

In order to simulate the axle vertical forces, a constant moving load model is selected, therefore neglecting vehicle-structure interaction effects. The model, as described above, is generated using Finite Elements in Ansys software. Then, the equations of motion of the complete system are integrated in the time domain applying Newmark-Betta constant acceleration algorithm programmed in Matlab.
2.3 Parameter selection and model updating

In the last years, different authors have proposed discrete track models for the analysis of railway induced vibrations. Fig. 4 shows the evident disparity in the values of four parameters admitted in previous publications: the rail pads and ballast vertical stiffness and damping $K_p$, $C_p$, $K_b$ and $C_b$. First, a set of nominal or reference values for all the track parameters is selected on the basis of the literature review. Then, the bridge parameters, assumed identical in both bays, (Modulus of Elasticity $E_{bi}$, moment of inertia $I_{bi}$ and linear mass $m_{bi}$) are adjusted in order to reproduce static and dynamic tests performed on the structure right before its opening [23]. In Table 1 the bridge and track reference parameters are included. These will be the ones used in the experimental validation (section 4). The fundamental frequency of the track-bridge system for these parameters equals 10.07 Hz. A damping ratio of 1.565% is assigned to any mode as per [24] for pre-stressed concrete bridges of the particular span length.

![Figure 4: Rail pad and ballast layer stiffness and damping values admitted by different authors in the past for comparable ballast layers thicknesses and sleepers distances [6],[9]-[20].](image)

<table>
<thead>
<tr>
<th>Rail and bridge parameters</th>
<th>Track parameters per rail seat</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_r$ (m$^2$)</td>
<td>$K_p$ (N/m)</td>
</tr>
<tr>
<td></td>
<td>76.86E-4</td>
</tr>
<tr>
<td>$E_r$ (Pa)</td>
<td>$C_p$ (Ns/m)</td>
</tr>
<tr>
<td></td>
<td>2.1E11</td>
</tr>
<tr>
<td>$I_{r}$ (m$^4$)</td>
<td>$M_d$ (kg)</td>
</tr>
<tr>
<td></td>
<td>3055E-8</td>
</tr>
<tr>
<td>$p_r$ (m$^3$)</td>
<td>$K_b$ (N/m)</td>
</tr>
<tr>
<td></td>
<td>7850</td>
</tr>
<tr>
<td>$D_{sl}$ (m)</td>
<td>$C_b$ (Ns/m)</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>$L_{bi}$ (m), $N_{ip}$</td>
<td>$K_f$ (N/m)</td>
</tr>
<tr>
<td></td>
<td>11.93, 2 spans</td>
</tr>
<tr>
<td>($I_c$: $E_{bi}$ (Nm$^2$)</td>
<td>$K_f$ (N/m)</td>
</tr>
<tr>
<td></td>
<td>7.09E9</td>
</tr>
<tr>
<td>$m_{bi}$ (kg/m)</td>
<td>$C_f$ (Ns/m)</td>
</tr>
<tr>
<td></td>
<td>8727</td>
</tr>
<tr>
<td>$\zeta_{bi}$ (%)</td>
<td>$K_w$ (N/m)</td>
</tr>
<tr>
<td></td>
<td>1.565</td>
</tr>
<tr>
<td>$K_{n,bi}$ (N/m) @/dy</td>
<td>$C_w$ (Ns/m)</td>
</tr>
<tr>
<td></td>
<td>11.165E8 / 22.33E8</td>
</tr>
</tbody>
</table>

Table 1: Bridge-track reference parameters
As per the subgrade stiffness and damping coefficients inside the bridge, 100 $K_f$ and 0 Ns/m have been assigned as it is assumed that the ballast layer rests directly on the concrete slab.

A track length of 20 m is included before and after the two-span bridge, equivalent to more than 30 times the sleeper distance, which is considered adequate attending to previous publications [21], [22]. A convergence analysis is performed on this length ensuring the adequacy of this value.

3 SENSITIVITY ANALYSIS

3.1 Track reception

First, the track dynamic response is evaluated numerically. To this end a harmonic test is performed on approximately 50 m of track (in the absence of bridge). A vertical harmonic load of 210 kN is applied at the central section of the double rail and the vertical displacement amplitude is determined in the same location. The forcing frequency varies between 1 and 2000 Hz in increments of 0.5 Hz. Fig. 5 shows the results for individual variations of $C_p$, $C_b$, $C_f$ and $C_w$ with respect to the reference values included in Table 1.

Two resonance frequencies are clearly detected in the proximities of 170 and 1350 Hz. The variations in the damping parameters affect the response only close to resonance. As the maximum frequency of interest in the bridge acceleration response is 60 Hz, the effect of these parameters on the bridge response should be very small. In the following section this particular issue is checked.

![Figure 5: Receptance numerical test performed on the track model for independent variations of $C_p$, $C_b$, $C_f$ and $C_w$.](image-url)
3.2 Bridge maximum acceleration under train of equidistant loads

Second, the effect of the variations on four track parameters: the stiffness and damping coefficients of the rail pads, $K_p$ and $C_p$, and of the ballast, $K_b$ and $C_b$ on the bridge maximum acceleration response is investigated. To this end, the response of the bridge is obtained under the circulation of an artificial train of 20 equidistant loads of 210 kN separated 18 m, with the aim of inducing two clear resonances on the structure. The bridge time-history response in terms of displacements and accelerations is obtained for 60 velocities of circulation in the range $[40,100]$ m/s. A Chebyshev order 3 filter is applied to the acceleration response filtering contributions below 1 Hz and above 60 Hz. After filtering, maximum response envelopes are obtained for values of the track parameters:

$$[0.5,1,2,4] \cdot K_p \quad [0.5,1,2,4] \cdot C_p \quad [0.5,1,2,4] \cdot K_b \quad [0.5,1,2,4] \cdot C_b$$

(1)

where the values of $K_p$, $C_p$, $K_b$ and $C_b$ are those in Table 1. Fig. 6 shows the evolution of the maximum acceleration, which always takes place in the center of the second span, in absolute value in terms of the velocity for individual variations of each track parameter.

![Graphs showing maximum acceleration vs. velocity for different track parameters](image)

Figure 6: Maximum acceleration vs. velocity for individual variations of $K_p$, $K_b$, $C_p$, and $C_b$.

In all the plots shown in Fig. 6 three resonant peaks can be detected, corresponding to second, third and fourth resonances of the fundamental mode of the bridge, which in the reference case presents a frequency $f_1 = 10.07$ Hz. These theoretical resonant speeds can be calculated as:

$$V_{r,j=2}^i = \frac{df_1}{2} \cdot 3.6 = 326.27 \text{ km/h} \quad V_{r,j=3}^i = 217.5 \text{ km/h} \quad V_{r,j=4}^i = 163.1 \text{ km/h}$$

(2)

The individual variations considered in the track do not affect significantly the reference fundamental frequency. From the observation of Fig. 6 (c)-(d) it may be concluded that the
influence of the variations in the rail pads and ballast damping constants is negligible on the maximum acceleration response of the bridge for the reference values of the remaining parameters, as expected from the results of the receptance study. The parameter that seems to affect the most the acceleration envelope at the most critical section is the rail pad stiffness $K_p$, leading to a decrease in the maximum acceleration at resonance as $K_p$ reduces (for more flexible rail pads). This effect is more visible for higher resonance orders. The same tendencies, although in a less pronounced manner, are observed in terms of the variations considered in the ballast stiffness $K_b$.

3.3 Influence of the number of spans

Last in the sensitivity analysis, the effect of including a different number of spans in the numerical model on the maximum bridge response is investigated. Due to the longitudinal coupling exerted by the track on the structurally independent decks, the maximum response could differ depending on the number of spans. The analysis is performed in two cases: including and neglecting the decks neoprene bearings. In Fig. 7 the maximum acceleration at mid-span is represented for the same train of equidistant loads used in the previous subsection. All the bridge and track parameters adopt the reference values. Fig. 7(a) corresponds to the simply-supported (SS) case, i.e. no neoprene bearings , while Fig. 7(b) represents the elastically supported case, i.e. considering the neoprene bearings vertical flexibility. Colors red, black and grey are selected to represent results computed with one, two and three spans, respectively. Then, solid, dashed and dotted lines correspond to the response at mid-span of the first, second and third spans, respectively.

![Graph](image)

Figure 7: Maximum acceleration vs. velocity for models with one, two and three spans. (a) Simply-supported and (b) elastically-supported decks.

From the analysis of Fig. 7 one may conclude that: (i) the model leading to the maximum predicted acceleration and the most critical section depend on the maximum velocity considered; (ii) the difference between the three models is more relevant at resonance; (iii) in the particular case under study considering just one span does not predict the maximum response at any resonant peak. From the previously said, if the rail is included in the model and computational time is not an issue, including all the spans in the model may be on the safety side when it comes to predicting the maximum vertical acceleration response.
4 EXPERIMENTAL VALIDATION

4.1 Description of experimental campaign

In May 2019 the authors performed an experimental campaign on Old Guadiana Bridge with the purpose of characterizing the structure and soil dynamic properties along with the bridge dynamic response under railway traffic (see Fig. 8). As per the acquisition equipment, a portable acquisition system LAN-XI of Bruel & Kjaer was used. The acquisition system fed the sensors (accelerometers) and an instrumented impact hammer in the case of the soil tests. It also performed the Analog/Digital conversion (A/D). The A/D was carried out at a high sampling frequency that avoided aliasing effects using a low-pass filter with a constant cut-off frequency. The sampling frequency was $f_s = 4096 \text{ Hz}$. The acquisition equipment was connected to a laptop for data storage. Endevco model 86 piezoelectric accelerometers were used with a nominal sensitivity of 10 V/g and a lower frequency limit of approximately 0.1 Hz. The acquisition system was configured to avoid the sensors’ overload.

From the dynamic characterization of the soil, which was carried out by the by Spectral Analysis of Surface Waves test a rather stiff soil was identified with a shear wave velocity higher than 250 m/s in the upper soil layer. The bridge response depends on soil-structure interaction (SSI) and soil stratigraphy. However, due to the high soil stiffness identified, in a first approach these effects are disregarded.

As per the bridge structure, eighteen accelerometers were connected to the lower horizontal surface of the decks longitudinal girders in the locations indicated in Fig. 9.

![Figure 8: Experimental campaign photographs.](image)

![Figure 9: Sensors placement in experimental campaign.](image)
4.2 Numerical predictions vs. experimental measurements

During the campaign the response of the structure was recorded under the circulation of different trains. Two of these circulations are included in this section. Both correspond to the medium distance Renfe Altaria Talgo VI train travelling along tracks 2 and 1 (see Fig. 9) in the directions South-North (Manzanares-Alcázar de San Juan) and North-South, respectively. Fig. 10 and Fig. 11 show photographs of the trains and a scheme of the axles distances. Also, Table 2 includes the train axles arrangement and loads.

First, the speeds were identified from the frequency associated to the bogie distance leading to approximately 155 km/h in both cases. Then, the response of the bridge was calculated using the numerical model described in section 2.2 with the properties included in Table 1, with the exception of structural damping which was assumed as 3.1% for the fundamental frequency, 10.065 Hz, and 1.56% for 90 Hz (Eurocode value). The first value was identified during the proof load test. The numerical response, integrated in the time domain using the full FE model, is also filtered between 1 and 30 Hz, applying the same procedure as with the experimental records. Given the bidimensional nature of the numerical model, only the response at sensors installed underneath beams 3 and 8 is compared with the numerical predictions.

![Figure 10: Renfe Altaria Talgo VI trains crossing Old Guadiana Bridge.](image)

It has been verified that the bridge maximum acceleration did not exceed the limit established by the Serviceability Limit State for traffic safety in the case of ballasted tracks [1] according to the measurements in all the sensors.

\[
\text{RENFE Altaria Talgo VI} \quad \begin{array}{cccccc}
4xP_1 & P_2 & P_3 & P_3 & P_3 & P_3 \\
4 \times P_1 & P_2 & P_3 & P_3 & P_3 & P_3
\end{array}
\]

![Figure 11: Renfe medium distance Altaria Talgo VI train axle scheme.](image)

<table>
<thead>
<tr>
<th>Train</th>
<th>(N)</th>
<th>(d) (m)</th>
<th>(d_1) (m)</th>
<th>(l_1) (m)</th>
<th>(l_2) (m)</th>
<th>(P_1) (kN)</th>
<th>(P_2) (kN)</th>
<th>(P_3) (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altaria</td>
<td>7</td>
<td>13.14</td>
<td>--</td>
<td>3.44</td>
<td>3.3</td>
<td>225</td>
<td>70</td>
<td>140</td>
</tr>
</tbody>
</table>

Table 2: RENFE Altaria Talgo VI features

Fig. 12 shows an experimental vs. numerical comparison of the vertical acceleration at sensors 5 and 6 under the circulation of the northbound train, in the time (a)-(b) and frequency (c)-(d) domains. The Talgo passenger coaches present a distance between shared axles of 13.14 m. The theoretical resonant speed associated to this length for the third resonance of the
fundamental mode is approximately 159 km/h, which is close to the real speed. This can be detected in the time-history plots where two oscillations of decreasing amplitude take place between the passage of consecutive axles.

\[ V^r,j=3 = \frac{df_1}{3} = 3.6 \frac{km}{h} = 158.7 \frac{km}{h} \approx 154.8 \frac{km}{h} = V \]  

(3)

Figure 12: (a)-(b) Time history and (c)-(d) frequency content of the acceleration response at sensors 5 and 6 induced by Altaria Talgo VI train. Numerical prediction (black trace) vs. experimental measurements (red trace). Northbound train (track #2).

The accuracy of the numerical model is found reasonable up to 30 Hz, both at L/2 and 3L/4 of the first span, although the numerical model overpredicts the acceleration for contributions close to the bridge fundamental frequency. This can be associated with vehicle-structure interaction which is not taken into account and can be of importance, specially at resonance; or to other energy dissipation mechanisms amplitude dependent such as the interaction between the adjacent decks, etc.

Fig. 13 shows the same type of comparative for the southbound train. In this case the acceleration is compared at sensors 13 and 17, located at mid-span of the second and first spans, respectively. Again, the time-history response is well reproduced, especially after the passage of the locomotive. In the frequency domain again, a predominant peak is detected showing the important contribution of the fundamental mode with a certain overprediction of the acceleration in the numerical case.

4.3 Coupling effect between adjoining decks

Finally, the coupling effect between the adjacent decks in each span is evaluated in forced vibration. Figs. 14(a)-(c) represent for the northbound train travelling along track #2 the experimental response measured at sensor 5 (at mid-span under the loaded track) and, simultaneously, at sensor 17 (at mid-span under the adjacent unloaded track).
Figure 13: (a)-(b) Time history and (c)-(d) frequency content of the acceleration response at sensors 13 and 17 induced by Altaria Talgo VI train. Numerical prediction (black trace) vs. experimental measurements (red trace). Southbound train (track #1).

Figure 14: (a)-(b) Time history and (c)-(d) frequency content of the acceleration response at sensors 5 and 17 induced by the northbound train, and at sensors 13 and 12 induced by the southbound train.
The transmission of vibrations between the two decks is evident, even though these are only connected by the continuous ballast layer. At the unloaded sensor the frequency peaks associated to the excitation (e.g. bogie distance) which are visible in the low frequency range in the loaded sensor, are almost not perceptible; but the acceleration at the fundamental frequency reaches 60.6% de value in the loaded sensor. The same effect may be observed under the circulation of the southbound train when one compares the response between sensors 13 (under loaded track) and 12 (adjacent deck at symmetrical position). In this case the maximum acceleration in the unloaded sensor at the fundamental frequency in the frequency domain attains 48.5% the same maximum measured at sensor 13. This vibration transmission can be caused both by the continuous ballast layer and by the common foundations shared by the decks. In the opinion of the authors this phenomenon deserves further investigation. Implementing a 3D model of the bridge-track system would permit to evaluate the vibration transmitted between the decks close to the shared border in the frequency range of interest.

5 CONCLUSIONS

The present article constitutes a preliminary analysis on the longitudinal and transverse coupling effects exerted by the track on simply-supported bridges with independent single-track decks. From this study, the following can be concluded:

- There is a very high dispersion in the track parameters admitted by different authors for similar track infrastructures. The rail pad stiffness seems to affect the most the bridge maximum acceleration specially at high-order resonances, leading to lower amplitudes for higher flexibilities of this parameter. The ballast stiffness affects in a similar way, although to a lower extent. The damping parameters of the track do not seem to affect the bridge maximum response below 60 Hz. These parameters do affect the track response but at much higher frequencies.

- Considering one span in multi-span bridges may not lead to the maximum predicted acceleration when the track is included in the numerical model. The effect of the number of spans gains importance at resonance. The model leading to the maximum dynamic response as well as the most critical section depend on the maximum velocity of interest.

- The experimental vs. numerical predictions in the case of Old Guadiana bridge are reasonable in the sensors located along the longitudinal axis of the decks, as there is no contribution of the torsion mode at those locations. The numerical model tends to overestimate the real response close to the bridge natural frequency.

- The transmission of vibrations from the loaded deck to the unloaded deck is relevant. This may be caused by the continuous ballast layer but also by the shared foundations of the two decks. In the authors’ opinion this effect is not well known and should be investigated using a 3D model of the complete bridge.
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Abstract. In the present contribution the effect of the continuity of the ballasted track on the dynamic response of simply-supported railway bridges composed by structurally independent adjacent slabs at each span is addressed. Previous research works and experimental campaigns performed on simply-supported structures have shown that the presence of the ballast layer and other track components (rails, sleepers) may induce a dynamic coupling effect between the bridge spans or adjacent decks. In this study the influence of this effect on the train-induced vibrations is assessed. With this purpose a preliminary three-dimensional finite element (FE) model that includes the track components as a set of discrete mass, stiffness and damping elements has been implemented to numerically evaluate the influence of the continuity of the track components on the prediction of the bridge acceleration response under the passage of railway vehicles. The numerical model is calibrated with the load test results performed on a simply-supported railway bridge composed by several adjacent slabs. Finally the measured structural response of the bridge under train induced vibrations is compared with the numerical predictions. Preliminary conclusions regarding the importance of considering the continuity of the track components for the prediction and the assessment of the Serviceability Limit State of vertical acceleration in ballasted simply-supported railway bridges are presented.
1 INTRODUCTION

The evaluation of the dynamic performance of railway bridges under the passage of the modern railway transportation systems is an issue of main concern to guarantee structural integrity and traveling comfort. In particular, for short-to-medium simply-supported (SS) bridges the Serviceability Limit State of vertical acceleration, limited to 3.5 m/s$^2$ for ballasted tracks according to Eurocode (EC) [1], is one of the most demanding requirements for their design or upgrading to new traffic requirements, since they are especially susceptible of experiencing considerably high vibration levels at circulating speeds above 200 km/h due to their low associated structural damping and mass [2, 3]. Therefore, the development of reasonably accurate numerical models becomes crucial in practical applications.

However, the dynamic response of these structures can be difficult to predict during the design or upgrading stages, since there is a main source of uncertainty in what concerns the modeling of the super-structure components, formed by ballast, sleepers and rails in ballasted tracks. In many publications and practical applications the effect of the track is disregarded, and the coupling effect exerted by its continuity along SS spans of the same bridge, and also by the shared ballast layer between structurally independent decks that form one span in certain bridges, can be significant. Also the track distributes the axle loads and may exert a restraining effect on the boundary conditions at the end supports of the bridge. Previous studies have already suggested the importance of the coupling and restraining effect induced by the ballasted track [4, 5, 6, 7], but this effect is not yet well known and requires further research.

In this regard a preliminary study of the influence of the track components and its continuity on the bridge acceleration response under the passage of railway convoys, was performed by the authors in a previous work [8]. In this study, the bridge spans were represented by Bernouilli-Euler (B-E) beams resting on elastic supports, and a three layer discrete track model consisting of a set of springs and dampers representing the track components (sleepers, railpads, etc.) as the one proposed by Zhai was used [9]. With this preliminar model a sensitivity analysis over the stiffness and damping coefficients of the track parameters was performed, showing that the variation of track damping constants has a negligible effect on the maximum vertical acceleration response induced by train passage. This preliminar observation is also in accordance with previous works which consider that the dynamic response of the track structure occurs only for frequencies considerably higher that those of the vehicle and the bridge deck, of the order of 100 Hz or above [10]. For this reason, the use of Mode Superposition analysis for solving the dynamic equilibrium equations of the bridge is a reasonable strategy to reduce computational cost in the prediction of train-induced vibrations. Previous studies apply this technique, therefore neglecting the damping introduced by the track elements at discrete positions but including global damping ratios instead. [5, 11, 12]

In this contribution, the dynamic behavior of multi-span SS bridges formed by structurally independent single-track decks at each span is investigated, in order to evaluate the effect of the continuity of the ballasted track on the vertical acceleration response under train-induced vibrations. As the object of study, a bridge belonging to the spanish railway network is used, which is described in Section 2. The results of an experimental campaign performed by the authors in this bridge are used to calibrate the three-dimensional finite element model described in Section 3. In Section 4 the results of the comparison between numerical predictions and experimental measurements are shown, in terms of both natural frequencies and mode shapes and railway-induced vibrations. Finally, some conclusions are extracted regarding the effect of the track superstructure on the dynamic response of the bridge.
2 CASE STUDY: OLD GUADIANA RIVER BRIDGE

2.1 Bridge description

In a view to evaluate the vertical coupling effect of the ballasted track on the bridge dynamic response, an existing double-track bridge composed by two simply-supported (SS) identical bays (span length L=11.9 m) with separated single-track decks is used as the object of study. This bridge belongs to the conventional railway line Madrid-Alcázar de San Juan-Jaén, in Spain (Fig.1).

![Figure 1: Old Guadiana river bridge.](image)

As can be seen in Fig.1 the two structurally independent decks that form each span are composed by a reinforced concrete slab resting on five pre-stressed concrete rectangular girders. Each deck accommodates a ballasted track with Iberian gauge UIC60 rails and mono-block concrete sleepers at regular distances of 0.60 m. The longitudinal girders of the decks rest on the two abutments and on a central support through laminated rubber bearings. A cross-section of the bridge is shown in Fig.2.

![Figure 2: Cross section of the bridge.](image)

2.2 Experimental campaign

In May 2019 the authors performed an experimental campaign on the bridge which included a dynamic characterisation of the soil and of the structure. As per the acquisition equipment, a portable acquisition system LAN-XI of Brüel & Kjaer was used. The Analog/Digital conversion (A/D) was carried out at a high sampling frequency that avoided aliasing effects using a low-pass filter with a constant cut-off frequency. The sampling frequency was $f_s = 4096$ Hz. As
regards the soil characterisation, which was carried out by the by Spectral Analysis of Surface Waves test, a rather stiff soil was identified with a shear wave velocity higher than 250 m/s in the upper soil layer.

For the characterisation of the structure the acceleration response was measured under ambient and train-induced vibrations at 18 points of the lower flange of the pre stressed concrete girders (points 1-18 in Fig.3). Endevco model 86 piezoelectric accelerometers with a nominal sensitivity of 10 V/g and a low frequency limit of 0.1 Hz were installed in the aforementioned locations.

![Figure 3: Location of the sensors at Old Guadiana river Bridge.](image)

The ambient vibration data recorded during 3600 s was used for the identification of the modal parameters of the bridge by state-space models, using MACEC software [13]. Table 2 (top) shows the damping ratios and natural frequencies of the first 6 identified modes (fexp) and their mode shapes are shown in Fig.4 in solid black trace. As can be seen the lowest one in frequency order corresponds to the first longitudinal bending of each bay where the two adjacent decks vibrate in phase. The second mode corresponds to the typical first torsion mode of a continuous deck in each span, where the two independent slabs that share the ballast layer deform accordingly. In the third mode, the two adjacent decks in a span deform under independent torsion but out of phase such that they conform a typical first transverse bending mode of a continuous slab. In the aforementioned modes, the deck coupling caused by the ballast layer is very evident. In the higher frequency modes the decks deform under combinations of torsion, longitudinal and transverse bending.

### 3 NUMERICAL ANALYSIS

#### 3.1 Finite element model

The finite element (FE) model shown in Fig.5 has been implemented in the commercial code ANSYS to obtain preliminary conclusions about the vertical coupling effect of the ballast layer on the dynamic behaviour of Old Guadiana bridge. The main features of the model are:

- The reinforced concrete slabs that form each span are simulated by means of isotropic thin plates discretised with shell elements with 6 degrees of freedom (dof) per node.
The element size is chosen to adequately reproduce the wavelengths of the modes with frequencies up to 30 Hz as per EC [1].

- For each slab, different mass density elements are defined in order to concentrate the weight of the handrails, sidewalks and concrete slab selfweight in its corresponding position over the platform area.

- The vertical interaction effect induced by the ballast layer on the two separated decks at each span is simulated in a first approach by discrete longitudinal springs with vertical constant stiffness $K_{vL}$, that are distributed along the free longitudinal border of the adjacent slabs.

- A three layer two-dimensional (2D) discrete track model as the one proposed by Zhai [9] is implemented to include the distributive effect of the train axle loads exerted by each rail, as well as the vertical coupling effect among the bridge spans. In this model, the rails are simulated as Bernoulli-Euler beam elements with 6 dof per node, and the damping and stiffness of rail pads, ballast and subgrade are included at the sleepers positions as seen in Fig.5.

- The longitudinal girders are included in the model as beam elements with 6 dof per node. These nodes are connected to those of the upper plate right above them by means of rigid kinematic constraints. The distance between the plate and the beams nodes equals the real separation between the slab neutral plane and the center of mass of the girders.

- The laminated rubber bearings of the bridge are introduced in discrete positions by means of longitudinal springs with vertical constant stiffness $K_{v,dyn}$.

- A point load model is adopted for the railway excitation, therefore neglecting vehicle-structure interaction effects according to Eurocode 1 [14]. In this regard, some previous works also reveal that the incorporation of interaction effects in the design of new high-speed simply supported bridges or in the assessment of existing ones is not well justified,
since they can be very low due to the marked variability of the vehicle suspension characteristics, the mass and frequency ratios between the bridge and the vehicles suspension systems parameters and coaches masses [15, 16, 17, 18, 19]. Therefore, the use of a point load model in this study seems a reasonable approach to provide essential information concerning the track coupling effect.

- The dynamic equations of motion are transformed into modal space and numerically integrated by the Newmark-Linear Acceleration algorithm. Therefore, in a first approach the additional damping introduced by the track components is neglected for the calculation of the deck acceleration response under train induced vibrations and the modal damping ratios identified in the experimental campaign are used instead. This is in accordance
with the conclusions derived from a sensitivity analysis performed by the authors in a previous work, showing a negligible influence of this parameter on the vertical acceleration response of the deck [8]. The time-step is defined as 1/25 times the smallest period used in the analysis (mode contributions up to 30 Hz as per European Standards [1]). This value avoids period elongation errors and enables to capture properly the oscillations of the modal loading functions and the peak responses obtained by the summation of all modal contributions.

3.2 Description of the analysis procedure

The effect of the continuity of the ballasted track on the dynamic behaviour of railway bridges formed by SS decks is evaluated in this work by comparison with the test results of Old Guadiana bridge.

In a first step, the numerical model described in section 3.1 is calibrated in order to reproduce the static tests performed on the structure right before its opening and also the dynamic results obtained in the experimental campaign performed by the authors in May 2019. The calibration of the model is made considering three different approaches, which are:

(i) Single-deck single-span (SDSS): the 2D discrete track model is not included. Therefore, the four structurally independent decks that form Guadiana Old bridge are not coupled, and the axle railway loads move along the discretised slab following the loaded track position. In order to consider the weight of the track components (rails, ballast, sleepers), the density of the FE located at the position of the track platform is modified accordingly. Since the track is not included in the model, when a load enters or exits the bridge a transient phenomenon takes place which leads to unrealistic high-frequency modal contributions of the plate. This numerical problem is solved in the model including the distributive effect of rails, sleepers and ballast during the application process of the wheel loads when they are close to the abutments. To this end, the value of each axle load is modulated throughout a load-print distributive function based on the Zimmerman-Timoshenko solution for an infinite beam on Winkler foundation, as described in [20].

(ii) Single-deck double-span (SDDS): in this approach the 2D track model is included but the effect of the transverse continuity of the ballast is neglected by setting the vertical constant stiffness between adjacent decks, \( K_{wL} \), to zero.

(iii) Double-deck double-span (DDDS): the model shown in Fig.5 is fully implemented to simulate the dynamic behaviour of old Guadiana bridge.

For the calibration of the FE model assuming the previously mentioned approaches, a set of nominal or reference values for the track parameters \( K_p, C_p, K_b, C_b, K_f, C_f, K_{bf}, C_{bf} \) and \( M_s \), is defined on the basis of the literature review. These parameters remain constant while the main track parameters affecting deck coupling, which are \( K_w \) and \( K_{wL} \), and other bridge parameters, such as the deck and girders elastic modulus, vertical stiffness of the rubber bearings \( K_{v,dyn} \), thickness of the ballast layer (which affects directly to the ballast mass) are varied in a realistic range until a satisfactory correspondence between numerical and experimental results in terms of natural frequencies and mode shapes is achieved. Table 1 shows the calibrated properties of the three different approaches considered in the numerical model of Guadiana bridge. As regards the ballast shear stiffness between adjacent decks, \( K_{wL} \), it is provided per unit of span length. As per the subgrade stiffness \( K_f^b \) and damping coefficients inside the bridge \( C_f^b \), the
values \(100K_f\) and 0 Ns/m have been assigned as it is assumed that the ballast layer rests directly on the concrete slab inside the bridge. All these values will be the ones used in Section 4.

<table>
<thead>
<tr>
<th>Slabs</th>
<th>Density (\rho) [kg/m(^3)]</th>
<th>Modulus (E_{slab}) [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2500</td>
<td>25200</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Girders</th>
<th>Moment of inertia (I) [m(^4)]</th>
<th>Mass (J) [m(^4)]</th>
<th>Density (\rho) [kg/m(^3)]</th>
<th>Modulus (E_{girder}) [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.011</td>
<td>0.00505</td>
<td>2500</td>
<td>28800</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Track parameters</th>
<th>Mass (M) [kg]</th>
<th>Stiffness (K) [N/m]</th>
<th>Damping (C) [Ns/m]</th>
<th>Mass (C) [Ns/m]</th>
<th>Stiffness (K) [N/m]</th>
<th>Damping (C) [Ns/m]</th>
<th>Stiffness (K) [N/m]</th>
<th>Damping (C) [Ns/m]</th>
<th>Stiffness (K) [N/m]</th>
<th>Damping (C) [Ns/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>300</td>
<td>1.933E8</td>
<td>5.88E4</td>
<td>672.2</td>
<td>7.9387E7</td>
<td>7.5E4</td>
<td>7.84E5</td>
<td>8E4</td>
<td>4.07E6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Supports</th>
<th>Stiffness (K_{v,dyn}) [N/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.95E8</td>
</tr>
</tbody>
</table>

Table 1: Calibrated properties of the FE model.

Secondly, a sensitivity analysis is performed to evaluate the influence of the ballast shear stiffness parameters for longitudinal and transverse coupling between the bridge decks \((K_w\) and \(K_{wL}\)), on the natural frequencies and mode shapes of the structure. And finally, the vertical acceleration response of the deck predicted with the calibrated numerical model assuming the three different approaches is compared with the experimental measurements at several sensor locations under the passage of real trains at resonant and non resonant speeds.

4 RESULTS

4.1 Ballasted track coupling effect on the natural frequencies and mode shapes

Table 2 (bottom) shows the numerical natural frequencies and the Modal Assurance Criterion (MAC) values [21] of the paired mode shapes obtained with the calibrated FE models. In this table, only the numerical modes that exhibit MAC values higher than 0.7 with a frequency difference with respect to the experimental value below 10% are shown. For a better comparison between the numerical models, the MAC values provided in the table have been calculated with the measurements of the same number of sensors (sensors A1 to A10 of Fig.3).

As can be seen the total number of paired modes that meet this criterion is scarce. However, it should be mentioned that in the remaining identified modes above the third one not all of them could be fully described due to the limited number and spatial distribution of sensors installed. Therefore, a satisfactory correspondence of these mode shapes with the experimental measurements was not expected.

Among the three different modeling approaches used in this work, the better correspondence with the experimental values is achieved with the model that considers the coupling effect be-
Table 2: (top) First six experimental frequencies, their corresponding modal damping ratios and (bottom) frequencies and AutoMAC of the paired numerical modes.

<table>
<thead>
<tr>
<th>Mode</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{exp}$ [Hz]</td>
<td>9.82</td>
<td>11.05</td>
<td>12.86</td>
<td>16.53</td>
<td>17.93</td>
<td>21.05</td>
</tr>
<tr>
<td>$\varsigma_{exp}$ [Hz]</td>
<td>2.3</td>
<td>0.9</td>
<td>1.0</td>
<td>0.3</td>
<td>0.1</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Numerical approach

<table>
<thead>
<tr>
<th>SDSS</th>
<th>$f_{num}$ [Hz]</th>
<th>9.98</th>
<th>12.21</th>
<th>-</th>
<th>-</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAC [-]</td>
<td>0.98</td>
<td>0.99</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SDDS</td>
<td>$f_{num}$ [Hz]</td>
<td>9.97</td>
<td>12.75</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>MAC [-]</td>
<td>0.98</td>
<td>0.99</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DDDS</td>
<td>$f_{num}$ [Hz]</td>
<td>9.97</td>
<td>11.05</td>
<td>12.75</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>MAC [-]</td>
<td>0.98</td>
<td>0.97</td>
<td>0.99</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 4 shows, in solid red trace, the paired numerical modes predicted with the DDDS FE model. When the MAC values are calculated considering all the measurement points (A1 to A18) the values change to 0.95, 0.74 and 0.99 for the first three modes, respectively. The MAC of the second mode worsens significantly, and it is caused by the measurements of the sensors A12 and A13 located in the other span.

For a better understanding of the effect of the ballasted track coupling parameters, $K_w$ and $K_{wL}$, on the natural frequencies and MAC values of the first three experimental modes, a sensitivity analysis has been performed considering variations of each of the cited parameters while the others remain constant according to the values provided in table 1. The proposed variations are: $[1/100 1/50 1/10 1/5 1/2 1 10 50 100 10000] \cdot K_w$ and $[1/100 1/50 1/10 1/5 1/2 1 10 50 100 100] \cdot K_{wL}$.

The results in terms of frequency difference, calculated as $(f_{num} - f_{exp})/f_{exp} \times 100$ and MAC values are shown in Fig.6. The results corresponding to variations of the coupling between spans $K_w$ are shown in black trace, while the coupling between adjacent spans $K_{wL}$ is shown in red trace. As can be seen, there exists an optimum value that ensures the best fitting with the experimental measurements.

4.2 Bridge response under railway traffic

During the experimental campaign performed by the authors in In May 2019 a number of trains crossed the bridge at different speeds. The forced bridge vibrations were recorded showing that the maximum acceleration levels did not exceed the Serviceability Limit State for traffic safety in ballasted tracks, limited to $3.5 \text{ m/s}^2$ as per European Standards [1]. The circulation of one of these trains, the medium distance Renfe Altaria Talgo VI train, is included in this section. It is a regular train with a characteristic distance between axles of the passenger cars of 13.14 m.
Figure 6: Sensitivity analysis of the influence of $K_w$ (black) and $K_{wL}$ (red trace) on the natural frequencies and MAC values.

Figure 7 and Table 3 show the axle scheme and loads. More information about the train can be found in [22]. It travels along track 2 in the direction South-North (Manzanares-Alcázar de San Juan). Its circulation speed was identified from the frequency associated to the bogie distance leading to approximately 155 km/h, which is very close to the theoretical speed associated to a third resonance of the fundamental mode (159 km/h, approximately).

\[
\begin{array}{c|c|c|c|c|c|c}
\text{Train} & \text{N} & d [\text{m}] & l_1 [\text{m}] & l_1 [\text{m}] & P_1 [\text{kN}] & P_2 [\text{kN}] & P_3 [\text{kN}] \\
\text{Altaria} & 7 & 13.14 & 3.44 & 3.3 & 225 & 70 & 140 \\
\end{array}
\]

Table 3: RENFE Altaria Talgo VI features.

The response of the bridge was calculated using the numerical model described in section 3.1 with the properties included in table 1 by Mode Superposition, including modal contributions up to 30 Hz as per European Standards [1]. A track length of 20 m is included before and after the two-span bridge, a sensitivity analysis of this length was previously performed to guarantee the convergence of the dynamic results.

In a first approach the additional damping introduced by the track elements is therefore neglected, which is also in accordance with previous works [5, 11, 12]. The modal damping
obtained in the experimental campaign was assigned to the paired numerical modes, for the other modes of frequencies up to 30 Hz a value of 1.56% is assumed (Eurocode value [1]).

Fig. 8 shows the vertical acceleration response under the passage of the train at different points of the deck, in particular points 2, 5 and 18. The sensors 2 and 5 are located under the loaded decks and the other one under the unloaded deck. The response is plotted in the time domain (first row of the figure) and frequency domain (last row of the figure). In all the plots the experimental signal, plotted in solid black trace, is filtered applying a two third-order Chebyshev filter with high-pass and low-pass frequencies of 1 Hz and 30 Hz. The numerical predictions are plotted with different colours: red line is used for the SDSS model, blue for the SDDS model and green for the DDDS model. Concerning numerical predictions, results at point 18 are only available in the DDDS model, since decks 1 are 2 are uncoupled in the remaining ones and therefore, the acceleration results are zero in the unloaded deck.

![Altaria-8 v-2](image)

As can be seen from the frequency domain plots the vertical acceleration response of the bridge is caused by several mode contributions apart from the longitudinal bending one. However, the peak amplitude associated to the fundamental mode predominates when compared to the other frequency contributions, as expected in a resonance situation. This is especially clear at point 5, and is in accordance with the sensor location (at mid-span under the loaded track). The response also presents peaks at low frequencies (in the vicinity of 3 Hz and 6 Hz) associated to the excitation and corresponding to the axle passing frequency (i.e. ratio of train speed $v$ to axle distances $v/d_{axle}$, respectively, and corresponding multiples). For sensor 18, located in the unloaded deck, the response is still relevant, showing an important coupling between adjacent decks of the same span through the ballast. This effect was also detected under ambient vibration in the mode shapes and seems to be also important under forced vibrations, despite the higher level of vertical vibrations in this case. This coupling effect could be also associated to the shared foundation between both decks.
Regarding the comparison between the response predicted by the three numerical approaches, it is noticeable that the model that considers both the longitudinal and transverse coupling between decks (DDDS model) predicts the frequency contributions in the range \([10-15]\) Hz with higher accuracy, but the three of them overestimate the contribution of the fundamental mode in the response. The authors consider that the additional damping induced by the track elements, that is neglected in this preliminary study and also the effect of the train-bridge interaction, could be responsible of the differences and needs to be investigated in a future work. At frequencies above 15 Hz the predictions worsen, which is in accordance with the model updating, since only the first three experimental modes were successfully identified in the numerical models.

In the time domain response, the models tend to underestimate the amplitude of the vibration at points 2 and 18, where the contribution of modes above 15 Hz play a more significant role than at point 5 due to the sensor location. The damping associated to the high frequency modes in the numerical calculations and also the unsuccessful mode pairing with the ones predicted by the numerical models, can be an issue and require further research.

5 CONCLUSIONS

In this work a preliminary evaluation of the effect of the ballasted track continuity on the dynamic response of railway bridges formed by simply-supported spans with structurally independent adjacent decks at each span, is addressed. First, a preliminary FE model that considers the track and therefore, the coupling between adjacent decks and spans has been implemented. The numerical results are compared with the experimental measurements performed on a real bridge formed by several independent decks, and the following conclusions can be extracted:

- The coupling effect exerted by the ballasted track between consecutive spans and adjacent decks that form the same span in railway bridges is clear. In the particular bridge of study, the coupling effect between adjacent decks of the same span predominates over the coupling between different spans. This issue can be detected under both ambient and train-induced vibrations despite the different level of vibration amplitude induced by these excitations. In this regard, the shared foundations of the two decks may also have an important role on this coupling.

- The transmission of vibrations from the loaded deck to the unloaded deck is relevant. The numerical predictions reveal that a more accurate model updating can be achieved if both coupling effects are considered. In terms of natural frequencies and mode shapes, the sole introduction of the coupling between SS spans in the numerical model does not improve the predictions when compared to the ones obtained when the track is neglected for this particular bridge.

- The three implemented numerical approaches overestimate the contribution of the fundamental mode in the response, thus the prediction is more accurate when both couplings effects are considered. The additional damping induced by the track elements, that is neglected in this preliminary study and also the effect of the train-bridge interaction require further research. Also the shared foundation between decks belonging to the same span can have an influence on the deck coupling that is not well known up to date.

- The three implemented numerical approaches overestimate the contribution of the fundamental mode in the response, thus the prediction is more accurate when both couplings
effects are considered. The additional damping induced by the track elements, that is neglected in this preliminary study and also the effect of the train-bridge interaction, could be responsible of the differences and require further research. Also the shared foundation between decks belonging to the same span can have an influence on the deck coupling that is not well known up to date.
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Abstract. The response of a rigid rocking block is traditionally described by its tilt angle. This is a correct description, but this paper suggests that describing rocking via displacements is more meaningful, because it uncovers that two geometrically similar blocks of different size will experience the same top displacement, provided that they are not close to overturn. The above is illustrated for both analytical pulse excitations and for recorded ground motions. Thus the displacement demand of a ground motion on a rocking block is only a function of its slenderness; not of its size. This reduces the dimensionality of the problem and allows for the construction of size-independent rocking demand spectra.
1 INTRODUCTION

The systematic study of the rocking oscillator started with Housner’s seminal paper in 1963 [1]. Motivated by the surprising stability that tall slender “golf-ball-on-a-tee” structures presented in the 1960 Chilean earthquake, he showed that (a) out of 2 geometrically similar planar rigid objects, the larger one is harder to overturn dynamically, and (b) the overturning potential of a ground motion increases with its dominant period.

The interest on the rocking oscillator [2-6] sources from its ability to describe systems that cannot be described adequately by the classical elastic oscillator [7]. Indeed, the rocking oscillator can be used to understand the behavior of masonry structures [8-14], the seismic behavior of non-anchored equipment [15-22], as well as to explain the stability of ancient Greco-Roman and Chinese temples that have been standing for more than 2,500 years in earthquake prone regions [23-27]. Rocking motion has also inspired researchers to use inerter as seismic protection devices [28-29]. What is not widely known in the western world, is that rocking has been used since more than 40 years as a seismic isolation method in the USSR (and now in former USSR countries) [30, 31]. The Soviet system comprises an intentionally designed soft rocking story. The uplift of the rocking columns works as a mechanical fuse and limits the forces transmitted to the superstructure.

Rocking walls have been suggested as a resilient design approach for buildings [32, 33 and references therein].

Moreover, a 33-m-tall chimney at the Christchurch airport has been designed to uplift [34], and three 30 to 38-m-tall chimneys in Piraeus, Greece, have been retrofitted by allowing them to uplift in case of an earthquake.

Rocking systems are perfectly compatible with Accelerated Bridge Construction as they comprise prefabricated elements with dry connections. In fact, restrained rocking systems [35-42] have already found their way to practice, with the Wigram-Magdala restrained rocking bridge in New Zealand [43] being the first restrained rocking bridge constructed.

However, several researchers have suggested that the restraining tendon in rocking bridges is not only obsolete, but might unnecessarily decrease the design forces of both the superstructure and the foundation, maybe requiring a pile foundation when it could have been avoided [44-60]. Makris and Vassiliou [61] and Vassiliou and Makris [62] have suggested that as the size of a rocking bridge increases, the restraining system can become obsolete and merely increases the design forces of both the superstructure and the foundation.

A main drawback of unrestrained rocking bridges stems from their response being absolutely uncorrelated to any elastic system. Therefore, the elastic-based research results are not applicable: e.g. intensity measures, response spectra, motion-to-motion variability, design ground motions need to be re-determined. To this end, the rocking oscillator should be described with the minimum parameters needed.

This paper suggests that the current state of the art of using the tilt angle $\theta$ as the DOF of a rocking system is, of course, correct, but it is not the optimal. Using the top displacement of the oscillator, $u$, reduces the dimensionality of the problem. Then, the displacement demand on a rocking block becomes only slightly dependent on its size and is a function only of its slenderness [63].

2 ROTATION BASED DIMENSIONAL ANALYSIS OF THE ROCKING OSCILLATOR

The equation of in-plane motion for a rigid rectangular rocking column (Figure 1) with slenderness $\alpha$ and a semi-diagonal of length $R$ (Figure 1) is:
\[ \dot{\theta} = -p^2 \left[ \sin(\pm \alpha - \theta) + \frac{\ddot{u}_g}{g} \cos(\pm \alpha - \theta) \right] \]  

where 

\[ p = \sqrt{\frac{(3g)}{(4R)}} \]

is the frequency parameter of the rocking column. The upper sign in front of \( \alpha \) corresponds to a positive, and the lower to a negative rocking angle \( \theta \) with respect to the defined coordinate system (Figure 1).

It is assumed that energy is only dissipated during impact. Housner [1] assumed that (a) the impact is instantaneous and (b) that the impact forces are concentrated on the impacting corner. Under these assumptions the ratio of post to pre impact rotational velocities is 

\[ r = \frac{\dot{\theta}_{\text{after}}}{\dot{\theta}_{\text{before}}} = 1 - \frac{3}{2} \sin^2 \alpha \]  

Figure 1: Geometric characteristics of the rigid rocking block.

Researchers (including the senior author of this paper) have critically evaluated the Housner model - especially its damping assumptions [64-68]. Indeed, while assuming the impact to be instantaneous seems a reasonable assumption, there is no evident reason to assume that the impact forces act on the impacting corner. Given the large sensitivity of the time history response of the rocking oscillator to all the parameters that define it, Housner’s model might seem simplistic. However, experimental testing shows that even though it cannot predict the response to an individual ground motion, it can predict the statistics of the response to a set of ground motions [69]. Therefore, we consider it adequate within the scope of earthquake engineering [70].

By inspecting Equation (1) and (2) one can conclude that the rotational response of a rocking block to a ground motion is a function of 

\[ \theta_{\max} = f_1 \left( R, \alpha, g, \ddot{u}_g(t) \right) \]  

As the gravity acceleration, \( g \), is constant, the rotational response to a given ground motion is a function of 2 parameters \( \alpha \) and \( R \), similarly to the elastic oscillator, in which the response is a function of the eigenperiod, \( T \), and damping ratio \( \zeta \). Therefore, by keeping one parameter constant (\( R \) or \( \alpha \)) one can construct rotational spectra for rocking structures. However, unlike
the elastic oscillator, where, for usual structures, one parameter \( T \) is more influential than the other \( \zeta \), in the case of rocking structures, both \( R \) and \( \alpha \) strongly influence the rotational response.

Since ground motions containing distinguishable acceleration and/or velocity pulses are particularly destructive [71 and references therein], Zhang and Makris [72] have studied the response of a planar rocking block to acceleration pulses given by analytical expressions. A pulse of a given waveform can be described by two parameters. Zhang and Makris [71] chose the acceleration amplitude \( a_p \) and the dominant cyclic frequency \( \omega_p \). Then, the response will be a function of

\[
\theta_{\text{max}} = f\left(R, \alpha, g, a_p, \omega_p\right)
\]

Equation (5) involves 6 quantities with 2 reference dimensions (Time and Length). Therefore, according to Vaschy - Buckingham’s Π-Theorem of Dimensional Analysis ([73, 74]), the number of dimensionless parameters describing the problem is \( 6 - 2 = 4 \). There is not a unique solution for choosing these four parameters. Zhang and Makris [72] suggested describing the problem as

\[
\theta_{\text{max}} = \phi\left(\frac{\omega_p}{p}, a_p, \frac{a_p}{g \tan \alpha}\right)
\]

\( \omega_p/p \) is often called size-frequency parameter and depends on the frequency of the excitation and on the size of the block. \( a_p/(g \tan \alpha) \) is usually called non-dimensional acceleration but it can also be perceived as a non-dimensional strength parameter, since \( mgR \sin \alpha \) is the moment that withstands uplift (“strength”) and is \( ma_pR \cos \alpha \) the overturning moment.

Therefore, dimensional analysis reduces the dimensionality of the problem from 6 to 4. Hence, by keeping the slenderness parameter \( \alpha \) constant, one can produce contour plots of the maximum tilt angle \( \theta \) as a function of \( \omega_p/p \) and \( a_p/(g \tan \alpha) \), the so called “rocking spectra”. It is worth mentioning that Dimitrakopoulos and DeJong [75] have shown that for small values of \( \alpha \) one can drop it as an independent parameter from Equation (6) as long as the coefficient of restitution, \( r_e \), is treated as an extra independent parameter – however in this section \( r_e \) is not treated independently.

Figure 2 shows the rocking spectra of symmetric and antisymmetric Ricker wavelets. Ricker wavelets are defined as the 2\(^{nd}\) and 3\(^{nd}\) derivative of the Gaussian:

\[
\ddot{u}_g = a_p\left(1 - \frac{2\pi^2t^2}{T_p^2}\right) e^{-\frac{12\pi^2t^2}{T_p^2}}
\]

\[
\ddot{u}_g = a_p\left(\frac{4\pi^2t^2}{3T_p^2} - 3\right) \frac{2\pi t}{\sqrt{3}T_p} e^{-\frac{14\pi^2t^2}{3T_p^2}}
\]

where

\[
T_p = \frac{2\pi}{\omega_p}
\]
and \( \beta_r = 1.3801 \) to enforce that the function maximum is equal to \( a_p \).

The spectra confirm the remarkable observation that larger structures are harder to overturn dynamically and that higher frequency pulses have a lower overturning potential. Interestingly, they show a heavy dependence of the response on both \( \omega_r/p \) and \( a_p/\tan\alpha \).

![Symmetric Ricker Pulse](image1.png) ![Anti-Symmetric Ricker Pulse](image2.png)

Figure 2: Non-dimensional rocking spectra based on rotations. \( \alpha = 0.1 \)

3 DISPLACEMENT BASED DIMENSIONAL ANALYSIS OF A ROCKING OSCILLATOR EXCITED BY ANALYTICAL PULSES

3.1 Analysis based on the frequency parameter of the block \( p \)

The dimensional analysis of the previous section is one of the many correct solutions to describe the problem. It is based on rotations. This section, however, suggests that there is another, displacement based basis of describing the problem, which is also mathematically correct and more convenient. The convenience does not lie only on the fact that earthquake engineers are more used to displacements than rotations: A displacement based analysis further reduces the dimensionality of the problem allowing the construction of 2D rocking spectra.

Indeed, the rotation based analysis of the problem is based on the “recipe for similarity analysis” described in Chapter 5 of the well-known Dimensional Analysis textbook of Barenblatt [76]: “If the problem has an explicit mathematical formulation, the independent variables in the problem and the constant parameters that appear in the equations, boundary conditions and initial conditions, etc., are adopted as the governing parameters.” As this section shows, choosing the parameters that appear in the analytical equation might not be the most convenient way of describing this particular problem.

The top displacement of the rocking block can be obtained by a one-to-one mapping on the rotations:

\[
u = 2R \sin(\pm \alpha) - 2R \sin(\pm \alpha - \theta)
\] (10)

The upper sign in front of \( \alpha \) corresponds to a positive, and the lower sign to a negative tilt angle \( \theta \) with respect to the defined coordinate system. If we use the top displacement as the single DOF of the problem, then the maximum response can be described as:
\[ u_{\text{max}} = f_3(R, \alpha, g, a_p, \omega_p) \]  

(11)

To numerically compute the response of the block, we will resort to Equation (1), which is given in terms of rotation \( \theta \). Then, using Equation (10) we compute the displacement response. Applying Buckingham’s \( \Pi \)-theorem on Equation (11), one possible non-dimensionalization is

\[
\frac{u_{\text{max}} \omega_p^2}{a_p} = \phi_2 \left( \alpha, \frac{\omega_p}{g}, \frac{a_p}{\tan \alpha} \right)
\]

(12)

Figure 3 shows the contour plots of \( \frac{u_{\text{max}} \omega_p^2}{a_p} \) as a function of \( \omega_p/p \) and \( a_p/(g \tan \alpha) \) for a given \( \alpha = 0.1 \). The remarkable observation is that within the non-overturning region the non-dimensional displacement depends heavily (and strongly non-linear) on the non-dimensional strength parameter \( a_p/(g \tan \alpha) \) but only loosely on the size-frequency parameter \( \omega_p/p \). When the block is not close to overturning, the influence of \( \omega_p/p \) is practically negligible.

Figure 4 plots \( \frac{u_{\text{max}} \omega_p^2}{a_p} \) as a function of \( a_p/(g \tan \alpha) \) for different values of \( \omega_p/p \) (and a constant slenderness \( \alpha = 0.1 \)). For reasons of figure clarity, only non-overturning values of \( \frac{u_{\text{max}} \omega_p^2}{a_p} \) are plot, i.e. not plotting \( \frac{u_{\text{max}} \omega_p^2}{a_p} \) means that the block has overturned. Figure 5 plots \( \frac{u_{\text{max}} \omega_p^2}{a_p} \) as a function of \( \omega_p/p \) for different values of \( a_p/(g \tan \alpha) \) (and \( \alpha = 0.1 \)). Again, it is observed that, as long as the system is away from overturning, the dominant factor that influences \( \frac{u_{\text{max}} \omega_p^2}{a_p} \) is \( a_p/(g \tan \alpha) \); not \( \omega_p/p \). In fact for small values of non-dimensional acceleration \( a_p/(g \tan \alpha) \), the response for all values of size-frequency parameter \( \omega_p/p \) is practically the same. The response starts to deviate only when the system is close to overturning – or has overturned.

In other words, a small and a large block, geometrically similar to each other and excited by analytical pulses, will have roughly equal top displacement, provided that the displacement is not enough to bring them close to overturn. A given pulse will induce the same displacement demand. The larger block is more stable simply because its displacement capacity (i.e. the displacement needed to cause overturn, i.e. its width) is larger.

Therefore, using a displacement basis to describe the problem further decreases the number of parameters needed to define it. Practically, the displacement demand on a rocking oscillator excited by a pulse is only a function of its non-dimensional strength parameter \( a_p/(g \tan \alpha) \); not of its size.

The strongly nonlinear nature of rocking motion is also evident in Figures 4 and 5. \( \frac{u_{\text{max}} \omega_p^2}{a_p} \), which expresses the relation of the rocking displacement to the ground motion
Figure 3: Non-dimensional rocking spectra based on displacements.

Figure 4: $\frac{u_{\text{max}}\omega^2}{a_p}$ vs $\frac{a_p}{g \tan(\alpha)}$ plots for constant $\omega_p / p \cdot \alpha = 0.1$.
displacement, does not depend monotonically on the strength parameter \( a_p/(g \tan \alpha) \). In fact, the discontinuities of the \( \omega_p/p = 2 \) line of Figure 4 convey that a block can survive a stronger pulse and overturn in a weaker one.

Going back to dimensional quantities, Figure 6 plots the displacement response to a symmetric Ricker pulse with \( a_p = 1g \) and \( T_p = 0.5s \) and to an antisymmetric Ricker pulse with \( a_p = 1g \) and \( T_p = 1s \). The plots confirm that the displacement demand only loosely depends on the size, if the block is not close to overturning. The dominant factor is the slenderness. Therefore we can define the displacement demand rocking spectrum of a ground motion as a unary function

\[
    u_{\text{demand}} = f(\alpha) \quad \text{if} \quad u_{\text{demand}} \leq 2b
\]

that is computed via Equations (1) and (10) for a large enough block size. To check the stability of a block, one has to compute the maximum displacement demand via Equation (13) and compare it with the displacement capacity (i.e. the block width).

Therefore the reduction of the dimension of the problem follows two steps: a) Applying Buckingham’s theorem and b) Observing that the displacement demand is roughly independent of the size. The first step is exact and follows from dimensional analysis. The second step is approximate and in this section illustrated for analytical pulses. Blöchlinger [77] gave a first indication that the approximation also works for recorded ground motions. Further evidence supporting this approximation and highlighting its limitations are given in a next section of this paper.
3.2 Analysis based on the base width of the block \( b \)

The previous section chooses the frequency parameter \( p \) and the slenderness of the block, \( \alpha \), as the two parameters to define it. However, \( p \) has a physical meaning that is totally unrelated to rocking. It is the natural frequency that the block would have had if it was hanging from its corner [75]. But this is merely a coincidence, rocking blocks have no natural frequency [1], and the use of \( p \) often creates misunderstandings. In this section we propose to describe the block with two physical parameters that have a clear physical meaning, directly related to the rocking problem. The slenderness \( \alpha \) is retained, as it controls the uplift of the structure (and could be parallelized with the strength of a system), but \( p \) is replaced by \( b \), which is the half-width of the base and exactly equal to one half of its displacement capacity. Then the displacement response will be:

\[
\text{\( u_{\text{max}} = f_4(b, \alpha, g, a_p, \omega_p) \)}
\]

Using Buckingham’s II theorem we get:

\[
\frac{u_{\text{max}} \omega_p^2}{\alpha_p} = \phi_3 \left( \frac{a_p}{g \tan \alpha}, \frac{b \omega_p^2}{a_p}, \alpha \right)
\]

The term \( a_p/(g \tan \alpha) \) would be the reciprocal of the non-dimensional strength, \((b \omega_p^2)/a_p \) would be the non-dimensional displacement capacity, and \( \alpha \) (taken as an independent parameter) controls damping, because it controls the coefficient of restitution.

Figure 7 plots displacement spectra according to the suggested non-dimensionalization. One can observe that for both pulses a base (i.e. a displacement capacity = \( 2b \)) of roughly \( 9 \)
times the length scale of the pulse \( L_e = a_p / \omega^2_p \) is enough to keep the block stable, no matter what the non-dimensional strength parameter is.

4 DISPLACEMENT BASED ANALYSIS OF A ROCKING OSCILLATOR EXCITED BY RECORDED GROUND MOTIONS

Analytical pulses can be used to qualitatively study the rocking oscillator. However, as the rocking problem is very sensitive to all of its parameters, pulses would not suffice to prove that the displacement demand on a rocking structure depends only on its slenderness and not on its size. Therefore, this section examines the displacement response of a rocking block excited by recorded ground motions.

4.1 FEMA P695 Ground motions

There is no consensus in the engineering community on what ground motions should be used in time history analysis. Several approaches exist including using recorded (scaled or unscaled), artificial, or synthetic ground motions. In this paper we choose to use the 3 sets of ground motions proposed by FEMA P695 [79] (far field, near field pulse-like, and near field non-pulse-like) only as a means to illustrate our rocking-related argument, without taking stance on the debate around ground motions. It is evident that any ground motion selection method based on the response of an elastic system is in principle not applicable in the case of the rocking oscillator, as the elastic and rocking oscillator are uncorrelated. More information on the FEMA P695 ground motions can be found in FEMA [79].

4.2 Equal displacement rule for rocking structures and displacements demand spectra

Vassiliou et al. [80] have proven that rigid rocking oscillators of equal height attached to massless foundations of the same size behave identically, no matter what their actual column width is (Figure 8). Therefore, the design question of a rocking structure would be: Find the size, \( 2B^* \), of the foundation for a given oscillator height \( 2H \). Hence, it is more meaningful to
use $H$ as a size parameter instead of $R$, even if the former does not explicitly appear in the equation of motion.

Figure 9 offers the displacement of a rocking oscillator as function of its slenderness $\alpha$, and for $2H=2, 4, 10, 20, 80$, and $1000m$, for a selection of the FEMA P695 ground motions. The $2H=1000m$ is offered only for reasons of mathematical completeness, to study the limit case of $H \to \infty$. For reasons of plot clarity, each line is plotted only for $\alpha > \alpha_{\text{crit}}$, where $\alpha_{\text{crit}}$ is the minimum slenderness angle for which the block overturns. We observe that all blocks of same slenderness angle present roughly the same displacement, as long as they are not close to overturning. The same observation holds for all the ground motions tested.

As analysis and design of a rocking structure would not involve a single ground motion, but a set of design motions, it makes sense to study the problem by applying sets of multiple excitations and comparing the statistics of the results (e.g. the median displacement among all the ground motions of the excitation set). Figure 10 plots displacement spectra of the median of the displacement for 7 variations of the near-field pulse-like FEMA P695 set: a) Unscaled ground motions, b) scaled so that their PGA is equal to $0.5\overline{PGA}$, or $\overline{PGA}$, or $2\overline{PGA}$, c) scaled so that their PGV is equal to $0.5\overline{PGV}$, or $\overline{PGV}$, or $2\overline{PGV}$, where $\overline{PGA}$, $\overline{PGV}$ are defined as

$$\overline{PGA} = \text{median}_{i=1\ldots N}(\sqrt{PGA_i \times PGA_i})$$

(16)

$$\overline{PGV} = \text{median}_{i=1\ldots N}(\sqrt{PGV_i \times PGV_i})$$

(17)

where $N$ is the number of the ground motions and $x$ and $y$ are the two components of each ground motion. Note that each horizontal component of each ground motion is treated as an independent motion. Figures 11 and 12 plot the same spectra for the far field and near field non-pulse-like ground motions.

The following observations can be made:

a) The median spectra are smoother, likewise design elastic spectra that were derived by statistical processing of elastic spectra of single ground motions are smoother than single ground motion spectra.

b) As long as the system is not close to overturning, the displacement does not depend on the size of the block. For this part of the spectrum, instead of computing a different spectrum for each block size, one can compute the design spectrum for $2H \to \infty$ ($2H = \infty$).
Figure 9: Displacement of a rocking oscillator as function of its slenderness $\alpha$. 
Figure 10: Median Displacement Spectra for Near-Field Pulse-Like Record Set.
1000m seems an adequate value) and use it to calculate the displacement demand on any rocking structure (i.e. \( u_{\text{max}} = f(\alpha) \)). We name the above finding “equal displacement rule” for rocking structures.

c) As the system gets closer to overturning the equal displacement rule does not apply: smaller systems present larger displacements than larger ones. Moreover, as the system approaches overturning, the slope of the spectrum increases dramatically i.e. a small decrease in \( \tan \alpha \) leads to very large increase in displacement. This trend dictates that a rational design of a rocking structure would require that this steep part of the spectrum be avoided. because an earthquake slightly stronger than the design one would cause a tremendous increase in displacement. Therefore, the equal displacement rule applies to the rational design region.

d) The form of the spectrum for all 3 sets of ground motions presents some repetitive pattern:

i. As \( \alpha \) tends to zero, \( u_{\text{max}} \) tends to a finite value. For spectra of individual ground motions, this value is \( \frac{3}{2} PGD \). An explanation for this is offered in the next section.

ii. As \( \alpha \) increases from zero, the displacement demand amplifies 2-2.5 times and reaches a plateau.

iii. Further increase of \( \alpha \) leads to a monotonic decrease of the displacement demand.

iv. Naturally, when \( \tan \alpha \) reaches PGA/g, the displacement demand becomes zero, as there is no uplift.

### 4.3 Preliminary design based on the equal displacement rule

If not for a final design, the equal displacement rule can be used for preliminary calculations. Indeed it is not an exact method, but a preliminary design method that does not aim at being exact, but at providing a tool for initial calculations, that for certain cases and required degree of accuracy can be enough. The same holds for yielding structures, where the “equal displacement rule” is used for many structural systems, while for more complicated systems it is used only for preliminary design and then more refined methods are applied. It could be stated that the findings of this paper constitute the generalization of equal displacement rule from yielding to rocking systems. This section proposes a methodology to design a rocking structure based on the equal displacement rule:

a) On the \( u_{\text{max}} - \tan \alpha \) curve, we plot the capacity line \( u_C = 2H / \tan \alpha \).

b) We determine the intersection of the capacity line and the \( 2H = \infty \) line. We define the abscissa of this point as \( \tan \alpha_k \).

c) We use a multiplier of 2.5 to determine the design slenderness: \( \tan \alpha_D = 2.5 \tan \alpha_k \). The multiplier serves as a safety factor to move the design point away from the steep part of the spectrum.

Figure 13 outlines the design procedure applied for a rocking bridge with columns of 6.7m height (\( 2H = 6.7m \)). Based on Makris and Vassiliou [46] the response of the frame is equal to the response of a solitary block of \( 2H = 10m \). For this bridge, twenty one design scenarios are explored, corresponding to the 21 spectra of Figures 10-12. Tables 1-3 and Figure 14 summarize the findings for the 21 design scenarios and compare the displacement predicted
Figure 11: Median Displacement Spectra for Near-Field No Pulse-Like Record Set.
Figure 12: Median Displacement Spectra for Far-Field Record Set.
by the demand spectrum ($2H = 1000m$) to the displacement predicted by the $2H=10m$ spectrum. We observe that in all but two cases (near fault pulse-like scaled to $0.5PGA$ and near fault non-pulse-like scaled to $2PGA$) the error in predicting the median displacement is less than 20%. In all cases, the error is smaller than 40%, and no system overturned.

<table>
<thead>
<tr>
<th></th>
<th>Unscaled</th>
<th>0.5PGA</th>
<th>PGA</th>
<th>2PGA</th>
<th>0.5PGV</th>
<th>PGV</th>
<th>2PGV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tan(\alpha_D)$</td>
<td>0.2839</td>
<td>0.1378</td>
<td>0.2671</td>
<td>0.4618</td>
<td>0.0596</td>
<td>0.1094</td>
<td>0.1909</td>
</tr>
<tr>
<td>$2H = 1000m$</td>
<td>0.05</td>
<td>0.11</td>
<td>0.08</td>
<td>0.12</td>
<td>0.10</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>$2H = 10m$</td>
<td>0.06</td>
<td>0.15</td>
<td>0.07</td>
<td>0.13</td>
<td>0.10</td>
<td>0.10</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 1: Near field pulse like FS=2.5.

<table>
<thead>
<tr>
<th></th>
<th>Unscaled</th>
<th>0.5PGA</th>
<th>PGA</th>
<th>2PGA</th>
<th>0.5PGV</th>
<th>PGV</th>
<th>2PGV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tan(\alpha_D)$</td>
<td>0.1524</td>
<td>0.0708</td>
<td>0.1356</td>
<td>0.2446</td>
<td>0.0916</td>
<td>0.1892</td>
<td>0.3405</td>
</tr>
<tr>
<td>$2H = 1000m$</td>
<td>0.34</td>
<td>0.22</td>
<td>0.44</td>
<td>0.44</td>
<td>0.19</td>
<td>0.27</td>
<td>0.36</td>
</tr>
<tr>
<td>$2H = 10m$</td>
<td>0.41</td>
<td>0.26</td>
<td>0.41</td>
<td>0.69</td>
<td>0.21</td>
<td>0.30</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Table 2: Near field non pulse like FS=2.5.

<table>
<thead>
<tr>
<th></th>
<th>Unscaled</th>
<th>0.5PGA</th>
<th>PGA</th>
<th>2PGA</th>
<th>0.5PGV</th>
<th>PGV</th>
<th>2PGV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tan(\alpha_D)$</td>
<td>0.1228</td>
<td>0.0620</td>
<td>0.1215</td>
<td>0.2411</td>
<td>0.0675</td>
<td>0.1320</td>
<td>0.2249</td>
</tr>
<tr>
<td>$2H = 1000m$</td>
<td>0.30</td>
<td>0.21</td>
<td>0.38</td>
<td>0.52</td>
<td>0.17</td>
<td>0.28</td>
<td>0.52</td>
</tr>
<tr>
<td>$2H = 10m$</td>
<td>0.33</td>
<td>0.20</td>
<td>0.37</td>
<td>0.50</td>
<td>0.19</td>
<td>0.29</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Table 3: Far field FS=2.5.

Figure 13: Design procedure.
5 INTERPRETATION OF THE EQUAL DISPLACEMENT RULE BASED ON THE EQUATION OF MOTION

The equal displacement rule can be interpreted by properly manipulating the equation of motion. Assuming small rotation angles (\(\sin x = x\) and \(\cos x = 1\)), Equation (1) gives

\[
\ddot{u} = -\frac{3g}{4H} \left( \pm \alpha - \theta + \frac{\dot{\theta}}{g} \right)
\]

For small angles, \(u = 2H\theta\). Then

\[
\ddot{u} = -\frac{3g\alpha}{2} \left( \pm 1 - \frac{u}{2b} + \frac{\dot{\theta}}{g\alpha} \right)
\]

When \(u/2b\) is small (i.e. the block is not close to overturning, the other terms dominate the response and \(u\) becomes a function only of \(\alpha\). Furthermore, when \(\dot{\theta}/(g\alpha) \ll 1\), then \(\ddot{u} = -3\dot{\theta}/2\). Therefore, as \(\alpha \to 0\) (which can only happen for blocks with \(H \to \infty\)), \(u_{\max} \to 3/2 \cdot PGD\).

6 CONCLUSIONS

The widely used description of the rocking block via its rotation is correct, but not optimal. It reveals that larger blocks are more stable and that higher frequency pulses present less overturning potential. However, it does not reveal the “equal displacement rule of rocking structures”, namely that a large and a small block of the same aspect ratio will present the same top displacement, if they both are not close to overturning. Not being close to overturning is a design necessity anyway, therefore, for the scope of design, we can claim that the displacement demand is the same and it only depends on the slenderness, not on the size of the block. The above is illustrated for both analytical pulse excitations and for sets of recorded ground motions. As the response of a rocking block away from overturning essentially becomes a unary function, rocking spectra that plot the displacement demand as a function of the slenderness of the block can be developed. The shape of these spectra seem to follow a repetitive pattern, starting for \(\tan \alpha \to 0\) from \(u=3/2 \times PGD\), reaching a plateau of \(2-2.5 \times 3/2 \times PGD\), and then gradually decreasing to zero. More research with more ground motions in needed to better understand the shape of the spectra. Based on the above, a design method that uses a size-
independent rocking spectrum is suggested. This should be taken into account when intensity measures for rocking structures [81-84] designed not to get close to overturning are explored.
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Abstract. The paper analyzes the influence of double concave friction pendulum (DCFP) isolator properties on the seismic performance of isolated bridges. The behavior of these systems is analyzed by employing an eight-degree-of-freedom model accounting for the first five vibrational modes of the pier and the presence of a rigid abutment, whereas the DCFP isolator behaviour is described combining two single FPSs in series. The uncertainty in the seismic input is taken into account by considering a set of natural records with different characteristics. The variation of the statistics of the response parameters relevant to the seismic performance is investigated through an extensive parametric study carried out for different system properties.
1 INTRODUCTION

Seismic isolation has emerged as one of the most powerful techniques in the ensemble of retrofitting methodologies [1]-[5] to improve the safety and resilience of infrastructure systems [6]-[7]. In the more general seismic approach, seismic isolation of bridges permits to obtain the uncoupling of the deck from the horizontal earthquake’s components, leading to a significant reduction of the deck acceleration and, as consequence, of the forces transmitted to the pier.

Several studies [1]-[4] have been carried out in the last decades investigating the effectiveness of the isolation devices and carrying out experimental and analytical studies on the seismic response of bridges isolated by sliding isolation systems finding out as these kind of devices are quite effective and efficiency in the aseismic bridges’ design. Ghobarah and Ali [5] and Turkington et al. [8] showed that the presence of lead-rubber bearings shift the natural period of the structure and increases the amount of damping, moreover they permit to distribute the seismic forces approximately evenly between pier and abutment. Jangid [9] studied the seismic response of bridges seismically isolated by lead-rubber bearings (L-RB) to bidirectional earthquakes outlining that the bidirectional interaction of the restoring forces of the L-RB has not negligible effects on the seismic response of the isolated bridges. In [10]-[11], the seismic behaviour of bridges seismically isolated by adopting friction pendulum system (FPS) was studied. When FPS bearings are used, the natural period of the isolated structure becomes independent of the mass of the superstructure and it just has a dependence on the radius of curvature of the sliding surface [12].

Another important feature of this isolation system is mainly related to the energy dissipation mechanism that becomes possible thanks to the velocity dependent friction between the sliding surfaces and the composite material on the slide [13]-[17]. In addition, it has been demonstrated in [18]-[19] that the characteristics of an FPS become more effective by introducing a second sliding surface obtaining the so called double concave friction pendulum (DCFP). In particular, Kim and Yun [20] studied the positive effects of a double concave friction pendulum system on a bridge response considering different combinations of radii of curvature and of friction coefficients.

Other studies [21]-[22] have been more oriented to define design approaches by means of the seismic reliability-based design (SRBD), in which the main uncertainties such as the seismic input and the system properties have been taken into account. In [23] the optimal properties of FPS able to minimize the seismic response of bridge under earthquake having different frequency contents representative of different soil conditions has been evaluated.

This study analyzes the influence of the double concave friction pendulum (DCFP) isolator properties on the seismic performance of isolated bridges taking into account the pier-abutment-deck interaction. The behavior of these systems, as also described in [10]-[24] is analyzed by employing an eight-degree-of-freedom (8dof) model representative of the reinforced-concrete pier flexibility in addition to the presence of a rigid abutment and deck, whereas the DCFP isolator behaviour is described combining two single FPSs in series [18]-[19]. For each sliding surface, a widespread model which considers the variation of the friction coefficient with the sliding velocity is adopted [15]-[16]. The uncertainty in the seismic input is taken into account by means of a set of natural records with different characteristics. The variation of the statistics of the response parameters relevant to the seismic performance of the isolated bridges is investigated through a nondimensionalization of the motion equations, as also implemented in [25]-[28] developing an extensive parametric study.
2 EQUATIONS OF MOTION

An 8-degree-of-freedom (dof) system is employed to model the isolated bridge configuration of Figure 1. Specifically, 5 dof are given by the lumped masses of the pier, 2 dof correspond to the two slider masses of the DCFP isolators, located respectively on the pier and on the abutment, and 1 dof is related to the rigid deck mass [10].

![Diagram](image)

Figure 1: 8dof model of bridge isolated with DCFP bearings: relative displacements with respect to the ground a) and drifts between masses b).

The equations of motion governing the response of the model representing a bridge on DCFP isolators, in terms of relative displacement with respect to the ground (Figure 1a) subjected to the seismic input $\ddot{u}_g(t)$ is:

$$m_d \left[ \dddot{u}_d(t) + \dddot{u}_g(t) \right] + F_{u,p}(t) + F_{1p}(t) = 0$$

$$m_{ua} \left[ \dddot{u}_{ua}(t) + \dddot{u}_g(t) \right] - F_{u,p}(t) + F_{2a}(t) = 0$$

$$m_p \left[ \dddot{u}_{sp}(t) + \dddot{u}_g(t) \right] - F_{1p}(t) + F_{2p}(t) = 0$$

$$m_{ps} \left[ \dddot{u}_{ps1}(t) + \dddot{u}_g(t) \right] + c_p \left[ \dddot{u}_{ps1}(t) - \dddot{u}_{ps4}(t) \right] + k_p \left[ u_{ps1}(t) - u_{ps4}(t) \right] - F_{2ps}(t) = 0$$

$$m_{ps} \left[ \dddot{u}_{ps1}(t) + \dddot{u}_g(t) \right] + c_p \left[ \dddot{u}_{ps1}(t) - \dddot{u}_{ps4}(t) \right] + k_p \left[ u_{ps1}(t) - u_{ps4}(t) \right] + \left[ u_{ps1}(t) - u_{ps4}(t) \right] - k_p \left[ u_{ps1}(t) - u_{ps4}(t) \right] = 0 \quad \text{for} \quad i = 1, \ldots, 4$$

where $u_d$ denotes the displacement of the superstructure relative to the ground, $u_{sp}$ the displacement of the slider of the DCFP device on the pier with respect to the ground, $u_{ua}$ the displacement of the slider of the DCFP device on the abutment with respect to the ground, $u_{pi}$ ($i=1,\ldots,4,5$) the displacement of pier $i$-th mass relative to the ground, $m_d$, $m_{sp}$ and $m_{ua}$ respectively the mass of the deck and of the two DCFP devices respectively on the pier and on the...
abutment, $m_p, (i=1, \ldots, 4, 5)$ the mass the $i$-th lumped mass of the pier, $k_{pi}$ and $c_{pi} (i=1, \ldots, 4, 5)$ respectively the stiffness and inherent viscous damping constant for each dof of the pier, $t$ the time instant, the dot differentiation over time, $F_{ja}(t)$ and $F_{jp}(t)$ denote the reaction of the DCFP bearings on the abutment and on the pier, respectively, for the upper ($j = 1$) and lower surface ($j = 2$). The deck isolated by DCFP isolators is herein considered without any viscous capacities [28].

A DCFP can be modeled as a serial combination of two single FPS. Thus, according with [18]-[19], when the inertial force associated with the movement of the small slider mass is neglected, the reaction forces ($F_2$ and $F_1$) at the lower and upper surface become the same and can be readily obtained as follows:

$$F = F_1 = F_2 = \frac{m_g g}{R_1 + R_2} (u) + \frac{m_d g \left( R_1 \mu_1 (\tilde{u}_1) \text{sgn}(\tilde{u}_1) + R_2 \mu_2 (\tilde{u}_2) \text{sgn}(\tilde{u}_2) \right)}{R_1 + R_2}$$

(2)

where $u$ is related to the total deformation of the double concave friction pendulum, $u_1$ to the deformation of the upper surface and $u_2$ to the lower one. The first part of the right hand side of Eq.s (2) represents the restoring stiffness ($k_{\text{comb}}$) of the combined DCFP from which the restoring natural period can be obtained as follows:

$$k_{\text{comb}} = \frac{m_d g}{R_1 + R_2}$$

(3)

$$T_d = 2\pi \sqrt{\left( R_1 + R_2 \right) / g}$$

(4)

where $g$ is the gravity constant, $R_1$ and $R_2$ are the radii of curvature of the DCFP.

In Eq.(2), $f_j (\tilde{u}_j(t)) (j=1,2)$ is the coefficient of sliding friction, which depends on the slider slip velocity along one of the two bearing internal surfaces, indicated with $\tilde{u}_j(t)$, and $\text{sgn}(\tilde{u}_j) (j=1,2)$ with $\text{sgn}(\cdot)$ denoting the sign function. Note that the subscript 1 refers to the upper surface whereas the subscript 2 refers to the lower surface. On the other hand, the second part of the Eq.s (2a,b), under the hypothesis that sliding occurs on both surfaces and in the same direction, represents the equivalent friction coefficient of the DCFP [18]:

$$\mu_{\text{eqv}} = \frac{\mu_1 R_1 + \mu_2 R_2}{R_1 + R_2}$$

(5)

In the above discussion, it is also assumed that the DCFP bearings used to isolate the deck and placed, respectively, on the pier and on the abutment have the same characteristics, so that it’s obvious they move simultaneously.

Moreover, experimental results [14]-[16] suggest that, for each sliding surface, the coefficient of sliding friction of Teflon-steel interfaces obeys to the following equation:

$$\mu_j (\tilde{u}_j) = \mu_{j,\text{max}} - \left( \mu_{j,\text{max}} - \mu_{j,\text{min}} \right) \cdot \exp \left( -\alpha |\tilde{u}_j| \right) \quad \text{for} \quad j = 1, 2$$

(6)

in which $\mu_{j,\text{max}}$ represents the maximum value of friction coefficient attained at large velocities of sliding, and $\mu_{j,\text{min}}$ represents the value at zero velocity. To further simplify the problem,
in the following analyses it is assumed that \( \mu_{j,\text{max}} = 3 \mu_{j,\text{min}} \) based on a regression of the experimental results, whereas the exponent \( \alpha \) is assumed equal to 30 [14]-[16].

3 NON-DIMENSIONALIZATION OF THE EQUATIONS OF MOTION

In order to analyze the role of each characteristic parameter controlling the seismic behaviour of the system under investigation, the results obtained solving the equations of motion are reduced to a non-dimensional form as discussed in [26]-[28]. To easily obtain the deformation of the isolators along each sliding surface, Eq.(1) can be re-written in terms of drifts between the masses of the system instead of displacement respect to the ground:

\[
m_p \ddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + \dot{c}_p \dot{x}_p(t) + F_{1p}(t) + F_{2p}(t) = -m_p \ddot{u}_p(t)
\]

\[
m_m \ddot{x}_m(t) - F_{1m}(t) + F_{2m}(t) = -m_m \ddot{u}_m(t)
\]

\[
m_p \ddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + \dot{c}_p \dot{x}_p(t) + k_p x_p(t) - F_{2x}(t) = -m_p \ddot{u}_p(t)
\]

\[
m_p \ddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + \dot{c}_p \dot{x}_p(t) + k_p \dddot{x}_p(t) + k_p \dddot{x}_p(t) = -m_p \ddot{u}_p(t)
\]

\[
m_p \ddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + \dot{c}_p \dot{x}_p(t) + k_p \dddot{x}_p(t) = -m_p \ddot{u}_p(t)
\]

\[
m_p \ddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + m_p \dddot{x}_p(t) + \dot{c}_p \dot{x}_p(t) + k_p \dddot{x}_p(t) = -m_p \ddot{u}_p(t)
\]

where:

\[
F_{1a} = \frac{m_g g}{2} \left[ \frac{1}{1 + \sum \dot{x}_p(t)} \right] + \mu_{ia} \left[ \sum \dot{x}_p(t) \right]
\]

\[
F_{2a} = \left( \frac{m_g + m_p}{2} \right) g \left[ \frac{1}{1 + \sum \dot{x}_p(t)} \right] + \mu_{ia} \left( \dot{x}_p(t) \right)
\]

\[
F_{1p} = \frac{m_g g}{2} \left[ \frac{1}{1 + \sum \dot{x}_p(t)} \right] + \mu_{ip} \left( \dot{x}_p(t) \right)
\]

\[
F_{2p} = \frac{m_g g}{2} \left[ \frac{1}{1 + \sum \dot{x}_p(t)} \right] + \mu_{ip} \left( \dot{x}_p(t) \right)
\]
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After that, dividing all the equations by $m_{ij}$, Eq.(7) applies:

$$\dot{x}_i(t) + x_i(t) + \dot{x}_{y1}(t) + \dot{x}_{y2}(t) + \ddot{x}_{i1}(t) + \ddot{x}_{i2}(t) + 2\xi_i\omega_i x_i(t) +$$

$$+ \frac{g}{2} \left[ \frac{1}{R_{ii}} \left( \sum_{j=1}^{n} \dot{a}_{ij} + \dot{a}_{i1} + \dot{a}_{y1} - \dot{a}_{y2} \right) + \mu_a(\nu) \left( \text{sgn} \left( \sum_{j=1}^{n} \dot{a}_{ij} + \dot{a}_{i1} + \dot{a}_{y1} - \dot{a}_{y2} \right) \right) \right] +$$

$$+ \frac{g}{2} \left[ \frac{1}{R_{ii}} (x_i + \mu_a(\dot{x}_i)) \left( \text{sgn} \left( \dot{x}_i \right) \right) \right] = u_i(t)$$

$$\dot{\lambda}_{pi}(x_i(t) + \dot{x}_{y1}(t) + \dot{x}_{y2}(t) + \ddot{x}_{i1}(t) + \ddot{x}_{i2}(t) +$$

$$- \frac{g}{2} \left[ \frac{1}{R_{ii}} (x_i + \mu_a(\dot{x}_i)) \left( \text{sgn} \left( \dot{x}_i \right) \right) \right] +$$

$$- \frac{1}{2} \left( \frac{1}{R_{ii}} (x_i + \mu_a(\dot{x}_i)) \left( \text{sgn} \left( \dot{x}_i \right) \right) \right) = -\lambda_{pi} u_i(t)$$

$$\dot{\lambda}_{pi}(x_i(t) + \dot{x}_{y1}(t) + \dot{x}_{y2}(t) + \ddot{x}_{i1}(t) + \ddot{x}_{i2}(t) +$$

$$- \frac{g}{2} \left( \frac{1}{R_{ii}} (x_i + \mu_a(\dot{x}_i)) \left( \text{sgn} \left( \dot{x}_i \right) \right) \right) = -\lambda_{pi} u_i(t)$$

$$\dot{\lambda}_{pi}(x_i(t) + \dot{x}_{y1}(t) + \dot{x}_{y2}(t) + \ddot{x}_{i1}(t) + \ddot{x}_{i2}(t) +$$

$$- \frac{g}{2} \left( \frac{1}{R_{ii}} (x_i + \mu_a(\dot{x}_i)) \left( \text{sgn} \left( \dot{x}_i \right) \right) \right) = -\lambda_{pi} u_i(t)$$

and the following ratios are introduced:

$$\lambda_{pi} = \frac{m_{pi}}{m_d}, \quad \lambda_{sa} = \frac{m_{sa}}{m_d}, \quad \lambda_{sp} = \frac{m_{sp}}{m_d}, \quad \omega_d = \frac{k_{\text{comb}}}{m_d}, \quad \omega_{pi} = \frac{k_{\text{pi}}}{m_{\text{pi}}}, \quad \omega_{pi} = \frac{c_{\text{pi}}}{2m_{\text{pi}}\omega_{pi}}$$

where the first three terms are the mass ratios, the third and the fourth terms are the circular frequency of vibration of the isolated deck and of the $i$-th dof of the pier and the one denotes the damping factor of the $i$-th dof of the pier.

Inspired from [26]-[28], let us introduce the time scale $\tau = t\omega_d$ in which $\omega_d$ is the fundamental circular frequency of the isolated system with infinitely rigid superstructure, considering
the equivalent stiffness of the DCFP isolator $k_{\text{comb}}$, and the seismic intensity scale $a_0$, expressed as $i\ddot{g}(t) = a_0 \ell(t)$ where $\ell(t)$ is a non-dimensional function of time describing the seismic input time-history, the following non-dimensional equations can be obtained:

\[
\psi_1(t) + \psi_1(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) = 2\xi_s \psi(t) + dh \left( \frac{1}{2} \int \frac{1}{R_0} \frac{1}{a_0} \psi(t) + \frac{\lambda_1(\psi_1)}{a_0} \text{sgn}(\psi_1) \right) + 
\]

\[
\lambda_1 \left[ \psi_1(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) \right] - 2\xi_s \psi(t) + \frac{\partial \psi_{\phi 1}}{\partial t} \psi_{\phi 1}(t) = -\lambda_2 \ell(t) + 
\]

\[
\lambda_2 \left[ \psi_1(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) + \psi_{\phi 1}(t) \right] - 2\xi_s \psi(t) + \frac{\partial \psi_{\phi 1}}{\partial t} \psi_{\phi 1}(t) + \frac{\lambda_1(\psi_1)}{a_0} \text{sgn}(\psi_1) = -\lambda_3 \ell(t)
\]

Furthermore, the following non-dimensional parameters that control the bridge system of Figure 1 have been adopted:
\[ \begin{align*}
\Pi_{\text{ia}} &= \frac{\omega_{pi}}{\omega_j}, \quad \Pi_{\text{ia}} = \lambda_{pi} = \frac{m_i}{m_j}, \quad \Pi_{\lambda_{ia}} = \lambda_{ia}, \quad \Pi_{\lambda_{sp}} = \lambda_{sp}, \\
\Pi_{\mu_{ia}}(\tilde{\psi}_d) &= \frac{\mu_i(\tilde{\psi}_d) g}{a_0}, \quad \Pi_{\mu_{ip}}(\tilde{\psi}_d) = \frac{\mu_p(\tilde{\psi}_d) g}{a_0}, \quad \Pi_{\tilde{\zeta}_{ip}} = \tilde{\zeta}_{pi}
\end{align*} \]

(12a,b,c,d,e,f,g)

\( \Pi_{\lambda}, \Pi_{\lambda_{ia}}, \Pi_{\lambda_{sp}} \) are the previously defined mass ratios, \( \Pi_{\tilde{\zeta}_{ip}} \) describes the viscous damping inherent respectively to the pier dof. Regarding the control parameters of the pier, indeed, the parameters \( \omega_{pi} \) are related to the fundamental vibration pulsation \( \omega_p \) (the first vibration mode) as well as the sum of the mass ratios is related to the overall mass ratio \( \Pi_{\lambda} = \lambda_p = \frac{\sum m_{pi}}{m_d} \) and, finally, all the damping factors are assumed equal to \( \Pi_{\tilde{\zeta}_{ip}} = \tilde{\zeta}_{p} \).

The non-dimensional parameters \( \Pi_{\mu_{ia}}, \Pi_{\mu_{ip}} \) measure the isolator strengths, provided by the friction coefficients of the two isolators, respectively. Since these parameters depend on the response through the velocities, the following parameters are used in their steads:

\[ \begin{align*}
\Pi_{\mu_{ia}}' &= \frac{\mu_{\text{max}_{ia}} g}{a_0}, \quad \Pi_{\mu_{ip}}' = \frac{\mu_{\text{max}_{ip}} g}{a_0}
\end{align*} \]

(13a,b)

It is important to observe that the normalized response of the dynamic system does not depend on the seismic intensity level \( a_0 \). Conversely, the seismic response depends also on the function \( \lambda(\tau) \) and also on the isolation circular frequency \( \omega_j \) (or period \( T_d = 2\pi / \omega_j \)).

The non-dimensional response parameters that describe the dynamic response of the deck and of the \( i \)-th dof for the pier and the two sliders are, respectively:

\[ \begin{align*}
\psi_{u_d} &= \frac{u_{d,\text{peak}} \omega_d^2}{S_A(T_d)}, \quad \psi_{x_d} = \frac{x_{d,\text{peak}} \omega_d^2}{S_A(T_d)} = \frac{(x_a + x_i) \text{peak} \omega_d^2}{S_A(T_d)}, \\
\psi_{u_p} &= \frac{u_{p,\text{peak}} \omega_p^2}{S_A(T_d)}, \quad \psi_{x_i} = \frac{x_{i,\text{peak}} \omega_d^2}{S_A(T_d)} \quad \text{with } i=1,\ldots,8
\end{align*} \]

(14a,b,c,d)

4 PARAMETRIC STUDY

This section presents the results of an extensive parametric study carried out on the bridge system of Fig. 1 to evaluate the performance of bridges isolated with DCFP bearings.

Seismic input description

The evaluation of the seismic performance of any engineered systems should account for the variability of the intensity, frequency content, and duration of the records at the site. Coherently with the performance-based earthquake engineering (PBEE) approach [29]-[30], this study separates the uncertainties related to the seismic input intensity from those related to the characteristics of the record (record-to-record variability) by introducing a scale factor, \( a_0 \), i.e. an intensity measure (IM). By this way, the randomness in the seismic intensity can be described by a hazard curve, whereas the ground motion randomness for a fixed intensity level
can be described by selecting a set of ground motion realizations characterized by a different duration and frequency content, and by scaling these records to the common $a_0$ value. In line with the criteria of efficiency, sufficiency, and hazard computability [34]-[35], in this study, the spectral pseudo-acceleration, $S_A(T_d)$, at the isolated period of the system, $T_d = 2\pi / \omega_d$, is assumed as intensity measure. This IM is related to the spectral displacement $S_d$ by the relation $S_A(T_d) = \omega_d^2 S_d(T_d)$. Many studies (e.g., [34]-[35]) demonstrated that $S_A$ is more efficient than the peak ground acceleration, and its use permits to reduce the response dispersion for the same number of ground motion considered and to obtain more confident response estimates for a given number of records employed.

<table>
<thead>
<tr>
<th>#</th>
<th>Year</th>
<th>Earthquake Name</th>
<th>Recording Station Name</th>
<th>Vs30 [m/sec]</th>
<th>Source (Fault Type)</th>
<th>M [-]</th>
<th>R [km]</th>
<th>PGA\text{max} [g]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1994</td>
<td>Northridge</td>
<td>Beverly Hills - Mulhol</td>
<td>356</td>
<td>Thrust</td>
<td>6.7</td>
<td>13.3</td>
<td>0.52</td>
</tr>
<tr>
<td>2</td>
<td>1994</td>
<td>Northridge</td>
<td>Canyon Country-WLC</td>
<td>309</td>
<td>Thrust</td>
<td>6.7</td>
<td>26.5</td>
<td>0.48</td>
</tr>
<tr>
<td>3</td>
<td>1994</td>
<td>Northridge</td>
<td>LA – Hollywood Stor</td>
<td>316</td>
<td>Thrust</td>
<td>6.7</td>
<td>22.9</td>
<td>0.36</td>
</tr>
<tr>
<td>4</td>
<td>1999</td>
<td>Duzce, Turkey</td>
<td>Bolu</td>
<td>326</td>
<td>Strike-slip</td>
<td>7.1</td>
<td>41.3</td>
<td>0.82</td>
</tr>
<tr>
<td>5</td>
<td>1999</td>
<td>Hector Mine</td>
<td>Hector</td>
<td>685</td>
<td>Strike-slip</td>
<td>7.1</td>
<td>26.5</td>
<td>0.34</td>
</tr>
<tr>
<td>6</td>
<td>1979</td>
<td>Imperial Valley</td>
<td>Delta</td>
<td>275</td>
<td>Strike-slip</td>
<td>6.5</td>
<td>33.7</td>
<td>0.35</td>
</tr>
<tr>
<td>7</td>
<td>1979</td>
<td>Imperial Valley</td>
<td>El Centro Array #11</td>
<td>196</td>
<td>Strike-slip</td>
<td>6.5</td>
<td>29.4</td>
<td>0.38</td>
</tr>
<tr>
<td>8</td>
<td>1995</td>
<td>Kobe, Japan</td>
<td>Nishi-Akashi</td>
<td>609</td>
<td>Strike-slip</td>
<td>6.9</td>
<td>8.7</td>
<td>0.51</td>
</tr>
<tr>
<td>9</td>
<td>1995</td>
<td>Kobe, Japan</td>
<td>Shin-Osaka</td>
<td>256</td>
<td>Strike-slip</td>
<td>6.9</td>
<td>46</td>
<td>0.24</td>
</tr>
<tr>
<td>10</td>
<td>1999</td>
<td>Kocaeli, Turkey</td>
<td>Duzce</td>
<td>276</td>
<td>Strike-slip</td>
<td>7.5</td>
<td>98.2</td>
<td>0.36</td>
</tr>
<tr>
<td>11</td>
<td>1999</td>
<td>Kocaeli, Turkey</td>
<td>Arcelik</td>
<td>523</td>
<td>Strike-slip</td>
<td>7.5</td>
<td>53.7</td>
<td>0.22</td>
</tr>
<tr>
<td>12</td>
<td>1992</td>
<td>Landers</td>
<td>Yermo Fire Station</td>
<td>354</td>
<td>Strike-slip</td>
<td>7.3</td>
<td>86</td>
<td>0.24</td>
</tr>
<tr>
<td>13</td>
<td>1992</td>
<td>Landers</td>
<td>Coolwater</td>
<td>271</td>
<td>Strike-slip</td>
<td>7.3</td>
<td>82.1</td>
<td>0.42</td>
</tr>
<tr>
<td>14</td>
<td>1989</td>
<td>Loma Prieta</td>
<td>Capitola</td>
<td>289</td>
<td>Strike-slip</td>
<td>6.9</td>
<td>9.8</td>
<td>0.53</td>
</tr>
<tr>
<td>15</td>
<td>1989</td>
<td>Loma Prieta</td>
<td>Gilroy Array #3</td>
<td>350</td>
<td>Strike-slip</td>
<td>6.9</td>
<td>31.4</td>
<td>0.56</td>
</tr>
<tr>
<td>16</td>
<td>1990</td>
<td>Manjil, Iran</td>
<td>Abbar</td>
<td>724</td>
<td>Strike-slip</td>
<td>7.4</td>
<td>40.4</td>
<td>0.51</td>
</tr>
<tr>
<td>17</td>
<td>1987</td>
<td>Superstition Hills</td>
<td>El Centro Imp. Co.</td>
<td>192</td>
<td>Strike-slip</td>
<td>6.5</td>
<td>35.8</td>
<td>0.36</td>
</tr>
<tr>
<td>18</td>
<td>1987</td>
<td>Superstition Hills</td>
<td>Poe Road (temp)</td>
<td>208</td>
<td>Strike-slip</td>
<td>6.5</td>
<td>11.2</td>
<td>0.45</td>
</tr>
<tr>
<td>19</td>
<td>1987</td>
<td>Superstition Hills</td>
<td>Westmorland Fire Stat.</td>
<td>194</td>
<td>Strike-slip</td>
<td>6.5</td>
<td>15.1</td>
<td>0.21</td>
</tr>
<tr>
<td>20</td>
<td>1992</td>
<td>Cape Mendocino</td>
<td>Rio Dell Overpass</td>
<td>312</td>
<td>Thrust</td>
<td>7.0</td>
<td>22.7</td>
<td>0.55</td>
</tr>
<tr>
<td>21</td>
<td>1999</td>
<td>Chi-Chi, Taiwan</td>
<td>CHY101</td>
<td>259</td>
<td>Thrust</td>
<td>7.6</td>
<td>32</td>
<td>0.44</td>
</tr>
<tr>
<td>22</td>
<td>1999</td>
<td>Chi-Chi, Taiwan</td>
<td>TCU0045</td>
<td>705</td>
<td>Thrust</td>
<td>7.6</td>
<td>77.5</td>
<td>0.51</td>
</tr>
<tr>
<td>23</td>
<td>1971</td>
<td>San Fernando</td>
<td>LA - Hollywood Stor</td>
<td>316</td>
<td>Thrust</td>
<td>6.6</td>
<td>39.5</td>
<td>0.21</td>
</tr>
<tr>
<td>24</td>
<td>1976</td>
<td>Friuli, Italy</td>
<td>Tolmezzo</td>
<td>425</td>
<td>Thrust</td>
<td>6.5</td>
<td>20.2</td>
<td>0.35</td>
</tr>
<tr>
<td>25</td>
<td>1980</td>
<td>Irpinia</td>
<td>Bisaccia</td>
<td>496</td>
<td></td>
<td>6.9</td>
<td>21.3</td>
<td>0.94</td>
</tr>
<tr>
<td>26</td>
<td>1979</td>
<td>Montenegro</td>
<td>ST64</td>
<td>1083</td>
<td>Thrust</td>
<td>6.9</td>
<td>21.0</td>
<td>0.18</td>
</tr>
<tr>
<td>27</td>
<td>1997</td>
<td>Umbria Marche</td>
<td>ST238</td>
<td>n/a</td>
<td>Normal</td>
<td>6.0</td>
<td>21.5</td>
<td>0.19</td>
</tr>
<tr>
<td>28</td>
<td>2000</td>
<td>South Iceland</td>
<td>ST2487</td>
<td>n/a</td>
<td>Strike-slip</td>
<td>6.5</td>
<td>13</td>
<td>0.16</td>
</tr>
<tr>
<td>29</td>
<td>2000</td>
<td>South Iceland (a.s.)</td>
<td>ST2557</td>
<td>n/a</td>
<td>Strike-slip</td>
<td>6.5</td>
<td>15.0</td>
<td>0.13</td>
</tr>
<tr>
<td>30</td>
<td>2003</td>
<td>Bingol</td>
<td>ST539</td>
<td>806</td>
<td>Strike-slip</td>
<td>6.3</td>
<td>14.0</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Table 1. Selected ground motions for time history analysis.

In this specific study, the choice of $S_A(T_d)$ as IM is motivated by the fact that if all the records are normalized to $S_A(T_d)$, then the normalized displacement response of a system with
period $T_d$, rigid superstructure and mounted on a frictionless isolator is equal to 1 for each record and it is not affected by the record-to-record variability. Thus, this system can be assumed as reference case for evaluating the influence of the isolator friction and of the isolation period on the response statistics. The record-to-record variability is described through a set of 30 real ground motion records reported in Table 1.

**Seismic performance description**

This study considers the following set of response parameters relevant to the performance of the isolated system (Eq. (10)): the peak isolator deformation between the two devices $u_{d,\text{max}}$ and $x_{d,\text{max}}$, the peak displacement of pier’s top relative to the ground $u_{p,\text{max}}$ and the peak relative displacement along the pier $x_{p,\text{max}}$. These parameters have been expressed in non-dimensional form according to Eqs. (11) and (13). By repeatedly solving Eqn. (9) for the ground motions records reported in Table 1, a set of samples is obtained for each output variable used to monitor the seismic performance.

In this paper, the response parameters are assumed to follow a lognormal distribution as widely employed in PBEE [29]-[30] and in many parametric studies concerning the performance of structural systems also since the log-normality assumption permits to estimate, with a limited number of samples, the response at different percentile levels, which is very useful for system reliability assessment [25],[31]-[41]. A lognormal distribution can be fitted to the generic response parameter $D$ (i.e., the extreme values $\psi_{u,i}, \psi_{x,i}, \psi_{u,p}, \psi_{x,p}$ of Eqs (11) and (12)) by estimating the sample geometric mean, $GM(D)$, and the sample dispersion, $\beta(D)$, defined as follows:

$$GM(D) = \sqrt[d_1]{d_1 \cdots d_N}$$

$$\beta(D) = \sigma_{\ln}(D) = \sqrt{\frac{\ln d_1 - \ln \left[ GM(D) \right]^2 + \cdots + \ln d_N - \ln \left[ GM(D) \right]^2}{N-1}}$$

where $d_i$ denotes the $i$-th sample value of $D$, and $N$ is the total number of samples. The sample geometric mean is an estimator of the median of the response and its logarithm coincides with the lognormal sample mean $\mu_{\ln}(D)$ [26].

**Parametric study results**

This section shows the results of the parametric study carried out to evaluate the relation between the isolation and bridge properties and the system performance, for the reference seismic input described through the ground motion records of Table 1. Note that any model uncertainty is considered in the numerical analyses [43]-[45]. The configuration of Table 2 has been used for the DCFP bearings properties.

The two DCFP devices on the abutment and on the pier are identical. So, it follows that $\pi_{\mu \mu} = \pi_{\mu p} = \pi^*_{\mu}$ as well as $\pi_{xu} = \pi_{xsp} = \pi^*_{xu}$. The parameter $\pi_{xsp}$ is assumed equal to 5%, the isolated bridge period $T_d$ is varied in the range between 2s, 2.5s, 3s, 3.5s and 4s, the pier period $T_p$ in the range between 0.05s, 0.1s, 0.15s and 0.2s. Assuming that each of the pier masses are equal, $\pi_{xu} = \lambda_p$, has been considered varying in the range between 0.1, 0.15 and 0.2, $\pi^*_{\mu}$ in the range between 0 (no friction) and 2 (very high friction). For numerical reasons, the
ratio $\Pi_\delta$ is assumed equal to 0.005. Therefore, numerical investigations have been carried out on several different systems by varying the main dynamic parameters and for two different DCFP bearing configurations for 30 different time history seismic input. For each value of the parameters of interest in the parametric study, the differential equation of motion, i.e., Eqn. (9), has been repeatedly solved for the different ground motion considered. The Bogacki-Shampine integration algorithm available in Matlab-Simulink [42] has been employed choosing a variable step to improve the solution accuracy. The probabilistic properties of the normalized response have been evaluated by estimating the geometric mean, $GM$, and the dispersion, $\beta$, of the parameters of interest through Eqns. (15) and (16).

<table>
<thead>
<tr>
<th>Case</th>
<th>$R_1/R_2$</th>
<th>$\mu_{1,max}$</th>
<th>$\mu_{2,max}$</th>
<th>$\mu_{eqv}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>$\mu_2$</td>
</tr>
</tbody>
</table>

Table 2. DCFP bearings properties within the parametric analysis.

Figs. 2-5 show the statistics ($GM$ and $\beta$ values) of the response parameters considered, obtained for different values of the system parameters varying in the range of interest. Each figure contains three surface plots, corresponding to different values of $\Pi_\delta$. Only the results corresponding to $T_p = 0.1\text{s}$ and $T_p = 0.2\text{s}$ are illustrated.

![Figure 2](image_url)

Figure 2. Normalized displacement of pier top vs. $\Pi'_\delta$ and $T_d$: median value and dispersion for $T_p = 0.1\text{s}$ (a and b) and $T_p = 0.2\text{s}$ (c and d) for different values of $\Pi_\delta$. The arrow denotes the increasing direction of $\Pi_\delta$.  
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Fig. 2 plots the results concerning the normalized displacement of pier top $\psi_{u_p}$ with respect to the ground. It is noteworthy that for very low $\Pi^*_\mu$ values, $GM\left(\psi_{u_p}\right)$ decreases by increasing $\Pi^*_\mu$, whereas for high $\Pi^*_\mu$ values it increases by increasing $\Pi^*_\mu$. Thus, there exists an optimal value of $\Pi^*_\mu$ such that the displacement of pier top is minimized. This critical value is in the range between 0 and 0.5 depending on the values of $T_d$, $T_p$ and $\Pi_\lambda$. In addition to that, $GM\left(\psi_{u_p}\right)$ decreases significantly with increasing $\Pi_\lambda$ and decreasing $T_p$, which control directly the main modal period of the pier (for higher $\omega_d^2$, smaller will be the displacement of the pier top). $T_d$ has an influence on $GM\left(\psi_{u_p}\right)$ leading to a general decrease for its increase.

The dispersion $\beta\left(\psi_{u_p}\right)$ shows a maximum value approximatively at the same value of $\Pi^*_\mu$ that gives the minimum value of $GM\left(\psi_{u_p}\right)$. The response dispersion increases with increasing vibration period $T_p$ and mass ratio $\Pi_\lambda$. From low to high values of $T_d$, the dispersion $\beta\left(\psi_{u_p}\right)$ tends to increase.

![Graphs showing normalized deck displacement vs. $\Pi^*_\mu$ and $T_d$](image)

**Figure 3.** Normalized deck displacement vs. $\Pi^*_\mu$ and $T_d$: median value and dispersion $T_p = 0.1\,s$ (a and b) and $T_p = 0.2\,s$ (c and d) for different values of $\Pi_\lambda$. The arrow denotes the increasing direction of $\Pi_\lambda$. 
Figure 4. Normalized pier bearing deformation along the lower surface vs. $\Pi^*_\mu$ and $T_\nu$: median value and dispersion for $T_\rho = 0.1s$ (a and b) and $T_\rho = 0.2s$ (c and d) for different values of $\Pi_\lambda$. The arrow denotes the increasing direction of $\Pi_\lambda$.

Figure 5. Normalized pier bearing deformation along the upper surface vs. $\Pi^*_\mu$ and $T_\nu$: median value and dispersion for $T_\rho = 0.1s$ (a and b) and $T_\rho = 0.2s$ (c and d) for different values of $\Pi_\lambda$. The arrow denotes the increasing direction of $\Pi_\lambda$. 
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Fig. 3 (a,c) shows the response statistics of the normalized deck displacement \( \psi_{u_d} \), which corresponds to the overall deformation of the bearing placed on the abutment, since this latter is the peak value with respect to the displacement relative to the pier top of the other device due to the flexibility of the pier. Obviously, \( GM(\psi_{u_d}) \) decreases significantly as \( \Pi^*_\mu \) increases. In general, the values of \( GM(\psi_{u_d}) \) increase slightly for increasing values of \( T_d \) and of \( \Pi_\lambda \), and they are not affected significantly by \( T_p \). The values of the dispersion \( \beta(\psi_{u_d}) \), plotted in Figs. 3(b,d), are very low for low \( \Pi^*_\mu \) values due to the high efficiency of the IM employed in the study, and attain their peak for high values of \( \Pi^*_\mu \). The other system parameters have a reduced influence on \( \beta(\psi_{u_d}) \) compared to the influence of \( \Pi^*_\mu \).

Fig. 4(a) and (c) show the variation with the system parameters of the geometric mean of the normalized pier bearing deformation along the lower surface \( GM(\psi_{s_1}) \), for \( T_p=0.1s \) and \( T_p=0.2s \). This parameter decreases at first quickly, and then slightly increases after values of \( \Pi^*_\mu \) close to 0.5, reaching a maximum for \( \Pi^*_\mu \) close to 1. The values of the dispersion \( \beta(\psi_{s_1}) \), plotted in Figs. 4(b,d), are very low for low \( \Pi^*_\mu \) values, and increase monotonically with \( \Pi^*_\mu \). The other system parameters have a negligible influence on \( \beta(\psi_{s_1}) \) compared to the influence of \( \Pi^*_\mu \).

Fig. 5(a) and (c) show the variation with the system parameters of the geometric mean of the normalized pier bearing deformation along the upper surface \( GM(\psi_{s_1}) \), for \( T_p=0.1s \) and \( T_p=0.2s \). This parameter decreases hyperbolically with increasing \( \Pi^*_\mu \). The values of the dispersion \( \beta(\psi_{s_1}) \), plotted in Figs. 5(b,d), are very low for low \( \Pi^*_\mu \) values, and show a maximum for \( \Pi^*_\mu \approx 1 \), reaching very high values close to 1.5. Once again, the other system parameters have a no significant influence on \( \beta(\psi_{s_1}) \) compared to the influence of \( \Pi^*_\mu \).

These last figures demonstrate the highest influence of the upper surface, characterized by higher values of the sliding friction coefficient and of the radius of curvature to define the global response of the seismic DCFP device as shown by the both statistic in Fig. 3. In fact, it is the upper surface that plays a crucial role for high intensity to elongate the isolated period and to dissipate more energy.

## 5 OPTIMAL VALUES

The existence of an optimal value of the friction coefficient able to minimize the displacement of pier top is the result of counteracting effects that occur for increasing values of the friction coefficient as already highlighted in [23]: increase of the isolator strength with increase of the equivalent stiffness and with a reduction of the corresponding equivalent fundamental vibration period; increase of participation of higher vibration modes as well as transfer of forces towards the superstructure; increase of energy dissipation (equivalent damping). Fig. 6 reports the variation of \( \Pi^*_{\mu,\text{optimum}} \) with \( \Pi_\lambda \) and \( T_p \) for \( T_d = 2s \) (Fig. 6 a) and \( T_d = 3s \) (Fig. 6 b) obtained by considering the minimization of the median (i.e., 50th percentile) of the normalized displacement of pier top \( \psi_{u_p} \) in the range of \( \Pi^*_\mu \) between 0 and 0.5. It is ob-
served that $\Pi_{\mu,\text{optimum}}$ generally increases along with $\Pi_\alpha$, $T_p$ and $T_d$. According to Eqn. (13), the optimal friction coefficient of the upper surface can be easily calculated as

$$f_{i,\text{max, opt}} = \frac{\Pi_{\mu,\text{opt}} \cdot S_d(T_d)}{g}$$

and of lower surface since the ratio is assumed equal to 4 (Table 2).

Thus, it increases linearly with the $IM$ level.

$$a) \quad T_d = 2$$

$$b) \quad T_d = 3$$

Figure 6. Critical values of normalized friction vs. $\Pi_\alpha$ and $T_p$ for $T_d = 2s$ (a) and $T_d = 3s$ (b).

6 CONCLUSIONS

This paper investigates the seismic performance of bridges isolated with double concave friction pendulum (DCF) isolators considering the pier-abutment-deck interaction. They are illustrated the results of a parametric study for different isolator and bridge properties and various response parameters that are of interest for monitoring the seismic behavior. The behavior of these systems is analyzed by employing an eight-degree-of-freedom model accounting for the pier flexibility. An ensemble of ground motions is considered to simulate the record-to-record variability effects, and a nondimensionalization of the results of the equation of motion is proposed to unveil the parameters controlling the problem.

The influence of dynamic and DCF system properties are evaluated by considering the geometric mean (GM) and dispersion of each normalised response parameter, assumed to follow a lognormal distribution.

The results demonstrate that the increase of the normalized friction coefficient leads to a decrease of the deck response whereas the normalized response of the pier presents a particular trend showing the existence of an optimal value able to minimize this curve. The value of the optimal non-normalised friction coefficient depends on the structural properties. Specifically higher values are required for high pier period combined to high isolated deck period.
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MEASUREMENTS OF AMBIENT VIBRATIONS FOR A CABLE-STAYED BRIDGE INCLUDING THE SOIL-FOUNDATION SYSTEM
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\textbf{Abstract.} This paper deals with the dynamic characterization of a cable-stayed steel-concrete composite bridge located on the Saline river, close to Pescara in central Italy, carried out during the static proof load test. The bridge is 189 m long and is composed by 4 inclined steel pipe pylons that sustain a steel-concrete composite deck by means of 40 stay cables. During the proof test, an extensive experimental campaign is carried out to check the overall structural performance before the bridge openings to traffic. In detail, the main girder deflections, the axial loads on strands, the pylons displacements, and the bearings displacements were monitored through conventional and non-conventional techniques, such as the laser scanner technique. In addition, an accelerometer array is installed during the proof test to evaluate the dynamic characteristics of the structure in its loaded and unloaded conditions through ambient vibration measurements. Sensors are positioned on the deck, on two pylons and on the foundation system, in order to characterize the whole structural dynamic behavior, including the contribution of the soil-foundation compliance. With reference to the unloaded bridge, the latter issue is analyzed in this paper, focusing on the different restraint condition exerted by the soil-foundation system of the pylons, because of the different embedment of the reinforced concrete basements. It is shown that the soil-foundation compliance has greater effects on higher modes for the bridge at hand and that possible non-symmetries due to the different foundation degree of restraint can be suitably captured through ambient vibration tests. Data from experimental tests are crucial not only to check consistency between the design and the real structure before the opening to traffic, but also to calibrate refined finite element models to be used for the structural health monitoring of the bridge. In this sense, a reliable evaluation of the contribution of the soil-foundation system is mandatory, considering that the bridge, having foundations located in the riverbed, is prone to the scour hazard.
1 INTRODUCTION

System modal identification and structural health monitoring of structures have recently drawn attention within the civil engineering community for developing real time assessment tools and for reducing uncertainties in the design and modelling of structures. In these fields, the estimation of structural dynamic properties through ambient vibration measurements play an important role since such tests are fast and easy to perform [1]. In the case of bridges, ambient vibration tests are usually performed focusing the attention of the deck accelerations, by positioning sensors over the superstructure in correspondence of piers and at midspans [2-3]. This approach generally allows a satisfactory identification of resonance frequencies but provides inaccurate information about mode shapes since displacements at the deck level may be due to both the pier deflection, the bearing compliance (which may be important in the case of isolated bridges) and the deformability of the soil-foundation system [4-6]. The latter, depending on the geotechnical context, may be relevant especially in case of scour phenomena.

This paper deals with the dynamic monitoring of a cable-stayed steel bridge performed during the proof load tests required for the bridge opening to traffic. Firstly, the overall experimental campaign scheduled during the proof load test is described, then results of the performed dynamic tests are presented. The bridge dynamic identification, achieved through ambient vibration tests performed on the unloaded bridge, is presented and results are shown in terms of modal parameters. The latter are compared with those obtained with numerical model developed for design purposes.

Finally, the contribution of the soil-foundation compliance on the bridge dynamics is investigated extending ambient measurements to the foundation system.

2 THE “FILOMENA DELLI CASTELLI” BRIDGE

The “Filomena Delli Castelli” bridge is a 189 m long cable-stayed steel-concrete composite bridge newly built over the Saline river in Pescara, central Italy (Fig. 1), which allows road and cycle-pedestrian connections between the Municipalities of Montesilvano and Città Sant’Angelo.

The bridge has 3 spans of length 42.6, 103.4 e 42.6 m and is composed by a twin girder directly supporting cross-beam composite deck, supported by 40 stay cables anchored in semifan system to two pylons made with concrete filled steel tubes. All the stay cables, composed by up to 37 seven-wire parallel-strands with an extruded HDPE sheath, are anchored to the upper flange of the main girders, excepting the four external ones, which are fixed to the concrete abutments to limit displacements of pylons. One strand of each stay is equipped with a load cell. The deck has variable width from 19.2 to 22.8 m, which includes a cycle-pedestrian path on the downstream side, and is composed by two 14.1 m spaced and 1.2 m high I shaped girders, and 4.5 m spaced cross-beams with cantilevers, both supporting a 25 cm thick concrete slab.

Each pylon has two inclined steel tubes of different height and diameter 1.9 m, filled with concrete in the lower part (16 m) and connected by a box steel cross-beam under the deck level; pylons on the upstream side are 34 m high, while those on the downstream side are 37 m high. Each pylon is fixed over a conical trunk shape r.c. basement by means of Dywidag steel anchor bolts and supported by a piled raft foundation. The upstream and downstream pylon foundations are connected to each other through a r.c. tie beam. The seismic protection of the bridge is achieved through Lead Rubber Bearings (LRB) located at the 2 pylon cross-beams in the middle position. The remaining support devices are multidirectional negative load pot bearings.
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3 EXPERIMENTAL PROGRAMME

The final proof test of the bridge was executed in October 2019; 12 fully loaded trucks were used, and two load configurations were considered to get the design bending moments at Serviceability Limit State in the most stressed cross-sections of the deck. The load test allows comparison between theoretical displacements (obtained from the design numerical model) and the experimental ones and the evaluation of the residual deflection of the deck after load removal. Moreover, dynamic tests were executed to compare numerical and experimental modal parameters of the bridge at both unloaded and loaded conditions.

The following response parameters were monitored during the different phases of the load tests to evaluate the overall static and dynamic behavior of the bridge:

i) deflections of the main girders, through a topographic measurement station;
ii) axial load of strands, through load cells;
iii) deck and pylons displacements through a Laser Scanner (LS) technology;
iv) horizontal displacements of some support devices, through centesimal comparators;
v) tracking of the modal parameters (frequencies, damping ratios and mode shapes) of the bridge during test, through Ambient Vibration Tests (AVTs);
vi) resonant frequencies from impact tests (obtained by a truck passing over an artificial bump);
vii) resonant frequencies of a typical truck to exclude possible bridge-truck interactions;
viii) continuous measurement of the air temperature and the temperature of the road pavement.

This paper addresses results of the dynamic identification of the overall structure at unloaded conditions, focusing on the contribution of the soil-foundation compliance on the interpretation of the bridge dynamics.

4 DYNAMIC IDENTIFICATION OF THE OVERALL BRIDGE

The bridge dynamic identification is obtained through AVTs performed before the proof load test. The vibrations are due to environment effects, i.e. microtremors, wind, river waves, and anthropic activities, i.e. car and train traffic close to the structure. The latter are measured through low noise uniaxial piezoelectric accelerometers, connected to a data acquisition system by means of coaxial cables. A laptop equipped with a LabVIEW [7] software is used to control and store the data. Sensors are located on the structure according to the arrangement...
shown in Fig. 2. As for the superstructure (Fig. 2a), 15 accelerometers are placed on the deck in 5 representative cross sections to identify the bending, transverse and torsional deck modes while 4 accelerometers are positioned on the downstream pylons (2 at each pylon) to measure the longitudinal and transverse accelerations and to capture their contribution on the overall vibration modes of the bridge.

Additionally, 10 sensors are located on the conical r.c. basements of the two downstream side pylons (Fig. 2b): for each basement, 3 sensors are oriented to measure the vertical accelerations in order to identify the foundation rocking, while the remaining 2 sensors are oriented to measure the transverse and longitudinal accelerations, respectively, to capture the translational components of the motion. During the test, 30 minutes long records with 2048 Hz frequency sampling rate are acquired. This time length provides enough data to obtain modal parameters with a good accuracy, as reported in [8], where a length of the acquired time window of about 1000-2000 times the period of the fundamental mode is recommended. In AVTs the input is neither controlled nor known, and it is assumed to have a flat spectrum such as a white noise; therefore, to identify the bridge modal parameters the output-only technique working in the time domain called Covariance-driven Stochastic Subspace Identification (SSI-COV) [9] is used.

The data post-processing provides the natural frequencies, damping ratios and mode shapes of the investigated structure; in detail, Fig. 3 shows the first 6 bridge vibration modes together with the relevant resonant frequency and damping ratio of the bridge at unloaded conditions. The first three modes represent the first bending, the first torsional and the second bending mode of the deck, respectively; the fourth and fifth modes are both typical of the second deck torsional mode, however, mode shapes are also characterized by a significant bending of the edge spans that, in turn, governs the response of the lateral spans more than the torsion. Finally, the sixth mode is the typical third bending deck mode.

Fig. 4 shows the stabilization diagram through which modes have been identified; in detail, a mode is assumed to be stable if the frequency variation $\Delta f$, the damping ratio variation $\Delta \xi$ and the Modal Assurance Criterion (MAC) between two subsequent model order are less than 1 and 2% for $\Delta f$ and $\Delta \xi$, respectively, and higher than 99% for the MAC. The first Singular Value (SV) line is also reported for completeness.

![Diagram of sensors layout](image)

**Legend of symbols:**
- **Green**: Longitudinal accelerometers
- **Red**: Transverse accelerometers
- **Blue**: Vertical accelerometers

**Figure 2**: Sensors layout: (a) arrangement on the deck and (b) on the basements.
Figure 3: Experimental modal parameters of the unloaded bridge.

Figure 4: Stabilization diagram.
5 COMPARISON BETWEEN EXPERIMENTAL AND NUMERICAL RESULTS

The experimental modal parameters obtained from AVTs are compared with the numerical ones achieved from the finite element (f.e.) model of the whole bridge developed for design purposes (Fig. 5). All the structural components are modelled as frame elements and the concrete deck slab is included considering the relevant effective widths above the steel members (both girders and cross-beams). The model, which was adopted for the design of the superstructure, neglects the foundation system, and the pylons are clamped at the base. The two girders are supported by multidirectional supports and links simulating the dissipative devices, consistently with the real restraint scheme of the bridge. An eigenvalue analysis is performed, and the first four numerical natural frequencies obtained are listed in Tab. 1 together with the experimental ones previously described. As can be seen, the numerical model provides natural frequency values lower than the experimental ones (from 9% for the 1st mode to around 30% for the 4th mode) meaning that the global stiffness of the real structure is higher than the expected one, as usually expected from the outcomes of proof static and dynamic load tests. In particular, the torsional stiffness of the real deck is higher than the one captured by the model, which foresees the use of beam element. Indeed, for a more reliable prediction of the contribution of the warping to the bridge, a more accurate model should be developed adopting shell elements for the steel members.

To compare the mode shapes, the Modal Assurance Criterion (MAC) index is calculated and reported in Fig. 6. It can be observed that the first four numerical mode shapes are very similar to the first four experimental ones, as can be deduced from the matrix diagonal entry values which are close to 100% (MAC = 100% perfect matching, MAC = 0% no matching). However, although numerical and experimental mode shapes are very similar, the experimental and numerical frequency values are not very close. Accordingly, a bridge f.e. model refinement and calibration is suggested to obtain a numerical model able to accurately capture the dynamic behavior of the real bridge not only in terms of mode shapes but also of natural frequency values; this could be useful, for example, as starting point for a Structural Health Monitoring (SHM) system. Research is moving in this direction.

![Figure 5: Design f.e. model of the bridge (concrete slab excluded from the view).](image)

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency [Hz]</th>
<th>Numerical</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>0.77</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>2nd</td>
<td>0.96</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>3rd</td>
<td>0.88</td>
<td>1.31</td>
<td></td>
</tr>
<tr>
<td>4th</td>
<td>1.47</td>
<td>1.77</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Comparison between experimental and numerical natural frequencies.
6 INVESTIGATION OF THE FOUNDATION DEFORMABILITY

In order to provide useful information for the model refinement and calibration, the contribution of the soil-foundation deformability on the overall bridge dynamics is investigated, extending measurements of vibrations to the foundation basements. As previously stated, pylons are fixed on conical r.c. basements founded on piled raft foundations, which have the same geometry (Fig. 7a).

However, during the execution of the AVTs, the basements were differently embedded in the soil, as can be observed in Fig. 7b from which it is evident that one of the pylon foundations is located within the riverbed. The different foundation embedment can provide different restraint conditions to the basements, as will be analyzed and discussed in this section. In order to verify this assumption, the modal displacements obtained from accelerometers placed on the pylons are analyzed.

A first clue to the fact that the restraint conditions of south pylons may be different is provided by the absolute values of the pylons modal displacements shown in Tab. 2. Indeed, it can be observed that displacements relevant to pylon P1 (with a lower basement embedment) are greater than those relevant to pylon P2, indicating an overall higher deformability of the element. For modes 1, 2 and 6, which are supposed to be symmetric according to the structural geometry, the average modal displacements evaluated experimentally at P1 are about 37% higher than those at P2 in the longitudinal direction (data of P#-L) and about 92% in the transverse direction (data of P#-T). Previous percentages are largely dominated by the contribution of the 6th mode for which an evident larger deformability of the south edge span is evident in Fig. 3.

The soil-foundation compliance is further investigated through the analysis of signals recorded by sensors located at the foundation basements. Fig. 8 shows the Power Spectral Density (PSD) of the sensors together with the first SV line obtained from sensors located on the deck; the superposition of data is useful to address the significance of the soil-foundation compliance on the identified resonance frequencies and mode shapes. Unfortunately, some signals are very noisy (DL, D2Z, D3Z) so that a complete and reliable evaluation of modal displacements at the foundation level is difficult to be obtained.

However, some interesting considerations can be done. Firstly, as expected, the soil foundation compliance produces greater effects on higher modes as demonstrated by high peaks in the PSD of signals registered at the foundation basements that locate mainly in correspondence of the 4th, 5th and 6th modes of the bridge. Furthermore, data confirm the hypothesis of the larger deformability of the soil-foundation system P1 with respect to P2; indeed, accelerations registered at the foundation of P1 are sensibly higher than those registered at the foundation of P2.
Table 2: Pylons modal displacements in longitudinal (L) and transverse (T) direction.

<table>
<thead>
<tr>
<th>Accelerometer (Fig. 2)</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
<th>Mode 5</th>
<th>Mode 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1-L</td>
<td>0.229</td>
<td>0.090</td>
<td>0.379</td>
<td>0.111</td>
<td>0.105</td>
<td>0.264</td>
</tr>
<tr>
<td>P1-T</td>
<td>0.096</td>
<td>0.048</td>
<td>0.080</td>
<td>1.000</td>
<td>1.000</td>
<td>0.775</td>
</tr>
<tr>
<td>P2-L</td>
<td>0.194</td>
<td>0.085</td>
<td>0.348</td>
<td>0.173</td>
<td>0.015</td>
<td>0.141</td>
</tr>
<tr>
<td>P2-T</td>
<td>0.057</td>
<td>0.032</td>
<td>0.072</td>
<td>0.196</td>
<td>0.590</td>
<td>0.299</td>
</tr>
</tbody>
</table>

Figure 7: Pylon foundation systems: (a) schematic layout, (b) north and south basement pictures.

Figure 8: PSD of the sensors placed on the basement.
7 CONCLUSIONS

The dynamic characterization of a cable-stayed steel-concrete composite bridge in central Italy carried out during the static proof load test has been presented in this paper. The bridge is 189 m long and is composed by 4 inclined steel pipe pylons that sustain a steel-concrete composite deck by means of 40 stay cables. Sensors have been installed on the deck, on two pylons and on the foundation system, in order to characterize the whole structural dynamic behavior, including the contribution of the soil-foundation compliance. With reference to the unloaded bridge, the latter issue has been analyzed focusing on the different restraint condition exerted by the soil-foundation system of the pylons, because of the different embedment of the reinforced concrete basement.

Although some signals acquired at the foundations resulted to be very noisy, making it difficult to obtain a reliable and complete evaluation of the effects of the soil-foundation compliance on mode shapes, important considerations arise from the signal analyses, which may be crucial to calibrate refined f.e. models for the SHM of the bridge at hand. Finally, ambient vibration tests extended to foundations revealed capable to capture and to monitor the soil-foundation system compliance, which may be important for bridges subjected to pier scour hazard.
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Abstract. The increasing use of lightweight materials in construction, such as fiber reinforced polymer (FRP) composites or aluminum, together with rising architectural tendencies towards slender and stunning layouts are enabling to dramatically decrease the weight of contemporary structures. This fact involves a positive reduction of the structural carbon footprint, but it poses a challenge to complying with vibration serviceability limit state (VSLS) under human-induced loading. Indeed, ultra-lightweight structures (with relatively low inherent mass and damping) may undergo vertical vibration in a broader frequency band than those built in the past and be prone to human-structure interaction (HSI), which should be considered when assessing VSLS of these structures.

Instead of adding structural mass or performing expensive structural stiffening to rectify the vibration problem, the integration of smart damping strategies could be an optimum solution that has additional benefits of preserving lightweight nature of these structures. This paper presents a case study of vibration control of an ultra-lightweight FRP truss footbridge. This work investigates the influence of three types of inertial mass controllers (passive, semi-active and active) on the vibration control of the bridge in the presence, as well as in the absence, of HSI. It was found that active vibration control was the less deteriorated when considering HSI in comparison with passive and semi-active control strategies.
1 INTRODUCTION

The contemporary structural design framework is evolving towards a state of greater creative freedom. Nowadays, designers can make use of a wide variety of tools in order to satisfy the increasingly demanding requirements for new structures. The use of lightweight materials such as fiber reinforced polymers (FRP) or aluminium, have enabled development of "minimum weight" structures. Sizing of structures types with moderate strength demands and strict vibration serviceability requirements (e.g. footbridges and composite floor systems) is now governed by vibration criteria rather than ultimate limit state [1]. However, substantial reduction of structural self-weight, is to be achieved, requires integration of vibration control measures in the design stage in order to satisfy VSLS under Human-induced loading.

Up to now, human-induced vibrations of lightweight structures were mainly caused by resonant behaviours of certain vibration modes located within the high-energy frequency content of dynamic loading generated by humans. For example, traditionally, lightweight steel footbridges with vertical natural frequencies up to 5 Hz were considered prone to excessive vibration in resonance excitation by one of the first two harmonics of dynamic force generated by humans. In the case of lightweight steel floor systems, this resonant vibration has been usually related to the third harmonic of the human loading [2].

Ultra-lightweight structures may additionally undergo undesired vibrations due to either non-resonant responses excited by lower harmonics of the human loading, or resonant loading related to higher and less energetic harmonics of the human loading. Hence, for FRP or aluminium structures even higher modes up to or above 10 Hz could respond considerably [3]. Furthermore, whilst the mass of a human in classic steel lightweight structures is much lower than the structural modal mass, this is no longer the case in ultra-lightweight structures. Indeed, human body mass cannot be simply modelled as equivalent dead load. Instead, their interaction with the structural vibration have to be accounted for. Thus, to properly assess the VSLS in ultra-lightweight structures, it is necessary to model humans as interactive dynamic systems. A simple way to achieve this is to model the human as a Mass-Spring-Damper-Actuator system connected to the structure [4].

Future structures will need to be sustainable in terms of material usage and maintenance, and serviceable in terms of static deflection and dynamic comfort. Fortunately, there are many strategies to minimize the dynamic response of a structural system. Among these strategies, inertial controllers are the most widespread damping technology applied to "lively" civil engineering structures [5]. They consist of an inertial mass that applies counteract forces on the structure. They have an advantage of not needing a reference support to react so they can be simply placed on the structural point to be controlled. In practice, inertial controllers can be implemented in three different ways according to the nature of the control: passive, semiactive or active. The passive devices, most commonly known as Tuned Vibration Absorbers (TVAs), are able to damp resonant vibrations when tuned to a single problematic natural frequency of the structure [6]. The Semi-active Tuned Vibration Absorbers (STVAs) are able to adjust the stiffness or damping properties of the controller in real time, by means of smart dampers (usually magneto-rheological dampers). They can control several closed vibration modes as well as vibration modes with time-varying modal parameters [7]. Active Vibration Absorvers (AVAs) make use of actuators for introducing counteract control forces to the lively structure in real time, allowing to mitigate both resonant and non-resonant responses, even over a relatively broad frequency range [8].
These three control systems can be studied and designed as a feedback system, so the design problem is set to be a closed-loop system. Up to now, many design strategies based on feedback control have been proposed, however, from the authors' knowledge, none of them have yet considered the influence of the HSI as another element which also feeds back the structure to be controlled. When considering HSI, the dynamic properties of the structure change, and so, the inertial controllers which were designed without taking into account this effect could be degraded. This paper intends to assess the influence of the HSI on the performance of three inertial controllers applied to an existing FRP laboratory footbridge, designed to be as lively as possible under human-induced dynamic loading [3].

The remainder of the paper is organized as follows. First the structure will be described in Section 2. Section 3 outlines the closed-loop system model that incorporates HSI. Section 4 provides selected results on the performance of the three inertial mass controllers in presence and absence of HSI. Finally, Section 5 provides conclusions.

2 STRUCTURE

The main aims of designing the studied FRP bridge was to produce a laboratory facility exceptionally responsive to dynamic excitation by human walking and enable research in pedestrian-structure dynamic interaction (Figure 1). To achieve this aim, it was set that the bridge should withstand vibration amplitude of up to 100 mm, on top of the static deflection (of 47.5 mm for the adopted design solution) due to self-weight.

Figure 1: FRP Laboratory Footbridge.

The truss structure with 16.8 m span and 1.4 m overhangs at both ends, is made of three types of FRP structural elements as depicted in Figure 2. The bottom chords are simply supported using four steel bearings, including a roller at one end. All connections are executed using stainless steel bolts. Total mass of the bridge is 1400 kg only. More detailed description of the bridge is available in the paper by Russell et al. 2019 [3].
The first two vibration modes have natural frequencies at 2.5 Hz (first vertical flexural mode) and at 3.4 Hz (first torsion mode), as shown in Figure 3. It is expected this bridge can achieve vertical acceleration up to around 10 m/s\(^2\) under a single pedestrian walking to excite resonance in the first vibration mode at 2.5 Hz. Indeed, the maximum permitted dynamic deflection of 100 mm (span/170) at 2.5 Hz would correspond to a peak acceleration of almost 25 m/s\(^2\). In practice, these vibrations are likely to be much lower due to vibration attenuation effects caused by walker-footbridge interaction. Therefore, the primary aim of designing a bridge that can resist the stress under single walker exciting the resonance and, at the same time, be lively was executed successfully [10].

Note that the bridge has not been designed to fulfil the usual design requirement of satisfying the Ultimate Limit State under a live load of 5 kN/m\(^2\), as loading of about 500 kg/m\(^2\) by people is not representative for this (and many other) footbridges. The bridge can accommodate several people working on the deck to set up the tests. The deflection due to a single 75 kg person standing at mid-span is 6.5 mm, and therefore deflection due to a few people walking on the bridge at the same time is much less than the 100 mm limit.
This laboratory facility employs much less material than a structure that would comply with VSLS. For this study, an acceleration of 1 m/s² has been considered the target value for the control systems. To computationally test the implemented control measures, a single person bouncing loading scenario is utilised.

3 INERTIAL MASS CONTROLLERS AND HUMAN-STRUCTURE INTERACTION

This paper focuses on the control of the most responsive first flexural vibration mode at 2.5 Hz. This simplification means that this is only a first step in our study known that ultra-lightweight structures tend to display multi-mode dynamic responses excited by several resonant and non-resonant harmonics. The model for general control scheme considered can be divided in three parts: the structure, the human and the inertial controller.

The human and the inertial controller can be modelled as two different elements feeding back to the main structure and changing the system’s dynamic properties (and consequently the dynamic response). In this section, the three parts of the dynamic model are described in detail.

3.1 The structural model

The case study footbridge has been modelled as an equivalent mass-spring-damper system, which represents the vertical dynamic response of the first flexural mode at mid span, with a mass of 650 kg, a natural frequency of 2.5 Hz, and a damping ratio of 0.94 % [10]. The transfer function between the acceleration response and the excitation force is as follows:

\[
G_s(s) = \frac{s^2 X(s)}{F_h(s)} = \frac{1/m_s s^2}{s^2 + 2 \omega_s \zeta_s s + \omega_s^2},
\]

where \( s = j \omega \) is the Laplace variable, \( \omega_s = 2f \pi f_s \) is the circular natural frequency of the structure (rad/s), \( f_s \) is the responding natural frequency in Hz and \( m_s \) and \( \zeta_s \) are the mass (kg) and damping ratio of the first vibration mode at mid-span. Moreover, \( F_h(s) \) is the Laplace transform of the external human force acting on the structure and \( s^2 X_s(s) \) is the Laplace transform of the structural acceleration, Where \( X_s(s) \) denotes the Laplace transform of the structural displacement. Figure 4 shows the structure block diagram.

**Figure 4:** Block diagram of the structure without HSI.

3.2 The human model

First, a non-interactive human model is considered. Given the high accelerations expected (as shown in Section 4), it is reasonable to think that the interaction between the human and the
structure will have significant influence on structural vibration. To account for this, the second model is an interactive model that includes the dynamics of the human.

For the non-interactive model, a dynamic bouncing force measured using a laboratory force plate is used to represent the human on the structure as depicted in Figure 4.

Two force waveforms have been applied in the non-interactive simulations: one at resonance conditions of 2.5 Hz (Figure 5) and the other, out of resonance at 2 Hz. Each force record is 20 s long.

The interactive model considers the dynamics of the human body using a Mass-Spring-Damper-Actuator system attached to the structure [11]. Thus, the human is defined by means of its body’s natural frequency $f_h$, damping ratio $\zeta_h$ and mass $m_h$. In addition, a harmonic force generated by the human muscles is also accounted for via a pair of action-reaction forces acting simultaneously on both the footbridge and the human, here named as human interactive force or $F_{hi}$.

When considering HSI, the dynamic analysis of the new system (structure + human) is performed assuming that this interaction can be modelled as a closed-loop in which the human feeds back to the main structure. This feedback loop is easily deduced from the force balance illustrated in Figure 6, which is governed by the following equations:

\begin{align*}
F_t &= k_h(x_h - x_s) + c_h(\dot{x}_h - \dot{x}_s) \quad (2) \\
-m_h\ddot{x}_h &= (F_t - F_{hi}) \quad (3) \\
m_s\ddot{x}_s + c_s\dot{x}_s + k_s x_s &= (F_t - F_{hi}) \quad (4)
\end{align*}

where $x_h$ is the human displacement, $k_h = \omega_h^2 m_h$ is the stiffness of the human model, $\omega_h = 2\pi f_h$ is the natural circular frequency of the human and $c_h = 2\omega_h m_h \zeta_h$ is the viscous damping of the human. Additionally, $x_s$ is the structural displacement, $k_s = \omega_s^2 m_s$ is the structure’s stiffness and $c_s = 2\omega_s m_s \zeta_s$ is the viscous damping of the structure. $F_t$ is the transmitted passive force between the structure and the human.
The human parameters considered are: mass $m_h$ of 66 kg, natural frequency $f_h$ of 2.3 Hz and a damping ratio $\zeta_h$ of 25%. Additionally, the muscle force generated by the human modeled as an actuator force $F_{hi}$ has a forcing frequency of either 2.5 Hz or 2.0 Hz while its amplitude is 25% of the human weight:

$$F_{hi}(t) = Q\alpha \sin(2\pi f t),$$

where $Q$ is the human weight taken of 660 N and $\alpha = 0.25$.

Figure 7 shows the force exerted by the human actuator for bouncing at resonance when accounting for HSI. Note that the amplitude of $F_{hi}$ is lower than the amplitude of $F_h$ used for the non-interactive loading model (Figure 5). Finally, the block diagram for the described system is shown in Figure 8. This diagram makes use of the structure’s transfer function described in Equation 1 apart from two additional transfer functions used for modelling the interaction:
\[ G_h(s) = \frac{s^2 X_{hi}(s)}{F_{hi}(s)} = \frac{s^2}{m_h s^2 + c_h s + k_h} = \frac{1}{m_h} \frac{s^2}{s^2 + 2 \omega_h \zeta_h s + \omega_h^2} \]  

(6)

\[ G_{HSI}(s) = \frac{s^2 X_{hi-\text{HSI}}(s)}{s^2 X_{s}(s)} = \frac{c_h s + k_h}{m_h s^2 + c_h s + k_h} = \frac{2 \omega_h \zeta_h s + \omega_h^2}{s^2 + 2 \omega_h \zeta_h s + \omega_h^2} \]  

(7)

![Figure 8: Closed-loop scheme for modelling HSI.](image)

The main idea under this formulation is that the external force entering the structural system is equal to the inverse of the inertial force experienced by the human in real time. Thus, the human acceleration can be decomposed into two different components, one due to its motion \( \ddot{x}_{hi} \), and a second human acceleration caused by the structural motion \( \ddot{x}_{hi-\text{HSI}} \). The first one can be directly obtained from the human actuator force by using the transfer function \( G_h(s) \). The second is obtained using the transfer function \( G_{HSI}(s) \) from the structural acceleration. By summing up the two components and multiplying them by the negative human mass, the external force on the structural system is derived, and so, the interaction loop is closed.

### 3.3 Tuned Vibration Absorber

The TVA can also be modelled as a closed feedback loop. The same idea used to model the HSI is now applied to the TVA. Hence, the external force entering the structural system due to the TVA is equal to the inverse of the inertial force of the TVA. The following transfer function similar to the one used for the HSI is defined as:

\[ G_{TV}(s) = \frac{s^2 X_T(s)}{s^2 X_{s}(s)} = \frac{c_T s + k_T}{m_T s^2 + c_T s + k_T} = \frac{2 \omega_T \zeta_T s + \omega_T^2}{s^2 + 2 \omega_T \zeta_T s + \omega_T^2} \]  

(8)

where \( \omega_T = 2f \pi f_T \) is the circular natural frequency of the TVA (rad/s), \( f_T \) is the respective natural frequency in Hz and \( m_T \), \( k_T \) and \( \zeta_T \) are the mass (kg), stiffness (N/m) and damping ratio of the TVA and \( c_T = 2\omega_T \zeta_T m_T \).
The dynamic system is now composed of a two-closed loops scheme, as shown in Figure 9.

![Diagram of double closed-loop scheme](image)

Figure 9: Double closed-loop scheme to model the structure with a TVA and HSI.

The TVA parameters have been designed using the approximation provided by Asami and Nishihara [12], based on the $H_\infty$ for primary structural systems with negligible damping. The following expressions provide the optimal $\omega_T$ and $\zeta_T$ which minimizes the structure acceleration for a given $m_T$:

$$\eta = \sqrt{\frac{1}{1 + \mu}} \quad (9)$$

$$\zeta_T = \sqrt{\frac{3\mu}{8(1 + \mu)^3}} \sqrt{1 + \frac{27}{32\mu}} \quad (10)$$

where $\mu = m_T/m_S$ is the absorber-to-the-primary-system mass ratio. A mass ratio of 2\% which corresponds to $m_T = 13kg$ has been selected. Parameter $\eta = \omega_T/\omega_S$ is the absorber-to-the-primary-system frequency ratio, in this case 0.99. Finally, $\zeta_T$ is 8.7\%. The TVA has been designed following an optimum law which does not consider the influence of the HSI.

### 3.4 Semi-Active Tuned Vibration Absorber

The STVA has been designed using an on-off phase control-strategy [13]. This control strategy has been adopted due to its simplicity for implementing it in practical applications. Indeed, the real-time parameters required for this phase control are easy to measure: the structure acceleration, instead of the displacement, and the inertial mass velocity. The structural response is minimised when the velocity of the inertial mass $\dot{x}_T$ and the structural acceleration $\ddot{x}_S$ have opposite phases. Thus, the inertial controller objective is to facilitate a mass motion as close as possible to this phase. The aforementioned behaviour is equivalent to a 90° phase lag between the structural acceleration and the control force. Thus, when the whole system behaves as desired, the viscous damping of the STVA should be small (ideally zero), however when the phase behaviour is not the correct one, the damper is blocked introducing a control force into the system [14]. The following phase control is summed up as follows:

$$\begin{cases}
\dot{x}_S \cdot \dot{x}_T \leq 0 \quad \Rightarrow \quad c_T = c_{\text{min}} \\
\dot{x}_S \cdot \dot{x}_T > 0 \quad \Rightarrow \quad c_T = c_{\text{max}}
\end{cases} \quad (11)$$

(normal functioning)

(blocking functioning)
where \( c_{\text{min}} \) is the minimum viscous damping given the minimum damper force when the STVA is working properly. The lower \( c_{\text{min}} \) results in better performance of STVA. Parameter \( c_{\text{max}} \) is the maximum viscous damping providing the maximum damper force which corresponds to the state of damper blocked. The magnitude \( \ddot{x}_s \) needs to be measured using an accelerometer and \( \dot{x}_t \) might be estimated from the integration of an accelerometer signal installed on the inertial mass. Both signals are low-pass filtered in order to avoid control instabilities related to the on-off control law. Note that the design parameters of the STVA correspond to those calculated for the TVA except for \( c_{\text{min}} \) and \( c_{\text{max}} \) that are equal to 0.1 and 50 times the value of the \( c_T \) for the TVA, respectively. Figure 10 illustrates the non-linear closed loop used to model the STVA, in presence of HSI. Note that if \( c_T \) is constant, then block diagrams of Figures 9 and 10 become the same.

![Figure 10: Double closed-loop scheme to model the structure with a STVA considering the HSI.](image)

### 3.5 Active Vibration Absorber

Direct Velocity Feedback (DVF) control strategy has been used for the AVA. This means that the control force introduced into the system using an actuator is in phase with structure’s velocity. Although DVF is, by its nature, unconditionally stable, when accounting for the actuator dynamics, the closed-loop system becomes conditionally stable and the stability margin has to be studied prior to the implementation [15]. The velocity estimated is multiplied by a control gain \( K_C \) producing a command signal in terms of voltage to the actuator. Firstly, the limit control gain for stability is derived by classical root locus techniques, \( K_{C,\text{lim}} \approx 70 \). Finally, a control gain \( K_C \) equal to \( K_{C,\text{lim}}/2 \) has been chosen providing enough stability gain margin and leading to a safe implementation [16]. The actuator transfer function between the transmitted control force and the control voltage is considered as a second-order proof-mass actuator model:

\[
G_{AVA}(s) = \frac{150 s^2}{s^2 + 5.7 s + 8.2^2}
\]  

where the circular natural frequency of the actuator is \( \omega_A = 8.2 \text{ rad/s (1.3 Hz)} \) and \( 2\zeta_a\omega_a = 5.7, \ \zeta_a \) being the actuator damping ratio. The chosen AVA has an inertial mass equal of 13 kg, the same as the one used for the TVA and STVA. The natural frequency of the actuator is a critical parameter when controlling low-frequency vibrations. The lower the natural frequency of the
actuator is, the closer to linear the behaviour of the actuator is. A sufficiently small, but realistic, value for the actuator passive behaviour in terms of natural frequency has been chosen. Note that the shaker’s natural frequency can be changed by means of changing the passive stiffness or by the use of more sophisticated control laws [17]. Figure 11 depicts the feedback scheme for the AVA.

![Double closed-loop scheme to model the structure with a AVA considering the HSI](image)

**Figure 11**: Double closed-loop scheme to model the structure with a AVA considering the HSI

### 4 RESULTS

Figures 12 and 13 provide the resonant response of the structural system under bouncing action without and with HSI, respectively. Three serviceability indicators are calculated: the Peak acceleration value, the maximum value of the running 1 s root mean square acceleration (often referred to as Maximum Transient Vibration Value or MTVV) and the cumulative Vibration Dose Value (VDV).

When assessing the structural response at resonance, the accelerations reached without considering HSI are not only excessive but also unlikely to be achieved. Once the HSI is taken into account, the dynamic response decreases significantly. In both cases, the structure exceeds the vibration serviceability limit of $1 \text{ m}/\text{s}^2$ for peak acceleration. Therefore there is a need to apply inertial vibration controllers to reduce the structural vibration.

When including HSI into the dynamic analysis, the system to be controlled is no longer the structure. The human is a new element to be considered as is influences the dynamic properties of the system to be controlled. The inertial vibration controllers reduce their damping capacity at resonance (especially the TVA and STVA), due to part of the energy introduced into the structure is damped by the very human system which generates it. This fact can be observed in Figure 14 where the VDV of all the dynamic loading cases are compared. The VDV is a suitable vibration serviceability parameter to use for this comparison because of its cumulative nature. To explain the controllers performance out of resonance is a bit more complicated and would require an overall and deep comprehension of the interaction phenomena between all the elements that compound the dynamic system.

The AVA is by far the most effective of the three inertial controllers considered, and it is the only solution capable of reducing the peak acceleration at resonant bouncing below the established threshold of $1 \text{ m}/\text{s}^2$ (Figure 13d). Therefore, active control is the most promising damping technique for controlling ultra-weight structures, as it is able to effectively cancel complex dynamic responses compound of resonant and non-resonant harmonics.
Figure 12: Resonance response of the structure without HSI under bouncing loading.
Figure 13: Resonance response of the structure with HSI under bouncing loading.
5 CONCLUSIONS

In this paper, three types of inertial controllers (Passive, Semi-active and Active) have been applied to an ultra-lightweight FRP footbridge conceived as a unique laboratory facility to investigate the HSI. The dynamic response of the first flexural vibration mode of the structure and the controllers’ performance have been numerically studied in the presence and absence of HSI.

The uncontrolled case without HSI leads to an unrealistic acceleration of $23.5 \text{ m/s}^2$. However, when the HSI is included the acceleration is reduced to a realistic value of $2.4 \text{ m/s}^2$. Moreover, when HSI is included, the controllers reduce drastically their performance, mainly due to the fact that they were designed without taking into account the HSI. The improvements for the resonant case (with interaction) were 34%, 60% and 74% for passive, semi-active and active, respectively in terms of VDV. However for non-resonant excitation, the only controller able to mitigate vibration was the AVA with a 50% of improvement.

This paper is a first study on the performance of inertial controllers for human-induced excitation of structures prone to show HSI. Future works on the design of inertial controllers should include the HSI and the resulting human-structure model should be carefully analyzed in order to propose new controller design strategies for these unexplored systems.
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Abstract. This paper studies serviceability assessment of footbridges through a non-deterministic approach. The parameters defining pedestrian-induced loading and the structural dynamic properties are characterized through possible ranges of variation. Starting from analytical expressions for the spectral moments of the structural response, the improved interval analysis is applied together with an optimization strategy that allows us to obtain the bounds of the standard deviation of the footbridge acceleration and of the mean value and cumulative distribution function of its maximum value. Based on this approach, a possible interval of variation of the structural response is evaluated, rather than a single deterministic value. Thus, an interval level of comfort can be defined.
1 INTRODUCTION

Serviceability assessment of footbridges is commonly carried out, based on current guidelines (e.g., [1]), by comparing a deterministic value of the expected maximum acceleration and suitable thresholds defining different comfort classes. Actually, the problem should be tackled through a non-deterministic approach due to the uncertainties characterizing both pedestrian-induced loading (i.e. dynamic loading factor, pedestrian weight and step frequency) and the structural dynamic properties (i.e. modal damping ratios, natural frequencies and modal masses). An approach accounting only for the errors connected with the estimate of structural parameters has been introduced through a fuzzy analysis [2]. Based on the characterization of the coefficient of variation of both the loading and the structural uncertain parameters, the propagation of uncertainties on the serviceability assessment of footbridges has been studied adopting the Taylor series expansion technique [3]. Furthermore, Monte Carlo simulations have been performed assuming plausible probability distributions of the uncertain parameters, and the probability distribution of the mean value of the maximum acceleration has been estimated numerically [3].

Actually, probability distributions of the loading and structural parameters are not available, but the literature analysis in [3] provides possible ranges of variation of these parameters. Thus, a suitable tool for taking into account uncertainties in serviceability assessment of footbridges is interval analysis (e.g., [4], [5]). In this paper, starting from the analytical expression for the spectral moments of the structural response [6], the improved interval analysis [4] is applied together with an optimization strategy (see e.g., [7]) that allows us to obtain the bounds of the maximum footbridge acceleration. Based on this approach, serviceability assessment is carried out within a non-probabilistic framework, and an interval level of comfort is estimated.

2 ANALYTICAL FORMULATION

The force exerted on footbridges in multi-pedestrian traffic condition is commonly schematized in the time domain as the sum of moving harmonic loads with random amplitude, frequency and velocity. Based on this force model, serviceability assessment has to be carried out through Monte Carlo simulations.

According to the Equivalent Spectral Model (ESM) [6], multi-pedestrian loading can be modelled as an equivalent Gaussian stationary random process. Considering the first mode shape of a simply-supported beam of length \( L \), \( \phi(x) = \sin(\pi x / L) \), the power spectral density function (PSDF) of the modal force \( F_j(t) \) is given by:

\[
S_{F_j}(\omega) = \frac{N_p}{4} (\alpha G)^2 p_{\Omega}(\omega) \]

where \( N_p \) is the number of pedestrians, \( \alpha \) is the mean value of the dynamic loading factor, \( G \) is the mean value of the weight of pedestrians, \( p_{\Omega}(\omega) \) is the probability density function (PDF) of the circular step frequency of pedestrians, assumed as normally-distributed with mean value \( \mu_{\omega} \) and standard deviation \( \sigma_{\omega} \). The spectral moments of zero- and second-order of the acceleration of the \( j \)-th principal coordinate \( p_j(t) \) can be approximated as follows:

\[
\lambda_{0,p_j} = \frac{\pi \omega_j S_{F_j}(\omega_j)}{4 \xi_j M_j^2} = \sigma_{p_j}^2; \quad \lambda_{2,p_j} = \frac{\pi \omega_j^2 S_{F_j}(\omega_j)}{4 \xi_j M_j^2} \]
where \( M_j \), \( \omega_j \) and \( \xi_j \) are, respectively, the \( j \)-th modal mass, natural circular frequency and damping ratio of the structure. The maximum acceleration of the \( j \)-th principal coordinate in the time interval \( T \) is then defined as the following random process:

\[
\ddot{p}_{j,\text{max}}(T) = \max_{0 \leq t \leq T} |\ddot{p}_j(t)|
\]

where the time interval \( T \) can be conventionally defined as a multiple of the average crossing time of pedestrians \((T=NL/c_m, N=10, c_m=0.9 \mu m/2\pi).\)

Under the Poisson’s assumption of independent up-crossings of a prescribed threshold, the cumulative distribution function (CDF) of the maximum acceleration is defined as follows:

\[
L_{\ddot{p}_{j,\text{max}}}(b,T) = \Pr[\ddot{p}_{j,\text{max}}(T) \leq b] = \exp \left[ -2 \nu_{\ddot{p}_j} T \exp \left( -\frac{b^2}{2\sigma_{\ddot{p}_j}^2} \right) \right]
\]

where \( \nu_{\ddot{p}_j} \) is the expected frequency of the acceleration of the \( j \)-th principal coordinate, given by:

\[
\nu_{\ddot{p}_j} = \frac{1}{2\pi} \sqrt{\frac{\lambda_{\ddot{p}_j}}{\lambda_{\omega_j}}} = \frac{\omega_j}{2\pi}.
\]

The mean value of the maximum mid-span acceleration can be approximated according to Davenport’s formulation ([8], [9]) as follows:

\[
\bar{q}_{\text{max}} = \mathbb{E} [\ddot{p}_{j,\text{max}}] = g_{\ddot{p}_j} \sigma_{\ddot{p}_j}^\prime; \quad g_{\ddot{p}_j} = \sqrt{2\ln(2\nu_{\ddot{p}_j} T) + \frac{0.5772}{\sqrt{2\ln(2\nu_{\ddot{p}_j} T)}}}
\]

3 INTERVAL SERVICEABILITY ASSESSMENT

Interval serviceability assessment is based on the assumption of uncertain loading and structural parameters, represented as interval variables [10] according to the interval model of uncertainty:

\[
x^\prime = \left\{ \mu_{\omega_j}' \sigma_{\omega_j}' \alpha' G' \omega_j' \xi_j' M_j' \right\}^T
\]

where the apex denotes interval variables. Each component of the vector \( x^\prime \), i.e. the \( k \)-th interval variable \( x_k^\prime \), is defined as:

\[
x_k^\prime = x_{0,k} \left( 1 + \Delta x_k \hat{e}_k \right)
\]

where \( \hat{e}_k' = [-1,1] \) is the so-called extra unitary interval [4], \( x_{0,k} \) and \( \Delta x_k \) are the midpoint and normalized deviation amplitude, defined as follows:

\[
x_{0,k} = \frac{x_k + \bar{x}_k}{2}; \quad \Delta x_k = \frac{\bar{x}_k - x_k}{2x_{0,k}}
\]

being \( x_k \) and \( \bar{x}_k \) the lower bound (LB) and upper bound (UB) of the interval variable \( x_k^\prime \).

Based on the interval representation of the involved quantities, the PSDF of the modal force is an interval function:
As a consequence, also the spectral moments of zero- and second-order of the acceleration of the \( j \)-th principal coordinate are interval variables:

\[
\lambda_{0,p_j}^j = \frac{\pi \omega_j S_j^j(\omega_j)}{4 \xi_j^j (M_j^j)^2} \left( \sigma_{p_j}^j \right)^2; \quad \lambda_{2,p_j}^j = \frac{\pi (\omega_j)^3 S_j^j(\omega_j)}{4 \xi_j^j (M_j^j)^2}.
\] (11)

The interval CDF is defined as:

\[
L_{p_j,\text{max}}^j(b,T) = \exp \left[ -2 \nu_{p_j}^j T \exp \left( -\frac{b^2}{2\left( \sigma_{p_j}^j \right)^2} \right) \right]
\] (12)

where the interval expected frequency is:

\[
\nu_{p_j}^j = \frac{1}{2\pi} \sqrt{\frac{\lambda_{2,p_j}^j}{\lambda_{0,p_j}^j}} = \frac{\omega_j}{2\pi}.
\] (13)

Finally, the interval mean value of the maximum acceleration process is defined as follows:

\[
\ddot{q}_{\text{max}}^j = g_{p_j}^j \sigma_{p_j}^j; \quad g_{p_j}^j = \sqrt{2\ln(2\nu_{p_j}^j T^i)} + \frac{0.5772}{\sqrt{2\ln(2\nu_{p_j}^j T^i)}}.
\] (14)

The LB and UB of the standard deviation of the acceleration are given by:

\[
\sigma_{p_j}^j = \min_{x\in x^j} \left\{ \sqrt{\frac{\pi \omega_j S_j^j(\omega_j)}{4 \xi_j^j M_j^2}} \right\}; \quad \bar{\sigma}_{p_j}^j = \max_{x\in x^j} \left\{ \sqrt{\frac{\pi \omega_j S_j^j(\omega_j)}{4 \xi_j^j M_j^2}} \right\}.
\] (15)

Analogously, the LB and UB of the CDF of the maximum acceleration are:

\[
L_{p_j,\text{max}}^j(b,T) = \min_{x\in x^j} \left\{ \exp \left[ -2 \nu_{p_j}^j T \exp \left( -\frac{b^2}{2\sigma_{p_j}^j} \right) \right] \right\};
\] (16)

\[
\overline{L}_{p_j,\text{max}}^j(b,T) = \max_{x\in x^j} \left\{ \exp \left[ -2 \nu_{p_j}^j T \exp \left( -\frac{b^2}{2\sigma_{p_j}^j} \right) \right] \right\}.
\]

The LB and UB of the maximum mid-span acceleration are given by:

\[
\ddot{q}_{\text{max}}^j = \min_{x\in x^j} \left\{ \sqrt{2\ln(2\nu_{p_j}^j T^i)} + \frac{0.5772}{\sqrt{2\ln(2\nu_{p_j}^j T^i)}} \right\} \sigma_{p_j}^j;
\] (17)

\[
\overline{\ddot{q}}_{\text{max}}^j = \max_{x\in x^j} \left\{ \sqrt{2\ln(2\nu_{p_j}^j T^i)} + \frac{0.5772}{\sqrt{2\ln(2\nu_{p_j}^j T^i)}} \right\} \sigma_{p_j}^j.
\]
Finally, the *coefficients of interval uncertainty* (c.i.u.) for the two response quantities of interest can be defined as the ratio between their deviation amplitude and their midpoint as follows:

\[
\text{c.i.u.}[\sigma_{p_j}^i] = \frac{\overline{\sigma}_{p_j} - \underline{\sigma}_{p_j}}{\overline{\sigma}_{p_j} + \underline{\sigma}_{p_j}};\quad \text{c.i.u.}[\dot{q}_{\text{max}}^i] = \frac{\overline{\dot{q}}_{\text{max}} - \underline{\dot{q}}_{\text{max}}}{\overline{\dot{q}}_{\text{max}} + \underline{\dot{q}}_{\text{max}}}.
\]  

(18)

### 4 NUMERICAL APPLICATION

Current guidelines require to perform serviceability assessment of footbridges by comparing a deterministic value of the expected maximum acceleration and suitable thresholds defining different comfort classes. Table 1 reports the threshold values as defined by SETRA [1].

<table>
<thead>
<tr>
<th>Comfort class</th>
<th>Min [m/s²]</th>
<th>Max [m/s²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>Medium</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Minimum</td>
<td>1</td>
<td>2.5</td>
</tr>
<tr>
<td>Unacceptable</td>
<td>2.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Comfort classes (SETRA).

In this Section, serviceability assessment of an ideal footbridge is carried out. Results of a conventional evaluation are compared with those deriving from interval analysis. In particular, at first interval analysis is carried out assuming fixed normalized deviation amplitudes of the parameters based on [3]. Then, an increasing degree of uncertainty is considered according to the following definition of the interval variables:

\[
x_k^i(\beta) = x_{0,k}(1 + \beta\Delta x_k^i), \quad 0 \leq \beta \leq 1.
\]

(19)

Furthermore, three different interval analyses are carried out: considering all the parameters as uncertain, i.e. full uncertainty analysis (FU), taking into account only the uncertainties in the structural parameters (SU), and taking into account only uncertainties in the loading parameters (LU).

An ideal, steel, simply-supported beam with span length \(L=50\) m, a deck width \(b=2\) m is analyzed [3]. Considering load category III, sparse crowd [1], a pedestrian density \(\rho=0.5\) pedestrians/m² is assumed, i.e. \(N_p=50\), and the predicted maximum acceleration applying SETRA procedure is \(\dot{q}_{\text{max}}=2.15\) m/s², falling into a minimum comfort class according to Table 1. Interval analysis is carried out assuming the midpoint and the normalized deviation amplitude of the uncertain parameters in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(x_{0,k})</th>
<th>(\Delta x_k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu_{op}) [rad/s]</td>
<td>2 π 1.88</td>
<td>0.03</td>
</tr>
<tr>
<td>(\sigma_{op}) [rad/s]</td>
<td>2 π 0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>0.35</td>
<td>0.20</td>
</tr>
<tr>
<td>(G) [N]</td>
<td>700</td>
<td>0.10</td>
</tr>
<tr>
<td>(\omega) [rad/s]</td>
<td>2 π 1.88</td>
<td>0.10</td>
</tr>
<tr>
<td>(\xi) [%]</td>
<td>0.42</td>
<td>0.60</td>
</tr>
<tr>
<td>(M_f) [kg]</td>
<td>50000</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 2: Midpoint and normalized deviation amplitude of interval variables (Example 1).
The nominal solutions for the standard deviation and the mean value of the maximum acceleration are $\sigma_{\text{fp}} = 0.50 \text{ m/s}^2$ (Eq.(2)), $\bar{q}_{\text{max}} = 1.94 \text{ m/s}^2$ (Eq. (6)). Table 3 reports the LB and UB of $\sigma_{\text{fp}}^l$ (see Eq.(15)) and $\bar{q}_{\text{max}}^l$ (see Eq. (17)) together with their c.i.u. (see Eq. (18)), obtained in the three analyses. The significant deviation amplitudes of the uncertain parameters (Table 2) lead to very large c.i.u., especially if all the parameters (structural and loading) are considered as uncertain (FU). However, the uncertainty in the dynamic response is mainly governed by the uncertainties in the structural parameters. When only loading parameters are assumed as uncertain (LU), the deviation amplitude of the response is significantly reduced. It should be remarked that the maximum acceleration obtained applying SETRA procedure is higher than the nominal value and it is close to the UB provided by interval analysis if only loading uncertainties are accounted for (LU). In all the other cases (FU and SU), SETRA prediction is well below the UB provided by interval analysis, and it can be non-conservative.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>$\sigma_{\text{fp}}$</th>
<th>$\sigma_{\text{fp}}^l$</th>
<th>c.i.u.[$\sigma_{\text{fp}}^l$]</th>
<th>$\bar{q}_{\text{max}}$</th>
<th>$\bar{q}_{\text{max}}^l$</th>
<th>c.i.u.[$\bar{q}_{\text{max}}^l$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>FU</td>
<td>0.13</td>
<td>1.29</td>
<td>0.82</td>
<td>0.49</td>
<td>5.02</td>
<td>0.82</td>
</tr>
<tr>
<td>SU</td>
<td>0.25</td>
<td>0.88</td>
<td>0.56</td>
<td>0.97</td>
<td>3.42</td>
<td>0.56</td>
</tr>
<tr>
<td>LU</td>
<td>0.32</td>
<td>0.72</td>
<td>0.38</td>
<td>1.26</td>
<td>2.81</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Table 3: LB, UB and c.i.u. of the standard deviation of the response and of the maximum acceleration (Example 1).

Figure 1 provides the UB and LB of $\sigma_{\text{fp}}^l$ (a) and its c.i.u. (b) versus the coefficient $\beta$ which measures the degree of uncertainty according to Eq. (19): results obtained for the three different analyses (FU, SU, LU) are reported. Fig. 1(a) shows that the interval of variation of the standard deviation of the response is very wide, especially if both loading and structural uncertainties are taken into account (FU). From Fig. 1(b) it can be deduced that the c.i.u. is almost proportional to the degree of uncertainty $\beta$. Furthermore, the c.i.u. takes values lower than 10% only if a small degree of uncertainty of the parameters is assumed, or at least structural parameters are assumed as deterministic. When all the parameters are assumed as uncertain, the c.i.u. is very large.

(a)                                                                                       (b)

Figure 1: UB and LB of standard deviation of the acceleration (a) and its coefficient of the interval uncertainty (b) for increasing degree of uncertainty (Example 1).
Figure 2 provides the LB and UB of the CDF of the maximum acceleration for $\beta = 1$, for the full uncertainty analysis (FU), taking into account only the uncertainties in the structural parameters (SU), and taking into account only uncertainties in the loading parameters (LU). From Fig. 2, the LB and UB of the probability of falling within each comfort class can be estimated. It can be deduced that, if the nominal values of the parameters are assumed, the footbridge will surely fall within a minimum comfort class. When all the parameters are considered as uncertain, the UB and LB of the CDF are extremely far from each other: considering the LB of the CDF, the maximum footbridge acceleration is surely higher than 4 m/s$^2$, and thus the comfort level is unacceptable, while considering the UB of the CDF, the maximum acceleration is almost surely lower than 0.5 m/s$^2$ and the maximum comfort level is assured. When only the structural or the loading parameters are considered as uncertain, the interval of variation of the CDF becomes narrower. For example, if only loading parameters are considered as uncertain, the LB of the CDF falls within unacceptable comfort class and the UB of the CDF falls within a minimum comfort class.

![Figure 2 UB and LB of the CDF of the maximum acceleration ($\beta = 1$) (Example 1).](image)

Figure 2 UB and LB of the CDF of the maximum acceleration ($\beta = 1$) (Example 1).

Figure 3 provides the UB and LB of $\ddot{y}_{\text{max}}$ compared with the comfort limits provided by SETRA (a) and its c.i.u. (b) for increasing degree of uncertainty. Figure 3(a) shows that, if all the parameters are considered as uncertain and the maximum degree of uncertainty is assumed, then the interval of variation of the response is so wide that the footbridge could fall in any comfort class (from unacceptable to maximum comfort). If only the uncertainties of the loading are considered, the footbridge is almost surely in a minimum comfort class, as predicted by SETRA guideline. As regards structural uncertainties, if the degree of uncertainty is small then interval serviceability assessment provides a minimum comfort class, while for large degree of uncertainty a comfort level ranging from minimum to unacceptable can be obtained. From Fig. 3(b), it can be deduced that the c.i.u. of the maximum acceleration has the same trend as the one of the standard deviation of the response (Fig. 1(b)). Also from a quantitative point of view, the two c.i.u. are almost coincident: the uncertainty in the maximum acceleration is then governed by the uncertainty in the standard deviation.

In order to assess the influence of uncertainties on serviceability assessment of footbridges less sensitive to human-induced vibrations, a second footbridge is analyzed. The same parameters listed in Table 2 are considered, except for the natural circular frequency $\omega_0$: its nominal value is not coincident with the nominal value of the mean step circular frequency,
but it is assumed $2\pi 2.17$ rad/s. Figure 4 is analogous to Figure 3, but it is referred to this second example. Results are similar to the ones obtained for Example 1 from a qualitative point of view. From a quantitative point of view, Figure 4(a) shows that the comfort level of this footbridge is surely higher than the one of Example 1. In particular, if the degree of uncertainty is small ($\beta<0.25$) the footbridge comfort class can range between mean and minimum. However, if all the parameters are considered as uncertain and the maximum degree of uncertainty is assumed, then the interval of variation of the response is so wide that also this footbridge could fall in any comfort class (from unacceptable to maximum comfort). Figure 4(b) shows that the coefficient of interval uncertainty is even larger than in Example 1. In particular, if all the uncertainties are taken into account, for high degree of uncertainty the c.i.u. tends to an asymptotic value.

![Figure 3](image1.png)

![Figure 4](image2.png)

5 CONCLUSIONS

Serviceability assessment of footbridges is studied through a non-deterministic approach, modelling structural and loading parameters as interval variables. Based on this approach, the standard deviation of the footbridge acceleration and the mean value of the maximum accel-
eration are also interval variables, while the cumulative distribution function of the maximum acceleration is an interval function.

The application to an ideal case study has shown that the high degree of uncertainty in the loading and structural parameters leads to very large intervals of variation of the response. If all the parameters are considered as uncertain and the maximum degree of uncertainty is assumed, then the interval of variation of the response is so wide that the footbridge could fall in any comfort class (from unacceptable to maximum comfort). The separate analysis of the role of the structural and loading parameters has shown that uncertainty in the structural parameters provides a determinant contribution to the variation of the response. In order to obtain narrow intervals of variation of the response, a reliable characterization of the loading and of the structural properties is mandatory.
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Abstract. This paper presents an analytical approximation to describe the vertical and horizontal vibrations of clamped-clamped beams subjected to a single pedestrian induced load. No intra—person variability is considered and only a single crossing is taken into account. This approximation is performed by choosing a suitable trigonometric function that well estimates the dynamic properties and mode shape of the system. Moreover, the approximation enables to find the relationship between the loading parameters such as the step frequency and velocity and, the dynamic properties of the system as the natural frequency and damping. Furthermore, approximation formulas are presented for peak displacements, velocities and accelerations in the damped, low damped and undamped cases. Finally, amplifications factors and minimum design mass curves are defined using non dimensional parameters, aiming to contribute to a fast pedestrian bridge dynamic assessment for systems whose mode shapes reassemble the mode shape of a clamped—clamped beam, for both walking and running pedestrian load cases.
1 INTRODUCTION

As high strength materials become more readily available, lightweight structures and slender structures are more commonly produced, having well aesthetic design whilst less material is being used. Consequently, new lightweight and lively structural systems may exhibit larger deformations than old heavy structures, making them susceptible to a dynamic excitation. This is the case for many newly constructed footbridges.

The behaviour of footbridges are heavily dependent on the natural frequency of the structure itself. In this way, the dynamic effects need to be considered due to the high levels of accelerations obtained when the frequencies associated with pedestrian loading are within the range of the fundamental natural frequencies of the structural system. Additionally, the pedestrians introduce both vertical and horizontal forces meaning that, structural systems may become vulnerable in different directions and serviceability criteria of lightweight structures of pedestrian bridges can be easily exceeded.

Different load case scenarios are considered in the design stage and assessment of footbridges. Consider the Sétara design code for footbridges [1], in which by finding the equivalent number of pedestrians synchronized in a footbridge, gives a procedure to address the walking crowd scenario in order to assess serviceability levels of the system. However, no specific procedure is given for the running load event like marathons nor the cases in which a single or few runners excite the structural system while walking or standing pedestrians are present, exceeding the serviceability levels required. This is the case of [2], in which a single runner was able to surpass the acceleration limit. To this aim, fast and reliable tools for design and assessment aiming to address the running load case in footbridges are necessary as well as more research on the subject is required.

In the present work, the moving harmonic load problem is studied in the context of pedestrian bridge dynamics for a clamped—clamped beam system. The interest in this subject relies on the fact that, the symmetric mode shape of vibration of tied arch bridges and frame type bridges, which are typical structural topologies found in footbridges, can be approximated and reasssembled to the first mode of vibration of a clamped—clamped beam. In this way, the aforementioned approximation is here presented focusing on the comparison between the influence of walking and running in the response of footbridges.

2 PROBLEM FORMULATION

Consider a theoretical model of a clamped—clamped beam subjected to a single time varying force $F(t)$, moving with a constant velocity $v$ from the left side to the right-hand side of the continuous system shown in Figure 1.

In this work, it is considered $y(x,t)$ as the deflection of the beam along the vertical axis $y$, evaluated at the horizontal position $x$ in the time $t$, $m$ is the linear density of the beam, $E$ is the elastic modulus of the beam, $I$ the inertia of the system, $c_e$ the external damping coefficient and $c_i$ the internal damping coefficient as considered in [3]. The span length $L$ of the clamped—clamped beam model is considered as the effective length of the typical symmetric mode shape of a tied arch bridge. The equation of motion of the system is set as:
\[ m \ddot{y} + c \dot{y} + c_i I \dddot{y} + EI \dddot{y} = F(t) \delta(x - vt), \quad 0 \leq vt \leq L \] (1)

In which dots (\( \dot{\cdot} \)) represent a time derivative, primes (\( \prime \)) indicate a spatial derivative respect to the horizontal coordinate \( x \) of the system, \( \delta \) is the Dirac function. For a clamped—clamped beam, the boundary conditions are:

\[
\begin{align*}
y(0, t) &= 0 \\
y(L, t) &= 0 \\
y'(0, t) &= 0 \\
y'(L, t) &= 0 
\end{align*}
\] (2)

Initial conditions considered as:

\[
\begin{align*}
y(x, 0) &= 0 \\
\dot{y}(x, 0) &= 0 
\end{align*}
\] (3)

And the time varying force \( F(t) \) defined as [1]:

\[
F(t) = G_0 + \sum_{i=1}^{3} G_i \sin(2\pi f_{\text{step}} i t) 
\] (4)

Where \( G_0 \) denotes the weight of the pedestrian and \( G_i = DLF_i \cdot G_0 \), in which \( DLF_i \) refers to the dynamic load factor \( i \) of the pedestrian load in accordance to the activity performed by the pedestrian.

Let us consider, as an approximation, the first vibration mode \( \phi_1 \) of the beam as a linear combination of assumed functions that satisfy boundary conditions as a "shape function" that well suits the problem as:
\[
\phi_1(x) = 1 - \cos^2 \left( \frac{\pi x}{L} \right) = \frac{1}{2} \left( 1 - \cos \left( \frac{2\pi x}{L} \right) \right) \tag{5}
\]

Considering the modal superposition method, the response of the beam can be approximated by its first mode of vibration as:

\[
y(x,t) = \sum_{n=1}^{m} \phi_n(x) q_n(t) \approx \phi_1(x) q_1(t) \tag{6}
\]

\[
\dot{y}(x,t) \approx \phi_1(x) \dot{q}_1(t) \tag{6}
\]

\[
\ddot{y}(x,t) \approx \phi_1(x) \ddot{q}_1(t) \tag{6}
\]

Where \(q_n\) represents the generalized coordinate of the \(n\)th mode. Equation (6) applies under the hypothesis that the first mode of vibration very well suits and represents the system’s behaviour under a moving harmonic load with an exciting frequency \(f_{\text{step}}\) closed to the natural frequency of the system \(f_1\). Substituting (6) in (1), multiplying the resulting equation by the assumed mode shape function \(\phi_1\) and integrating along the beam axis, one obtains:

\[
m\ddot{q}_1(t) \int_0^L (\phi_1(x))^2 dx + \dot{q}_1(t) \left[ c_e \int_0^L (\phi_1(x))^2 dx + c_i I \int_0^L (\phi_1(x))^4 \phi_1(x) dx \right] +

EIq_1(t) \int_0^L (\phi_1(x))^4 \phi_1(x) dx = \int_0^L F(t) \delta(x - vt) \phi_1(x) dx \tag{7}
\]

In which the natural frequency of vibration of the system becomes:

\[
\omega_1^2 = \frac{EI \int_0^L (\phi_1(x))^4 \phi_1(x) dx}{m \int_0^L (\phi_1(x))^2 dx} \tag{8}
\]

In this way, the numerator and the denominator of equation (8) denote the modal stiffness and the modal mass of the first mode of vibration, respectively. Solving the integrals one gets:

\[
K_1 = EI \int_0^L (\phi_1(x))^4 \phi_1(x) dx = \frac{2\pi^4 EI}{L^3} \tag{9}
\]

\[
M_1 = m \int_0^L (\phi_1(x))^2 dx = \frac{3}{8} mL \tag{10}
\]
And the natural frequency is then defined as:

$$\omega_1^2 = \frac{K_1}{M_1} = \frac{16\pi^4 EI}{3L^4 m}$$  \hspace{1cm} (11)$$

Under the hypothesis of Rayleigh’s damping in which $c_e = \alpha_e m$ and $c_i = \alpha_i E$, the damping coefficient $\xi_1$ is defined as:

$$\xi_1 = \frac{1}{2} \left( \frac{\alpha_e}{\omega_1} + \alpha_i \omega_1 \right)$$  \hspace{1cm} (12)$$

And, equation (7) is reduced to the equivalent dynamic equation in the modal coordinates $q_1(t)$ as:

$$\ddot{q}_1(t) + 2\xi_1\omega_1 \dot{q}_1(t) + \omega_1^2 q_1(t) = \frac{8}{3mL} F(t) \phi_1(vt) \left( 1 - \cos \left( \frac{2\pi vt}{L} \right) \right)$$  \hspace{1cm} (13)$$

Substituting the assumed mode shape function ones gets:

$$\ddot{q}_1(t) + 2\xi_1\omega_1 \dot{q}_1(t) + \omega_1^2 q_1(t) = \frac{8}{3mL} F(t) \phi_1(vt) \frac{1}{2} \left( 1 - \cos \left( \frac{2\pi vt}{L} \right) \right)$$  \hspace{1cm} (14)$$

By neglecting $G_0$ and considering a general harmonic component $i$ in the load model presented in equation (4), it follows that:

$$\ddot{q}_{1,i}(t) + 2\xi_1\omega_1 \dot{q}_{1,i}(t) + \omega_1^2 q_{1,i}(t) = \frac{8}{3mL} G_i \sin(2\pi f_{step} i t) \frac{1}{2} \left( 1 - \cos \left( \frac{2\pi vt}{L} \right) \right)$$  \hspace{1cm} (15)$$

And, using the principle of superposition and trigonometric identities the general problem can be reduced to the summation of the threefold components:

$$q_{1,i}(t) = z_{1,i}(t) + z_{2,i}(t) + z_{3,i}(t)$$  \hspace{1cm} (16)$$

In which $z_{1,i}(t), z_{2,i}(t)$ and $z_{3,i}(t)$ correspond to the following threefold problems:

$$\ddot{z}_{1,i}(t) + 2\xi_1\omega_1 \dot{z}_{1,i}(t) + \omega_1^2 z_{1,i}(t) = \frac{8}{3mL} G_i \sin(2\pi f_{step} i t)$$  \hspace{1cm} (17)$$

$$\ddot{z}_{2,i}(t) + 2\xi_1\omega_1 \dot{z}_{2,i}(t) + \omega_1^2 z_{2,i}(t) = -\frac{8}{3mL} \frac{G_i}{4} \sin \left( 2\pi f_{step} i - \frac{2\pi v}{L} \right) t$$

$$\ddot{z}_{3,i}(t) + 2\xi_1\omega_1 \dot{z}_{3,i}(t) + \omega_1^2 z_{3,i}(t) = -\frac{8}{3mL} \frac{G_i}{4} \sin \left( 2\pi f_{step} i + \frac{2\pi v}{L} \right) t$$
From equations (17), a beating phenomena can be identified as a consequence of the definition of the load in terms of harmonic components and the spatial wave that defines the mode shape of vibration. Finally, the solution of the aforementioned equations can be found in [3] and it is here adapted:

\[
z_{1,i}(t) = \frac{G_i L^3}{4\pi^4 E I} \frac{1}{(1 - S_{1,i}^2)^2 + (2\xi_1 S_{1,i})^2} \left\{ (1 - S_{1,i}^2) \sin(\Omega_{1,i} t) - 2\xi_1 S_{1,i} \cos(\Omega_{1,i} t) + e^{-\xi_1 \omega_1 t} \right\}
\]

\[
z_{2,i}(t) = -\frac{G_i L^3}{8\pi^4 E I} \frac{1}{(1 - S_{2,i}^2)^2 + (2\xi_1 S_{2,i})^2} \left\{ (1 - S_{2,i}^2) \sin(\Omega_{2,i} t) - 2\xi_1 S_{2,i} \cos(\Omega_{2,i} t) + e^{-\xi_1 \omega_1 t} \right\}
\]

\[
z_{3,i}(t) = -\frac{G_i L^3}{8\pi^4 E I} \frac{1}{(1 - S_{3,i}^2)^2 + (2\xi_1 S_{3,i})^2} \left\{ (1 - S_{3,i}^2) \sin(\Omega_{3,i} t) - 2\xi_1 S_{3,i} \cos(\Omega_{3,i} t) + e^{-\xi_1 \omega_1 t} \right\}
\]

Where \(\Omega_{1,i}, \Omega_{2,i}\) and \(\Omega_{3,i}\) are the loading frequencies defined as:

\[
\begin{align*}
\Omega_{1,i} &= 2\pi f_{\text{step}}^i \quad (19) \\
\Omega_{2,i} &= 2\pi f_{\text{step}}^i - \frac{2\pi v}{L} \\
\Omega_{3,i} &= 2\pi f_{\text{step}}^i + \frac{2\pi v}{L}
\end{align*}
\]

The factors \(S_{1,i}, S_{2,i}\) and \(S_{3,i}\) are:

\[
\begin{align*}
S_{1,i} &= \frac{\Omega_{1,i}}{\omega_1} \quad (20) \\
S_{2,i} &= \frac{\Omega_{2,i}}{\omega_1} \\
S_{3,i} &= \frac{\Omega_{3,i}}{\omega_1}
\end{align*}
\]

And \(\omega_{d1}\) represents the damped frequency of the system:

\[
\omega_{d1} = \omega_1 \sqrt{1 - \xi_1^2} \quad (21)
\]
Furthermore, magnification factors of the components of each solution in (18) can be defined as:

\[
\Phi_{1,i} = \frac{1}{(1 - S_{1,i}^2) + (2\xi_1 S_{1,i})^2} \left\{ (1 - S_{3,i}^2) \sin(\Omega_{1,i}t) - 2\xi_1 S_{1,i} \cos(\Omega_{1,i}t) + \right.
\]

\[
e^{-\xi_1 \omega_1 t} \left[ 2\xi_1 S_{1,i} \cos(\omega_d t) + \frac{S_{1,i}}{\sqrt{1 - \xi_1^2}} (2\xi_1^2 + S_{1,i}^2 - 1) \sin(\omega_d t) \right] \right\} 
\]

\[
\Phi_{2,i} = \frac{1}{(1 - S_{2,i}^2) + (2\xi_1 S_{2,i})^2} \left\{ (1 - S_{3,i}^2) \sin(\Omega_{2,i}t) - 2\xi_1 S_{2,i} \cos(\Omega_{2,i}t) + \right.
\]

\[
e^{-\xi_1 \omega_1 t} \left[ 2\xi_1 S_{2,i} \cos(\omega_d t) + \frac{S_{2,i}}{\sqrt{1 - \xi_1^2}} (2\xi_1^2 + S_{2,i}^2 - 1) \sin(\omega_d t) \right] \right\} 
\]

\[
\Phi_{3,i} = \frac{1}{(1 - S_{3,i}^2) + (2\xi_1 S_{3,i})^2} \left\{ (1 - S_{3,i}^2) \sin(\Omega_{3,i}t) - 2\xi_1 S_{3,i} \cos(\Omega_{3,i}t) + \right.
\]

\[
e^{-\xi_1 \omega_1 t} \left[ 2\xi_1 S_{3,i} \cos(\omega_d t) + \frac{S_{3,i}}{\sqrt{1 - \xi_1^2}} (2\xi_1^2 + S_{3,i}^2 - 1) \sin(\omega_d t) \right] \right\} 
\]

Then, the solution of the modal coordinates for a given harmonic component \( i \) can be written as follows:

\[
q_{1,i}(t) = \frac{G_i L^3}{4\pi^4 EI} \left( \Phi_{1,i} - \frac{\Phi_{2,i}}{2} - \frac{\Phi_{3,i}}{2} \right) 
\]

\[
\dot{q}_{1,i}(t) = \frac{G_i L^3}{4\pi^4 EI} \left( \dot{\Phi}_{1,i} - \frac{\dot{\Phi}_{2,i}}{2} - \frac{\dot{\Phi}_{3,i}}{2} \right) 
\]

\[
\ddot{q}_{1,i}(t) = \frac{G_i L^3}{4\pi^4 EI} \left( \ddot{\Phi}_{1,i} - \frac{\ddot{\Phi}_{2,i}}{2} - \frac{\ddot{\Phi}_{3,i}}{2} \right) 
\]

And, the final solution becomes:

\[
y(x, t) = \frac{L^3}{4\pi^4 EI} \left( 1 - \cos \left( \frac{2\pi x}{L} \right) \right) \sum_{i=1}^{3} G_i \left( \Phi_{1,i} - \frac{\Phi_{2,i}}{2} - \frac{\Phi_{3,i}}{2} \right) 
\]

\[
\dot{y}(x, t) = \frac{L^3}{4\pi^4 EI} \left( 1 - \cos \left( \frac{2\pi x}{L} \right) \right) \sum_{i=1}^{3} G_i \left( \dot{\Phi}_{1,i} - \frac{\dot{\Phi}_{2,i}}{2} - \frac{\dot{\Phi}_{3,i}}{2} \right) 
\]

\[
\ddot{y}(x, t) = \frac{L^3}{4\pi^4 EI} \left( 1 - \cos \left( \frac{2\pi x}{L} \right) \right) \sum_{i=1}^{3} G_i \left( \ddot{\Phi}_{1,i} - \frac{\ddot{\Phi}_{2,i}}{2} - \frac{\ddot{\Phi}_{3,i}}{2} \right) 
\]

3 ACCELERATION RESPONSE

This section considers the response at the mid point \( x = L/2 \) of the beam. In order to evaluate the acceleration response of the system, the second derivative of equations (22) are computed as the following:
\[ \ddot{\Phi}_{j,i} = \frac{\omega_1^2}{(1 - S_{j,i}^2)^2 + (2\xi_1 S_{j,i})^2} \left\{ (1 - S_{j,i}^2) S_{j,i}^2 \sin(\Omega_{j,i} t) - 2\xi_1 S_{j,i}^3 \cos(\Omega_{j,i} t) + \right. \\
\left. e^{-\xi_1 \omega_1 t} \cos(\omega_1 t) \left[ 2\xi_1 S_{j,i} (2 \xi_1^2 - 1) - 2\xi_1 S_{j,i} (2 \xi_1^2 + S_{j,i}^2 - 1) \right] + \\
 e^{-\xi_1 \omega_1 t} \sin(\omega_1 t) \left[ 4 S_{j,i} \xi_1^2 \sqrt{1 - \xi_1^2} + (2 \xi_1^2 - 1) \left( S_{j,i} / \sqrt{1 - \xi_1^2} \right) (2 \xi_1^2 + S_{j,i}^2 - 1) \right] \right\} \tag{25} \]

Where \( j = 1, 2, 3 \). If low damping is assumed, equation (25) can be written as:

\[ \ddot{\Phi}_{j,i} = \frac{\omega_1^2}{(1 - S_{j,i}^2)^2 + (2\xi_1 S_{j,i})^2} \left\{ (1 - S_{j,i}^2) S_{j,i}^2 \sin(\Omega_{j,i} t) - 2\xi_1 S_{j,i}^3 \cos(\Omega_{j,i} t) + \\
 e^{-\xi_1 \omega_1 t} \cos(\omega_1 t) \left[ 2\xi_1 S_{j,i}^3 \right] - e^{-\xi_1 \omega_1 t} \sin(\omega_1 t) \left[ S_{j,i} (S_{j,i}^2 - 1) \right] \right\} \tag{26} \]

And, if no damping is considered one gets:

\[ \ddot{\Phi}_{j,i} = \frac{\omega_1^2}{(1 - S_{j,i}^2)^2 + (2\xi_1 S_{j,i})^2} \left\{ (1 - S_{j,i}^2) S_{j,i}^2 \sin(\Omega_{j,i} t) - \sin(\omega_1 t) S_{j,i} (S_{j,i}^2 - 1) \right\} \tag{27} \]

Considering a single harmonic \( i \) the response is approximated as:

\[ \ddot{y}_i(t) = \frac{L^3}{4\pi^4 EL} G_i \left( \ddot{\Phi}_{1,i} - \ddot{\Phi}_{2,i} \right) \]

Finally, by taking in \( \omega_1^2 \) as a common factor from equation (25) and considering equation (11), the response due to a single harmonic \( i \) component can be written as:

\[ \ddot{y}_i(t) = \frac{G_i}{3/8mL} \Theta_i(S_{j,i}, \Omega_{j,i}, \omega_1, \xi_1, t) \tag{28} \]

Where \( \Theta_i \) can be defined as the magnification factor of the dynamic response, that is a function dependent on the frequency ratio \( S_{j,i} \) between the input frequency \( \Omega_{j,i} \) and the natural frequency \( \omega_1 \) of the system, damping ratio \( \xi_1 \) and the loading time \( t \).

### 3.1 Estimation of Maximum Response

In order to evaluate the importance of the position of the load, parameters \( \Omega_{2,i} \) and \( \Omega_{3,i} \) from equation (19) can be written as the following:

\[ \cdots \]
\[ \Omega_{2,i} = \frac{2\pi v}{L} (i k - 1) \]
\[ \Omega_{3,i} = \frac{2\pi v}{L} (i k + 1) \] (29)

Where \( k \) denotes the number of cycles or steps applied to the system by the pedestrian. The aforementioned equation, when multiply by time \( t \), it allows to evaluate the magnification factor as function of the non-dimensional position \( vt/L \) in accordance with \( S_{j,i} \), where \( j = 1, 2, 3 \). Also, equations (29) can be written as follows:

\[ \Omega_{2,i} = 2\pi f_{\text{step}} \left( i - \frac{1}{k} \right) \]
\[ \Omega_{3,i} = 2\pi f_{\text{step}} \left( i + \frac{1}{k} \right) \] (30)

In this way, equations (30) indicate that, as the number of cycles increases the velocity term can be neglected, approaching the steady state response. In this regard, it is important to mention that the equations here exposed, will correctly approximate the response when the step frequency \( f_{\text{step}} \) is close to the natural frequency \( f_1 \) rather than exactly the natural frequency of the bridge. This is understood from the fact that, the differential equation (13) changes when perfect resonance is addressed. Furthermore, the system will achieve its maximum response when the \( S_{j,i} \) parameter is close to the unity, meaning that the step frequency \( f_{\text{step}} \) is at resonance with the natural frequency \( f_1 \). This is a consequence of the presence of the velocity term that originates the beating of the system response components as shown in equations (17) and (18). From equation (30), it can be seen that for very short span bridges the velocity term has a greater influence on the \( S_{j,i} \) parameter. However, if the pedestrian bridge is short there will not be enough cycles to achieve high amplification in the system’s response. Finally, considering the first harmonic component, the envelope of the magnification factor \( \Theta_1 \) can be evaluated, as shown in Figure 2. The envelop is made by evaluating the magnification factor as a function of different frequency ratios \( S_{j,i} \), respect to the non-dimensional position \( vt/L \), given a number of cycles \( k \) and damping ratio \( \xi_1 \). The maximum values of the magnification factor were taken and plotted in Figure 2, which correspond to the case of a resonant loading case, i.e. \( S_{j,i} \approx 1 \). This is a consequence of the presence of the velocity term. The obtained magnification factor curves, are consistent with results published by [4, 5, 6, 7, 8], taking into account the modal mass and modal stiffness of the clamped–clamped beam system. It can be seen from from Figure 2 that, the response is highly dependent of the damping ratio of the system; a small change in the damping characteristics of the system has the effect of drastically reducing its dynamic response, even reducing the order of magnitude of the expected accelerations. This exposes the disproportional trade-off between the dissipation capacities of the system and its corresponding response given a resonant input, in regards to a transient event.

Equation (26) has been validated since it produces the same magnification factor curves as the complete solution in equation (25), for the presented damping levels. Then, the maximum response due to the \( i \)th harmonic component of the pedestrian load can be estimated as:

\[ \text{Equation (26)} \]
Finally, equation (31) can be normalized by taking into account the equivalent steady state response of the prescribed single crossing pedestrian $\ddot{y}$, i.e. the steady state response produced by a harmonic load placed in the centre of the beam as:

$$\ddot{y}_i = \frac{G_i}{3/8mL} \Theta_i(k, \xi)$$

(31)

In which $\Lambda$ is defined as $\Lambda = \Theta_i(k, \xi) \xi$. The parameter $\Lambda$ represents the fraction of the transient structural response respect to the equivalent steady state response, quantifying how representative the transient event is in respect to the steady state. Results are shown in Figure 3, in which normal walking and normal running defined with a stride length of 0.75 m and 1.25 m as in [9] have been taken into account. In Figure 3, normal running has plotted with a dash line while normal walking with a continuous line. From the results it can be seen that, due to the difference of the stride length and its immediately consequence in the number of cycles applied to the system between the aforementioned activities, for a given bridge length $L$ and a damping ratio $\xi$, it is easier to achieve an steady state response for normal walking than normal running. This effect is emphasized as damping increases.

3.2 MINIMUM MASS DESIGN CURVES

By the use of equation (31), it is possible to generate design curves for minimum mass needed for a single running and a single walking load cases in pedestrian bridges. Given a
specific acceleration limit \(a_{\text{limit}}\) one gets:

\[
m = \frac{G_i/2}{3/8 a_{\text{limit}}} \Theta_i(k, \xi)
\]  

(33)

By selecting a specific stride length \(l_s\) as reference value and considering \(L = k l_s\), the minimum linear mass needed can be defined as:

\[
m = \frac{G_i/2}{3/8 a_{\text{limit}} k l_s} \Theta_i(k, \xi) = \frac{G_i/2}{3/8 a_{\text{limit}} L} \Theta_i(L/l_s, \xi)
\]  

(34)

It is considered that normal walking and normal running are defined with a stride length of 0.75 m and 1.25 m, respectively [9]. For a given \(a_{\text{limit}}\), a general minimum mass design curve can be developed for any given value of \(a_{\text{limit}}\), as shown in Figure 4, in which normal running has been plotted with a dash line and normal walking with continuous line. It can be seen in equation (34) that the minimum linear mass is inversely proportionally to the length \(L\) of the bridge system and proportional to the magnification factor \(\Theta_i(k, \xi)\). In this way, by studying the minimum linear mass \(m\) it is possible to appreciate which effect dominates in the verification of the serviceability limit state.

It can be seen from Figure 4 that, under the same levels of damping, running is always more critical than walking, which exposes the need of addressing the running load case scenario for pedestrian bridges. The high differences between normal running and normal walking are explained by the combined effect of the differences in their corresponding dynamic load factors \(DLF_i\) and the different magnification factors \(\Theta_i\), for a given bridge length \(L\), i.e. the number load cycles applied. The importance of the aforementioned results lies on its generality, solved for...
any prescribed acceleration limit \( a_{\text{limit}} \) in regards to vertical vibrations. Finally, it is important to remark that the equations developed can be used for any type of bridge that reassembles the first mode of a vibration of a clamped—clamped beam, as found in tied arch bridges, portal frame bridges and frame type bridges.

4 CONCLUSIONS

This paper presents an analytical approximation to describe the vertical vibrations of clamped-clamped beams subjected to a single pedestrian induced load, and the following can be concluded.

- A magnification factor is presented and quantified in a closed—form equation. And, the low damping assumption has been introduced and validated for the single passing pedestrian load case scenario. The magnification factor exposes the disproportional trade-off between the dissipation capacities of the system and its corresponding dynamic response given a resonant input, which indicates how pedestrian bridges can be susceptible to experience a large acceleration response.

- It has been quantified how the number load cycles influence the transient response to reach its equivalent steady state response for both normal running and normal walking, in which due to the differences in the stride length, it is easier to achieve steady state under a normal walking regime load than normal running.

- By studying the minimum linear mass parameter, it has been demonstrated that running is more critical than walking for a given damping ratio, exposing the need to address its corresponding load case scenario in the design codes. To this aim, a design chart is given in the present paper in order to perform fast design and assessment of pedestrian bridges for a single crossing pedestrian load case scenario.
The high differences between normal running and normal walking regarding the minimum mass parameter are explained by the combined effect of the differences in their corresponding dynamic load factors $D L F_i$ and the different magnification factors $\Theta_i$ for a given bridge length $L$, i.e. the number load cycles applied. The importance of this result lies on its generality, since it has been solved for any prescribed acceleration limit $\alpha_{limit}$ in regards to vertical vibrations.

Finally, the moving harmonic load problem applied to clamped—clamped beams has been addressed and it is explained how it can be used for structures that reassemble the mode shape of the studied system such as frame-type bridges and tied arch bridges, exposing the utility and generality of the present work.
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Abstract. This paper aims to provide a validation of the Generalized Equivalent Spectral Model of pedestrian-induced loading through numerical simulations of crowd dynamics. Pedestrian flows with varying density are numerically simulated based on the social force model. The instantaneous step frequency of each pedestrian is obtained from his instantaneous velocity. Results obtained from numerical simulations are statistically analyzed to obtain probability density functions of the step frequency. Then, each pedestrian is modelled as a moving harmonic load, whose trajectory and velocity are obtained from crowd simulations. The power spectral density function of the modal force obtained from numerical simulations is then compared with the analytical expression provided by the Generalized Equivalent Spectral Model. Possible modifications of the original formulation are analyzed, in order to fit numerical results.
1 INTRODUCTION

Vibration serviceability assessment of footbridges under human-induced excitation requires the availability of suitable and reliable load models. Several walking load models have been proposed in the last decades, but so far none of them has been fully validated and recognized as the most reliable. Recently, increasing attention has been devoted to stochastic load models, which allow considering the inherent randomness of walking parameters, also known as inter-subject variability. A possible approach is the modelling of pedestrian loading as a stationary random process through the definition of a suitable spectral model (e.g. [1], [2]). Most spectral models proposed so far refer to unrestricted pedestrian traffic, i.e. to very low pedestrian density, so that pedestrians are free to walk at their desired speed. To the authors’ knowledge, the only extension to crowded conditions has been proposed by Ferrarotti and Tubino [3]. In the Generalized Equivalent Spectral Model (GESM), the effects of human-human interaction are taken into account in two ways: (1) the mean step frequency of pedestrians is expressed as a function of the crowd density; (2) a coherence function is introduced to model the increasing correlation of the loading at different locations for increasing crowd density. Due to the lack of experimental data, the coherence function has been defined in a qualitative physically-based way. Thus, a numerical and/or experimental validation of the model is needed.

The aim of the proposed work is to numerically validate the GESM through crowd dynamics simulations. These are carried out with the commercial software MassMotion [4], which is based on a microscopic description of pedestrian dynamics, i.e. each pedestrian is modelled as a single agent, whose velocity is determined by the interactions with the environment and the surrounding pedestrians. The simulations are performed on an ideal footbridge, crossed by unidirectional flow of pedestrians with crowd densities varying in the range 0.3-1.5 ped/m². The pedestrian trajectories and velocities obtained from crowd simulations are used to derive the pedestrian-induced forces. The power spectral density function of the modal force obtained from numerical simulations is then compared with the analytical expression provided by the GESM to evaluate whether the proposed coherence function is suitable to correctly model human-human interaction effects. A critical analysis is provided, and possible modifications of the original formulation are proposed in order to fit numerical results.

2 PEDESTRIAN-INDUCED FORCES: ANALYTICAL FORMULATION

In this Section, the Generalized Equivalent Spectral Model (Section 2.1) and the time-domain force model (Section 2.2) are introduced.

2.1 Generalized Equivalent Spectral Model

The Generalized Equivalent Spectral Model (GESM) [3] of pedestrian-induced forces is based on the definition of the cross-power spectral density function (cpsdf) of the force per-unit-length $S_{ff}(x,x',n)$, which, under the assumption of uniform equivalent loading, is given by:

$$S_{ff}(x,x',n) = S_f(n)Coh_{ff}(x,x';n)$$

(1)

where $S_f(n)$ is the power spectral density function (psdf) of the force per-unit-length, and $Coh_{ff}(x,x',n)$ is its coherence function, given by:

$$S_f(n) = \left(\frac{\alpha_n G_m}{\epsilon L}\right)^2 \frac{N_p}{4} P_N(n)$$

(2)
In Eq. (2), $D_m$ and $G_m$ are, respectively, the mean value of the DLF and of pedestrian weight, $N_p$ is the mean number of pedestrians on the footbridge, $p_n(n)$ is the probability density function (pdf) of the step frequency $n$, $\varepsilon$ is interpreted as the separation distance that each pedestrian interposes with others to avoid contact, assumed as $\varepsilon=4$ m. The exponential decay coefficient in Eq. (3), is expressed as a function of the mean step frequency $n_m$, $C = \exp(C_1n_m+C_2)$, ($C_1 = 22.7$, $C_2=-41$). The mean step frequency $n_m$ can be obtained as a function of the mean walking velocity $v_m$ [5]:

$$n_m = 0.35v_m^3-1.59v_m^2+2.93v_m$$  \hspace{1cm} (4)

The mean step velocity $v_m$ is related to pedestrian density $\rho$ through the fundamental law:

$$v_m(\rho) = v_{\text{max}}\left\{ 1 - \exp\left[ -\gamma\rho_{\text{max}}\left( \frac{1}{\rho} - \frac{1}{\rho_{\text{max}}} \right) \right] \right\}$$  \hspace{1cm} (5)

with $\rho_{\text{max}}=5.4$ ped/m$^2$, $\gamma=0.354$, $v_{\text{max}}=1.34$ m/s according to Buchmueller and Weidmann [6].

Based on the GESM, the psdf of the modal force for a generic mode shape $\varphi_j(x)$ is given by:

$$S_{F_j}(n) = S_j(n)\chi_j(n)$$  \hspace{1cm} (6)

where $\chi_j(n)$ is the admittance function, defined as follows:

$$\chi_j(n) = \int_0^L \int_0^L \text{Coh}_{ff}(x,x';n)\varphi_j(x)\varphi_j(x')dx'dx$$  \hspace{1cm} (7)

being $L$ the length of the structure. Under the assumption of unrestricted traffic, and considering the first mode shape of a simply-supported beam $\varphi_j(x) = \sin(\pi x/L)$, the psdf of the modal force is given by [3]:

$$S_{F_{j,\text{unr}}}(n) = (\alpha_m G_m)^2 \frac{N_p}{4} p_N(n)$$  \hspace{1cm} (8)

### 2.2 Time-domain force model

Pedestrian-induced force is commonly schematized as a moving load. The force per unit length exerted by $N_p$ pedestrians can be expressed as the sum of the forces exerted by each single pedestrian as follows:

$$f(x,t) = \sum_{i=1}^{N_p} f_i(t)\delta[x-x_i(t)]$$  \hspace{1cm} (9)

where $t$ and $x$ are the time and the abscissa along the structure, $x_i(t)$ and $f_i(t)$ are, respectively, the instantaneous position and the force exerted by the $i$-th pedestrian, and $\delta(\bullet)$ is the Dirac delta function.

If pedestrian traffic is simulated numerically in order to take into account interaction among pedestrians, then the instantaneous position $x_i$ and velocity $v_i$ of the $i$-th pedestrian are the output of the simulation, and the step frequency $n_i$ can be derived from the step velocity $v_i$ through a suitable law (e.g. Eq. (4)). Since the pedestrian step frequency $n_i(t)$ is time variant during
footbridge crossing, the pedestrian force exerted by the $i$-th pedestrian can be modelled as a sinusoidal carrier signal, whose base frequency $n_{m,i}$ is modulated, as follows:

$$f_i(t) = \alpha_i G_i \sin \left[ 2\pi n_{m,i} t + 2\pi \int_0^T (n_i(t) - n_{m,i}) \, dt \right]$$

where $n_{m,i}$ is the mean value of the instantaneous step frequency during footbridge crossing time $T_i$. Furthermore, $\alpha_i$ and $G_i$ are the dynamic load factor (DLF) and the weight of the $i$-th pedestrian, respectively.

Starting from Eq. (9), the modal force for a generic mode shape $\varphi_j(x)$ can be expressed as:

$$F_j(t) = \int_0^L f(x,t) \varphi_j(x) \, dx = \sum_{i=1}^{N_p} f_i(t) \varphi_j(x_i(t))$$

### 3 CROWD DYNAMICS NUMERICAL SIMULATION

Numerical simulations of crowd dynamics are carried out on an ideal footbridge, whose dimensions in plan recall the ones of the De Gasperi footbridge in Milan: length $L=60$ m, width $B=2.7$ m [7]. Pedestrian initial positions are randomly distributed in a “starting area” before the footbridge entrance, ten times longer than the footbridge length: this assures that pedestrians are initially uniformly distributed with a crowd density $\rho$. Hence, the total number of generated pedestrians $N$ is set equal to $10 \rho BL$. Four values of crowd density, [0.3 0.7 1.1 1.5] ped/m$^2$, from unrestricted to extremely dense pedestrian traffic, are considered. For each crowd density, 100 simulations are performed to obtain statistical reliability.

For each simulation, mean values of the pedestrian density and velocity are calculated during the period of full occupancy $T_{\text{full}}$. The lower and upper boundaries of $T_{\text{full}}$ are determined as the first and last time instant when the 95% of the mean number of pedestrians $N_p$ are on the footbridge [8]. The obtained mean values are then averaged over 100 simulations.

Figure 1 plots the $v_m-\rho$ relation resulting from crowd simulations (MM), together with a fitting law and the fundamental law in Eq. (5). It can be observed that for pedestrian densities below around 1.7 ped/m$^2$ the mean walking velocities obtained from numerical simulations are lower than those estimated with the Weidmann law in Eq. (5).
Time histories of step frequencies are derived from walking velocities through Eq. (4). Moreover, in order to account for the reaction time needed by pedestrians to adapt their step frequency to variations of the walking velocity, the step frequency is estimated as the 5s-moving average of the instantaneous values.

Table 1 reports the obtained mean value and standard deviation of step frequencies for the four crowd densities.

<table>
<thead>
<tr>
<th>( \rho ) [ped/m(^2)]</th>
<th>0.3</th>
<th>0.7</th>
<th>1.1</th>
<th>1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_m ) [Hz]</td>
<td>1.786</td>
<td>1.676</td>
<td>1.588</td>
<td>1.492</td>
</tr>
<tr>
<td>( n_{std} ) [Hz]</td>
<td>0.1083</td>
<td>0.0962</td>
<td>0.0752</td>
<td>0.0598</td>
</tr>
</tbody>
</table>

Table 1: Mean and standard deviation of step frequencies obtained from numerical simulations.

Pdfs of the mean step frequencies during footbridge crossing are estimated from each simulation. Figure 2 plots the obtained numerical mean pdfs and their Gaussian fitting, together with the model adopted in [3]. The numerical pdf is well approximated by a Gaussian fitting, especially for densities below 1.5 ped/m\(^2\), while the pdf in [3], assuming \( n_{std} = 0.18 \text{ Hz} \), does not fit the simulation results.

Figure 2: Numerical PDFs of the mean step frequencies and Gaussian fitting.

Figure 3 shows the mean and standard deviation (std) of step frequencies obtained from the fitting of numerical pdfs for each crowd density, compared with the mean step frequencies estimated through Eqs (4), (5). In line with the \( v_m - \rho \) trend in Figure 1, numerical mean step
frequencies decrease on increasing crowd density and numerical values are lower than those estimated from Eqs. (4), (5). Standard deviation values also show a decreasing trend for increasing crowd density, meaning that in crowded conditions pedestrians tend to walk at step frequencies closer to the mean value.

![Figure 3: Numerical mean and std of step frequencies in comparison with those estimated from Eqs (4), (5).](image)

The forces induced by each pedestrian are then calculated according to Eq. (9), with each contribution given by Eq. (10), and the modal force is calculated as in Eq. (11), assuming $\alpha G_i = \alpha_m G_m = 280$ N. Figure 4 plots an example of the time history of the modal force obtained from a simulation.

![Figure 4: Time history modal force for a simulation with 0.7 ped/m².](image)

4 PSDF OF THE MODAL LOAD AND GESM VALIDATION

This section is devoted to the comparison between the numerical psdfs and the analytical expressions provided by the GESM. For each value of the crowd density, the numerical psdfs of the modal force are calculated for each simulation and then averaged over 100 simulations. Concerning GESM, three different psdfs are considered:

- the psdf obtained from Eq. (6), assuming $p_N(n)$ in Eq. (2) as a normal distribution, with mean value from Eq. (4) and std corresponding to 0.18 Hz [3] (GESM);
- the psdf obtained from Eq. (6), assuming $p_N(n)$ as a normal distribution, with mean value and std obtained from numerical simulations in Table 1 (GESM\textsubscript{sim});
- the psdf obtained from Eq. (8), valid for unrestricted pedestrian traffic, assuming $p_N(n)$ as a normal distribution, with mean value and std obtained from numerical simulations in Table 1 (GESM\textsubscript{unr}).

Figure 5 plots the comparison between the modal psdfs obtained from numerical simulations and the analytical estimates obtained from the GESM. From Figure 5, it can be deduced that
the original formulation (GESM) provides a psdf of the modal force which is far from the one obtained numerically from crowd simulations: the difference comes mainly from the significant difference between the mean step frequency obtained from crowd numerical simulations and the ones provided by Eq. (4), already remarked in Figure 4; furthermore, Table 1 shows that the numerically obtained standard deviation of the step frequency is much smaller than the value assumed in the GESM. The analytical prediction provided by the GESM with mean and std of the step frequency obtained from numerical simulations (GESM_{sim}) is in accordance with the numerical result for low crowd density (unrestricted pedestrian traffic), while it greatly overestimates the numerical results for higher crowd densities. The analytical solution that provides results in better accordance with numerical simulations is the one obtained from GESM with numerically estimated mean and std of the step frequency under the hypothesis of unrestricted pedestrian traffic (GESM_{unr}). Thus, it seems that interaction among pedestrians can be globally modelled assuming a psdf of the modal load provided by the GESM for unrestricted traffic, adopting a pdf of the step frequency coherent with simulations, i.e. taking into account the reduction of its mean value and std on increasing crowd density.

![Figure 5: Comparison between psdfs of the modal force obtained from numerical simulations and GESM predictions.](image)

### 5 CONCLUSIONS AND PROSPECTS

This paper has studied pedestrian-induced forces on footbridges in different traffic conditions. Pedestrian flows have been simulated numerically with the commercial software MassMotion, based on the social force model, and the instantaneous step frequency of pedestrians has been
derived from their velocity. The probabilistic analysis of the step frequency has revealed that, in accordance with the Weidmann law, the mean step frequency tends to decrease on increasing crowd density but numerically obtained walking velocities are lower. Furthermore, also the standard deviation of the step frequency tends to decrease in crowded conditions.

The comparison between the power spectral density function of the modal force obtained from numerical simulations and the analytical expression provided by the GESM has shown that the correlation among pedestrians can be modelled through the GESM including density-dependent values of the mean and standard deviation of the step frequency. The coherence model originally proposed highly overestimates the correlation among pedestrians and provides very large values of the modal force, if compared with numerical simulations. Assuming the coherence model proposed by the GESM for unrestricted pedestrian traffic provides results in accordance with numerical simulations.

The results here obtained are referred to a single deck geometry. Further analyses investigating the influence of the deck width on the equivalent loading spectral properties are necessary. Furthermore, the attention is here focused on the spectral properties of the modal load: a strategy to directly characterize the coherence function of the equivalent distributed loading is under investigation.
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Abstract. Pedestrian-pedestrian interaction (PPI) is one of the fundamental mechanisms purported to influence the amplitudes of structural response under the action of a walking crowd. This is because a pedestrian is likely to alter their gait due to the presence of other pedestrians, which in turns alters the magnitude of structural loading. However, little empirical data are currently available to assess the effect of PPI in the context of vibration serviceability. This is mainly due to logistical challenges in assembling and instrumenting a crowd of walking pedestrians, and the associated cost. To this end, a novel virtual reality platform is developed for experimental investigation of pedestrian-pedestrian interaction. In comparison to real-world crowd testing, the platform enables experimental protocols to be implemented repeatedly in a highly controlled environment while collecting a rich set of data on pedestrian behaviour. The platform incorporates state-of-the-art technology for motion capture, artificial intelligence and three-dimensional computer modelling, and comprises of three core modules: (i) the environment, (ii) the crowd and (iii) the user interface enabling real walking behaviour. To assess the validity of the platform for investigating PPI, tests were conducted to quantify gait synchronisation between a pair of walking pedestrians. The pair of pedestrians consisted of either two real humans or a real human and an avatar generated within a fully immersive VR environment. The test subject was either not explicitly asked to or specifically asked to synchronise their gait while walking side-by-side or front-to-back. It was found that walking with an avatar yields qualitatively the same results as walking with a real person, whether that is with or without the instruction to synchronise gait. However, the results differ quantitatively in terms of the synchronisation strength and the directionality.
1 INTRODUCTION
In recent years, the industry-wide trend of pushing boundaries in terms of sleek and slender design using light materials often leads to reduced mass, stiffness and damping [1] of the newly built structures. As a consequence, several footbridges failed to satisfy the vibration serviceability criteria when occupied by a crowd of people [2–11]. A number of dynamic force models were put forward to account for the adaptation of pedestrian’s stepping behaviour due to the presence other walkers [12–15], known as pedestrian-pedestrian interaction (PPI). However, very few studies attempted to uncover the underlying network of complex dynamic interactions present in a crowd of walking pedestrians and quantify the strength of PPI in the context of structural dynamics [16–18]. This is predominantly due to many uncertainties associated with a full-scale crowd testing, but also low repeatability of experimental conditions and a significant logistical challenge of gathering and instrumenting a group of walkers together with the accompanying costs.

To alleviate these issues, a novel experimental platform is proposed to limit the logistical efforts in investigating PPI whilst providing an accurate representation of real-life environment. This is achieved by employing the latest developments in motion capture, three-dimensional modelling and virtual reality (VR) technology, and by using artificial intelligence (AI)-driven virtual pedestrians capable of simulating complex social interactions present in real crowds.

This paper is structured as follows: Section 2 describes the development of the VR experimental platform for PPI investigation, Section 3 details the validation procedure of the platform, followed by the data analysis process, Section 4 presents the validation results together with the discussion, and Section 5 provides the conclusions.

2 DEVELOPMENT OF THE VIRTUAL-REALITY PLATFORM
A construction of biomechanically representative, virtual reality-based experimental platform for investigating PPI consisted of the following stages. Firstly, an optical motion capturing system was employed to record multiple gait cycles of a real person walking with various speeds along a straight line as well as along an arc of circles with various radiiuses, with the procedure repeated at multiple walking speeds. Secondly, the recorded motions were used to create an animation controller which would drive the motion of a realistic humanoid character in VR, referred to as an agent. Lastly, a novel AI system was employed to steer the agent in the virtual setting.

2.1 Motion capture
A twenty-five years old male performer (height 182.5 cm, weight: 80 kg) was recruited from the university cohort. He was outfitted with a motion capture equipped with thirty-seven reflective markers placed on body landmarks. The performer was asked to complete four different types of walks at pacing frequencies ranging from 1.3 Hz to 2.0 Hz at 0.1 Hz increments. The walks consisted of walking along a straight line as well as along an arc of circles with various radiiuses, with the procedure repeated at multiple walking speeds. The raw tracking data were transferred over to the processing unit over the IEEE 802.3 compliant, gigabit network. The
data were recorded and post-processed using OptiTrack's proprietary software, Motive:Body 2.0.

The initial post-processing consisted of interpolation of missing markers' trajectories due to occlusions and light reflections. Based on the characteristics of the specific marker's trajectory, this was done by employing a first or third-degree polynomial interpolation algorithm. Furthermore, any noise in the raw tracking data was removed by using a fourth-order two-way Butterworth low-pass filter with the cut-off frequency at 6 Hz. The primary noise source was markers' vibration, as they were not directly attached to the bones. Also, changes in air temperature and lighting conditions contributed to the decrease in the tracking quality.

The actual processing of the motion capture data was conducted in Autodesk MotionBuilder 2018. During this stage, the original data were down-sampled to 30 frames per second. Furthermore, details such as feet's floor contact and fingers positions were adjusted. Finally, from multiple recordings of the same kind, gait cycles were extracted and stitched together to minimise the repeatability of the avatar's motions.

2.2 Avatars creation
Adobe Fuse CC 1.2 was used to create three-dimensional models of humanoid characters employed in VR. The software allowed physical and visual features of virtual avatars to be adjusted, i.e., dimensions of body parts, facial expression and clothing. In order to create the bone structure of the virtual characters, the models were exported to Adobe Mixamo where they were rigged. This created a puppet-like animation mechanism by tying the skeleton to the skin mesh.

Rigged avatars were then exported to Unity 2018.4.0f1 – a game engine used throughout this project. Unity was chosen predominantly due to its C# scripting API and a vast Asset Store collection compared to other game engines.

The next step consisted of retargeting motion-captured gait cycle animations onto the avatars and creating an animation controller. The animation controller employed two-dimensional linear animation blending to create smooth transitions between recorded animations based on two input parameters: (i) selected pacing frequency and (ii) the desired direction of progression.

Footsteps sound effects were added to avatars to provide realistic auditory cues based on the walking surface. The sound effects were programmed to be triggered by every heel strike.

2.3 Steering system
Polarith AI system was implemented to navigate the avatar around the virtual environment by feeding input parameters into the animation controller. It is an artificial-intelligence navigation system which is fully programmable and operates based on a multi-objective optimisation algorithm. The system works in two stages. Firstly, it samples the surrounding to detect the position of the objective and any obstacles. Secondly, it uses an optimisation algorithm to find the local solution to the optimisation problem [19]. The solution takes the form of the desired direction of movement, which is then fed to the animation controller to move the avatar.

For the purpose of experimental platform validation, a path-follow behaviour was programmed without any obstacles present.

3 PLATFORM VALIDATION
To validate the virtual reality platform, one healthy male test subject (age: 30, height: 191.6 cm, weight: 80.1 kg) was recruited from the cohort of students at the University of Leicester.
Prior to taking part in the experiment, he was asked to: (i) familiarise himself with the participant's information letter, (ii) complete the physical activity readiness questionnaire, and (iii) sign the informed consent form. He was asked to wear flat sole shoes and casual clothing.

The study was approved by the University of Leicester Ethics of Research Committee.

3.1 Location

Due to the space requirement, the Charles Wilson Sports Hall was selected as a suitable location for the validation study. The sports hall is located within the main campus of the University of Leicester, UK. It is 16.7 m wide and 33.5 m long with the clear ceiling height of 5.6 metres at the highest point. To minimise the effect of light reflections on tracking quality, the parquet floor was covered with a dark monotone carpet. This also eliminated visual reference cues offered by the floor markings, which otherwise might have influenced the test subject’s movements.

3.2 Experimental protocol

The test subject was provided with a habituation time to familiarise himself with the virtual environment. He was asked to perform a total of sixteen walks around a path consisting of two 10 m long straights and two turns 5 m in diameter. Each walk consisted of 8 laps, resulting in a total distance of 285 m travelled per walk. During each walk, the test subject walked next to (side-by-side; SbS) or behind (front-to-back; FtB) a pacer. The walks were performed in two settings: (i) in the virtual environment (VR), where the pacer was previously created, virtual agent or (ii) in the real environment (RL), where the male performer employed to record virtual agent’s motion served as a pacer.

To avoid any directional bias in test subject’s behaviour, each walk was performed twice, in a clockwise and an anticlockwise direction around the path. During the first eight walks, the test subject was only directed to maintain his assigned position relative to the pacer, hereafter referred to as uninstructed synchronisation experimental conditions (US). During the last eight walks, the test subject was explicitly asked to walk in step with the pacer, in such manner that the timing of their ipsilateral footsteps was perfectly matched, hereafter referred to as instructed synchronisation experimental conditions (IS).

In order to control real pacer’s stepping behaviour, he was equipped with Pioneer SE-M521 over-ear headphones connected to KORG MA-1 metronome. The pacing frequency of the virtual pacer was controlled in the game engine through the animation controller.

The pacing frequency of pacers was based on test subject’s height and calculated using the following formula:

$$FR = \frac{v}{gl}$$

where $v$ is the walking velocity, $g$ is the gravitational acceleration, $l$ is a leg length, and $FR$ is the Froude number which was set to 0.15. The leg length $l$ was estimated by using test subject's height, and gender relationship derived by Pheasant [20], and explicitly given by Bocian et al. [21]:

$$l = 0.7028h - 0.3091$$

where $h$ is the test subject’s height. The walking velocity $v$ was converted to the pacing frequency $f_p$ using the Eq. 3, which was derived from experimental data in Soczawa-Stronczyk et al. [22].

$$f_p = 0.66v + 0.99$$
As a consequence, virtual pacer’s pacing frequency was set to 1.81 Hz and the metronome beat for the real pacer was set to 108 BPM.

3.3 Instrumentation

A motion capture system (mocap system) made up of twenty-four OptiTrack Prime 17W and ten OptiTrack Prime 13 cameras was set up in the sports hall. During walks performed in the virtual environment, the test subject was equipped with Oculus Rift CV1 head-mounted display (HMD) together with the MSI VR One 7RE backpack PC used to generate the environment. The HMD had reflective markers affixed to it in order to track its position and rotation using the mocap system. The positional data were wirelessly streamed to the backpack PC from the dedicated mocap processing PC using the NatNet server broadcast protocol version 3.0, through IEEE 802.11n-2009 wireless network.

The virtual environment used during the validation experiment was created using building information modelling (BIM) software - ARCHICAD 23. A high-detail, realistic representation of the Charles Wilson Sports Hall was created.

During all walks, the test subject was instrumented with two APDM Opal™ wireless attitude and heading reference systems (AHRS). One AHRS was attached to the lower back, at the level of fifth lumbar vertebra (L5), whereas the other was strapped to the right ankle, using elastic straps. The data recorded by AHRSs were sampled at 128 Hz and time locked. For the purpose of the subsequent analysis, three-dimensional acceleration signal recorded in the local coordinate system (i.e. sensor) was extracted and resolved to the global coordinate system by means of the quaternion algebra. This allowed the vertical component of the acceleration vector (i.e. that aligned with the gravity vector) to be extracted for further analysis.

The real pacer was outfitted with a set of AHRS of the same type and positioned at the same body locations as in the case of the test subject. This enabled synchronisation to be easily quantified based on a set of compatible signals.

Only the data from the sensor strapped to the ankle were used, as the data were sufficient to describe a gait cycle fully.

As it was impossible to instrument the virtual pacer, the displacement of the right ankle was recorded in the game engine, at a sampling frequency of circa 50 Hz. Considering that the
displacement signal was not time-locked with the AHRS's data, the following time alignment procedure was implemented. An AHRS was fastened to a rigid body with three reflective markers, which were tracked by the motion capture system. The position of the rigid body was isometrically mapped (i.e. preserving distances and rotation angles) onto an unrendered virtual cube, of which displacement was recorded together with the displacement of the virtual pacer's ankle. Before and after each test, the AHRS-rigid body couple was slowly waved using a sinusoidal motion to create a reference signal subsequently used to time-align the data from the game engine and the AHRS.

3.4 Data analysis

The subsequent quantification of the synchronisation strength was performed in MATLAB R2019b and was based on vertical velocity signals from the ankle. This is due to the need to reconcile the displacement signals from the game engine (expressed in m) with the acceleration signals from AHRS (expressed in m/s²) to a common physical quantity before further processing. In order to minimise the impact of the data loss inherent to the numerical differentiation (high frequency noise), as well as to lessen the signal drift rising from the numerical integration (low frequency noise), it was decided to differentiate game engine's displacement signals and integrate the AHRS' acceleration signals to achieve compatible velocity signals (expressed in m/s), as shown in Figure 2.

![Figure 2: Examples of (a) the raw AHRS acceleration signal and the resampled game engine displacement signal from the ankle, (b) the corresponding velocity signals, (c) the corresponding phase difference signal and (d) the relative probability distribution.](image-url)
At the start, the displacement signals were upsampled from the variable sampling rate of circa 50 Hz to the uniform sampling rate of 128 Hz to match the sampling rate of AHRS acceleration signals. The upsampling was performed using shape-preserving piecewise cubic interpolation algorithm implemented in MATLAB's `resample` function [23].

In order to differentiate the game engine's displacement signals, a one-dimensional gradient of the vertical displacement vector was calculated and then divided by the numerical gradient of the corresponding time vector. The ensuing velocity vector was post-filtered using the fourth-order two-way Butterworth band-pass filter with the frequency band set to preserve the first three harmonics of the original signal.

The numerical integration of AHRS acceleration signal was proceeded by the pre-filtering of original signals with the fourth-order two-way Butterworth band-pass filter with the same frequency band as in the case of numerical differentiation. The integration was performed by employing the cumulative trapezoidal numerical integration method [24] and post-filtering the resulting velocity signals with the fourth-order two-way Butterworth high-pass filter with the cut-off frequency equal to half of the frequency of the first harmonic.

Finally, with all signals representing the same physical quantity, the two velocity signals derived from the AHRS-rigid body were used to find the delay between AHRS and the game engine's signals for each walk. Using MATLAB's `finddelay` function [25], the cross-correlation between the two velocity signals was calculated at all viable lags. Subsequently, the cross-correlation was normalised, and the estimated delay was given as the negative lag characterised by the largest absolute value of the normalised cross-correlation, which allowed game engine's and AHRS signals to be time-aligned.

### 3.5 Synchronisation quantification

Before the quantification of pairwise gait synchronisation strength between the test subject and the pacer, analytic representations of velocity signals had to be calculated first. For this purpose, each pair of velocity signals (velocities of test subject’s and pacer's right ankles from each walk) was band-pass filtered by utilising the fourth-order two-way Butterworth band-pass filter with a frequency band ranging from 0.70 times the minimum signal (stride) frequency to 1.25 times the maximum stride frequency, as suggested in van Ulzen et al. [26].

For each of the velocity signals $v_i(t)$, the Hilbert transform was then used to obtain the instantaneous phase information contained within the analytic signal $\tilde{v}_i(t)$, defined as [27]:

$$\tilde{v}_i(t) = v_i(t) + \frac{i}{\pi} P.V. \int_{-\infty}^{+\infty} \frac{v_i(\tau)}{t-\tau} d\tau$$

(4)

where $P.V.$ is the Cauchy principal value of the integral. The instantaneous phase angle of the velocity signal $\phi_i(t)$ was calculated by taking the four-quadrant inverse tangent of the imaginary, $\Im$, and real, $\Re$, parts of the analytical signal:

$$\phi_i(t) = \tan^{-1} \frac{\Im[\tilde{v}_i(t)]}{\Re[\tilde{v}_i(t)]}$$

(5)

The phase angle difference of the considered pair of signals $\phi_{p,s}(t)$ was calculated by subtracting test subject's phase angle time series (denoted by subscript $s$) from the one of the pacer (denoted by subscript $p$):

$$\phi_{p,s}(t) = \phi_p(t) - \phi_s(t)$$

(6)

The synchronisation strength between test subject's and pacer's gait cycles was determined based on the Shannon entropy $E_{p,s}$ of the phase difference distribution, defined as [28]:
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\[ E_{p,s} = - \sum_{k=1}^{N} p_{p,s}^k \ln p_{p,s}^k \]  

(7)

where \( p_{p,s}^k \) is the probability of the phase difference \( \phi_{p,s}(t) \) falling into a \( k^{th} \) bin of \( \pi/8 \) in size, and \( N \) is the total number of bins. In order to be able to compare the values of the synchronisation strength across different walks, the synchronisation strength index \( \rho_{p,s} \) was then calculated by normalising by the maximum achievable Shannon entropy in the case of the perfect frequency synchrony:

\[ \rho_{p,s} = \frac{\ln N - E_{p,s}}{\ln N} \]  

(8)

The index takes values ranging from 0 to 1, with 0 corresponding to a complete lack of gait synchronisation (i.e. a uniform distribution of phase difference) and 1 representing a perfect gait synchronisation (i.e. a Dirac-like distribution of phase difference).

4 RESULTS AND DISCUSSION

4.1 Stride frequency

In order to assess the influence of the experimental environment on the pacing rate, stride frequency of both pacers and the test subject was calculated using fast Fourier transform for each of the walks. Subsequently, the difference between pacers’ and test subject’s stride frequencies was quantified. Under US experimental conditions, the mean (± standard deviation) difference was equal to \( f_{p-s}^{RLUS} = 0.060 \pm 0.011 \) Hz and to \( f_{p-s}^{VRUS} = 0.037 \pm 0.008 \) Hz during walks in the RL and VR environments, respectively. Similarly, the same comparison made for walks under IS experimental conditions showed an average difference of \( f_{p-s}^{RLIS} = 0.004 \pm 0.005 \) Hz and \( f_{p-s}^{VRIS} = 0.003 \pm 0.002 \) Hz, respectively. Moreover, the overall increase of test subject’s stride frequency in the virtual environment was equal to 2.81% and 0.13%, under US and IS experimental conditions, respectively. Those results show a high level of affinity between the two tested environments and indicate that test subject’s stride frequency remained unaltered in the virtual environment, compared to the real equivalent.

4.2 Gait variability

To evaluate the compatibility of the walking stimulus between the real and virtual environments, the gait cycle variability of both pacers was quantified and assessed through the coefficient of variation (CoV) of the stride frequency.

The mean gait variability attained by the real pacer was \( \text{CoV}_{p}^{RL} = 1.09 \pm 0.09\% \), with the maximum recorded value of \( \text{CoV}_{p}^{RL} = 1.26\% \). The virtual pacer achieved the maximum gait variability of \( \text{CoV}_{p}^{VR} = 0.56\% \) with the mean of \( \text{CoV}_{p}^{VR} = 0.52 \pm 0.03\% \). Even though the average gait variability of the real pacer was double the value achieved by the virtual counterpart, the real pacer's variability was deemed acceptable to provide consistent visual and auditory cues to the test subject. A certain level of discrepancy between the two pacers' gait variabilities was expected due to the inherent inability of the real human to replicate their stepping behaviour perfectly, and the finite number of gait cycles available to drive the virtual pacer.
Under the US experimental conditions, the mean gait variability of the test subject was $\text{CoV}_{s}^{RL.US} = 3.63 \pm 1.44\%$ and $\text{CoV}_{s}^{VR.US} = 3.32 \pm 2.00\%$ during walks in the real and virtual environments, respectively, with the corresponding maximum values $\text{CoV}_{s}^{RL.US} = 5.43\%$ and $\text{CoV}_{s}^{VR.US} = 5.75\%$.

The walks performed under IS experimental conditions were characterised by test subject’s lower gait variability. The maximum gait variability attained during walks performed in the real and virtual environment, respectively, was $\text{CoV}_{s}^{RL.IS} = 4.24\%$ and $\text{CoV}_{s}^{VR.IS} = 3.10\%$, with the mean values of $\text{CoV}_{s}^{RL.IS} = 3.01 \pm 0.95\%$ and $\text{CoV}_{s}^{VR.IS} = 2.31 \pm 0.58\%$ respectively.

The instruction to synchronise steps with the pacer resulted in a decrease in the gait cycle variability in both environments. A more considerable increase in the consistency of the gait cycle was observed during the VR walks, which was pronounced under the IS experimental conditions. This can be attributed to the more isolated conditions offered by the virtual environment. Although the virtual environment was constructed to mimic the sports hall’s interior where the tests took place, it secluded the test subject from some of the peripheral stimuli present in the real environment. As a consequence, the test subject’s cognitive load was relieved, which might have resulted in more cognitive resources being spent on the execution of gait control. In addition, several studies have reported that the virtual environment alters the distance perception while walking [29–33], resulting in shorter strides [34] and more careful feet placement.

### 4.3 Synchronisation strength

Synchronisation strength index values achieved during walks under US experimental conditions were comparably low, with the mean synchronisation strength index of $\rho^{RL.US} = 0.005 \pm 0.004$ and $\rho^{VR.US} = 0.015 \pm 0.014$ during walks performed in the real and virtual environments, respectively, with the corresponding highest index values of $\rho^{RL.US} = 0.012$ and $\rho^{VR.US} = 0.037$.

The synchronisation strength index values recorded under US experimental conditions were below the proposed synchronisation threshold of $\rho = 0.2$ [35]. These results are consistent with previous findings for a pair of walkers [26,36] and a group of pedestrians walking on a rigid ground [22] and a bridge [16], and reflect the transient nature of the unprompted gait adaptation mechanism.

The synchronisation strength index values achieved in IS experimental conditions are presented in Figure 3 (represented by the vector magnitude) and are accompanied by the mean circular direction (represented by the corresponding vector angle) to indicate the directionality of the synchronisation phenomenon. The mean circular direction $\bar{r}$ was calculated by transforming all phase difference values into a two-dimensional vector $\bar{r} = (\cos \alpha, \sin \beta)$ and averaging over the number of data points [37]. According to the adopted sign convention, positive values represent test subject’s leading the pacer, and the negative values indicate the test subject lagging the pacer.
The instruction given to the test subject to synchronise his gait cycle with the pacer led to a similar increase in the synchronisation strength values in both environments. The mean synchronisation strength index of $\rho_{IS}^{RL} = 0.605 \pm 0.074$ and $\rho_{IS}^{VR} = 0.650 \pm 0.134$ was attained during walks in the real and virtual environment, respectively. This was the result of the test subject exhibiting increased control over the stepping behaviour in comparison to US walks.

The mean circular direction of the walks performed in the real environment took near-zero values with the front-to-back walks recording slightly negative values, and the side-by-side walks slightly positive values. Negative values of the directionality during front-to-back walks were the result of the test subject reaction to the pacer’s action. On the other hand, during side-by-side walks, the pacer was positioned within test subject’s horizontal far peripheral vision [38], which might have prompted the emergence of test subject’s anticipatory stepping behaviour.

The aforementioned mechanism responsible for the anticipatory behaviour was amplified during the side-by-side walks performed in the virtual environment. This is because of the head-mounted display limiting test subject’s horizontal field of view by circa. 110° [39,40], and thus effectively eradicating far peripheral vision. The test subject attempted to compensate for this by falling slightly behind the pacer so that the pacer was within his field of view.

The virtual reality gave rise to an additional mechanism prompting the anticipatory behaviour, as the gait anticipation was also present during the front-to-back walks, where the pacer was no longer positioned in the test subject's far horizontal peripheral but rather in the centre of his gaze. In the front-to-back collocation, the rear walker would attempt to arrive at the double stance phase of gait faster than the person positioned in front in order to allow for a more natural collision avoidance corrections [41].

In the case of side-by-side and front-to-back collocations, the repetitiveness of virtual pacer's gait cycle might have laid grounds for greater predictability of its gait cycle, especially given the more isolated conditions offered by the virtual environment.

5 CONCLUSIONS

This paper presents the development and validation of a novel virtual reality platform for investigating pedestrian-pedestrian interaction and crowd dynamics. The platform utilises the most recent advancements in three-dimensional modelling, motion capturing and virtual reality technology. It comprises of a highly detailed representation of the real environment and an AI-driven virtual pedestrian capable of exhibiting complex social interactions found in real
crowds. The validation process involved a 30 years old male test subject covering the distance in excess of 4 km in the real and virtual environments, walking next to or behind a pacer, that being either a real person or an animated virtual agent. Sixteen walks were recorded in total, including eight without and eight with the instruction to synchronise steps.

No disimilarities were found between test subject’s stride frequencies attained in the RL and VR environments, as the stride frequency values increased by a total of 1.42% in the VR. This subsequently resulted in the relationship between test subject’s and pacers’ stride frequencies being compatible across the two tested environments.

The assessment of the difference between test subject’s and pacers’ stride frequencies yielded compatible results in both, the real and virtual environments. Furthermore, no significant differences in gait parameters of the tested subject were found between the two tested environments.

The analysis of pacers’ gait variability showed that the average difference between real and virtual pacers’ gait variability is equal to 0.57%, which ensures the compatibility of the visual and auditory cues provided by the walking stimulus across the two environments. The test subject’s gait variability was lower in the virtual environment by 8.5% under US experimental conditions, and by 23.3% under IS experimental conditions. The more consistent stepping behaviour was likely the result of a smaller number of peripheral stimuli offered by the virtual environment, which subsequently allowed for a greater focus on pacer’s motion.

Under US experimental conditions, the synchronisation strength index achieved in the virtual reality platform was compatible with the real environment, yielding values not exceeding 0.04. This is consistent with previous results obtained for a pair of walkers [26,36] and during walking in a group [16,22].

The instruction given to the test subject to synchronise his gait with that of the pacer resulted in an increase of the synchronisation strength index in both environments beyond 0.2. The effect of the instruction was stronger in the virtual environment, where the synchronisation strength index was higher by 7.4%. The directionality of gait synchronisation revealed that in the real environment, the test subject was reacting to pacer’s stepping behaviour during walks in the front-to-back arrangement and anticipating pacer’s footsteps during side-by-side walks. The anticipatory behaviour was further amplified in the virtual environment and also emerged during front-to-back walks.

Overall, the preliminary results presented herein indicate that the developed experimental platform has the potential to become a viable solution for investigating crowd dynamics, within and beyond the context of vibration serviceability.
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MEASURING THE DYNAMIC RESPONSE OF A LIVELY FOOTBRIDGE TO AMBIENT AND WALKING EXCITATION
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Abstract. The paper presents selected results of a first experimental campaign on a footbridge over-passing the Lambro River near Milano (Italy). The 3-span footbridge, for a bicycle-pedestrian mixed use, has a reinforced concrete deck supported by a steel structure. The footbridge, 107 m long and with a constant width of 4.4m, is roughly symmetric about both mid-span and the longitudinal axis. As a part of proof tests performed in March 2016, ambient vibration tests identified the footbridge modal properties, detecting at 1.75 Hz the fundamental bending mode with the maximum amplitude recorded at mid-span, a finding confirmed by an ANSYS FE model of the footbridge. A series of forced vibration tests, performed in July 2017, investigated the response of the bridge under different loading conditions. Groups of pedestrians, in number of 1, 2, 3, 4, 6, 8 and 12, crossed the bridge, walking with a step frequency as close as possible to the first fundamental frequency. Different spatial configurations were explored for each number of pedestrians, investigating the spread in data related to different walking people/groups and their formation. Pedestrians followed straight trajectories and their spatial configuration was symmetric about the longitudinal axis of the bridge; single pedestrians walked along the footbridge axis. This paper focuses on a few results related to: (a) single pedestrians; (b) groups of multiple pedestrians in the same configuration, a longitudinal row; (c) 12 pedestrians in different spatial configurations. Experimental results highlight the effect of both intra-subject and inter-subject variability and the influence of spatial configuration on the maximum measured acceleration. The bridge performance is discussed by comparison between experimental results and limit values of the vertical acceleration according to HiVoSS guideline.
INTRODUCTION

In the last two decades, dynamic testing of bridges has been widely adopted for several purposes, as in identification of dynamic properties in proof tests, validation of FE models, and detection of excessive vibrations for lively footbridges [1]-[5]. Very often, aesthetic aspects have motivated the structural conception of recent footbridges, characterized by significant slenderness. For this reason, a significant amount of research work has been devoted to the problem of their serviceability assessment [6], also because slender structures are prone to a modification of modal properties due to the increase of mass when pedestrians are present [7]. In addition, the problem of human-structure interaction requires the derivation of proper pedestrian models and procedures of analysis [8], [9].

This paper presents selected results of a research work that covers many of the above aspects with reference to a footbridge located in Northern Italy. Ambient vibration tests (AVTs) performed during proof tests provided the footbridge modal properties, indicating that the first flexural mode was at a frequency of 1.75 Hz, well within the critical range of excitation due to walking pedestrians. A FE model confirmed this finding. Subsequently, the experimental response of the footbridge to crossing pedestrians was determined for different groups of pedestrians walking at the first mode frequency. The outcome of these tests provides both an experimental assessment of the serviceability conditions and useful insights on the different footbridge response due to the inter- and intra-subject variability.

In the following, Section 1 describes the case study. Section 2 presents the results of operational modal analysis and structural identification, while Section 3 is devoted to the numerical finite element (FE) modelling. Section 4 presents and discusses the forced vibration tests with walking pedestrians. A few conclusions are drawn in Section 5.

1 DESCRIPTION OF THE FOOTBRIDGE

The footbridge, shown in Figure 1, overpasses the Lambro River (Cerro al Lambro, Italy), and runs parallel to a 3-arch masonry Canal Bridge built on 1806. The straight footbridge, 107 m long and 4.4 m wide, is subdivided into a central span, 58 m long, and two side spans, each 24 m long. Two welded double-T longitudinal beams, 2 m high and located at the two sides of the footbridge are its main resisting elements.

![Figure 1: Lambro footbridge: (a) aerial view; (b) side view.](image)

Each longitudinal beam is subdivided in ten on-site welded segments, whose geometry is symmetric about the longitudinal axis and the transverse axis at mid-span. A view from below
of the footbridge and its typical cross-section at an intermediate support are shown in Figure 2a and 2b, respectively. The cross brace system in Figure 2a is made of steel L90×8 profiles bolted at the bottom flange of the longitudinal beams. The same figure also shows the transverse beams and the secondary beam, an IPE100, connecting the mid-span of transverse beams. Figure 2b shows the transverse beam, made of the steel profile IPE240 in the mid-span and of HEA240 on the piles and at the side spans. Transverse beams connect the longitudinal beams and support the deck, where a reinforced concrete (RC) slab with an overlying bituminous conglomerate pavement is cast on a metal corrugated sheet. The deck has an inclination of 2%. As shown in Figure 1b, two couples of circular RC columns provide the intermediate supports subdividing the bridge into three spans. Foundation of columns is on piles. At all supports, the bottom flange of longitudinal beams rest on elastomeric bearings SI-H 300/52. At intermediate supports, a RC 45×45 cm pile cap is interposed between column and beam (Figure 2b).

Figure 2: Lambro footbridge: (a) view from below; and (b) cross-section.

With the same corrugated sheet profile A 75/P750 in Figure 3a (units: mm), two cross-sections of the deck are present. In the central span, the sheet thickness is 7/10 mm and the cast in situ slab is 75 mm thick, for a total deck thickness of 150 mm (Figure 3b). At the two ends, for a length of 4.5 m starting from the abutments, the sheet thickness is 15/10 mm and the cast in situ slab is 305 mm thick, for a total thickness of 380 mm. In these zones, where the deck works as a ballast for the central span, the metal sheet is directly connected to the lower flanges of the double-T profiles. Further details on the footbridge geometry can be found in [10].

All steel profiles are made of S335 steel while corrugated sheet is made of S235 steel. Deck is made of concrete of class C30/37, having Young’s modulus \( E_c = 33 \) GPa. The class of concrete for columns is C32/40, with Young’s modulus \( E_c = 33.6 \) GPa.

Figure 3: Cross-section of the deck: (a) corrugated sheet A75/P 570; (b) central span, with cast-in-situ concrete.

2 OPERATIONAL MODAL ANALYSIS AND STRUCTURAL IDENTIFICATION

Ambient vibration tests were performed on the footbridge in March 2016 to evaluate its dynamic characteristics. The vertical response was measured in 10 selected points installed on the main side beams (Figure 4), by using high sensitivity piezoelectric accelerometers (WR
model 731A, 10 V/g sensitivity and ±0.50g of peak acceleration). A short cable (1m) connected each sensor to a power unit/amplifier (WR model P31). Two-conductor cables connected the amplifiers to a 24-channel data acquisition system (24-bit resolution, 102 dB dynamic range).

The adopted sampling frequency, in presence of anti-aliasing filters, is equal to 200 Hz, which is fairly larger than that required for the investigated footbridge, as the significant frequency content of collected signals is below 12 Hz (Figure 5). Hence, apart from the already mentioned anti-aliasing filters, the identification tools application was preceded by a second digital step: the time series were low-pass filtered, using a 7th order Butterworth filter with cut-off frequency of 20 Hz, and down-sampled to 40 Hz.

![Figure 4: Accelerometer positions on the deck and associated numbers](image)

The modal identification was performed using a time window of 3600 s and applying well-known output-only algorithms, such as the Frequency Domain Decomposition (FDD) [11] and the data-driven Stochastic Subspace Identification (SSI-data) [12] techniques available in the commercial software ARTeMIS [13]. The stabilization diagram, obtained applying the SSI-data algorithm, is shown in Figure 5, along with the first Singular Value (SV) lines of the spectral matrix. The alignments of the stable poles in the stabilization diagram (SSI-data) technique provide a clear indication of the structural modes. Table 1 compares the modal estimates obtained by applying the FDD and the SSI-data techniques through: (a) the identified natural frequencies, \(f_{FDD}\) and \(f_{SSI}\); (b) the modal damping ratio and its standard deviation (\(\zeta_{SSI}, \sigma_\zeta\)) identified by the SSI method and (c) the MAC [14] of the corresponding mode shapes.

![Figure 5: Stabilization diagram (SSI-data) and automatic (A) identification of natural frequencies.](image)

The inspection of Table 1 confirms that the natural frequencies estimated by the two different methods are practically coincident. A similar correspondence was found for most mode shapes (MAC value larger than 0.98), except for the 5th mode (torsion), for which the MAC is about 0.80 and the SSI-data algorithm conceivably provides a better estimation of the mode shape. Figure 6 shows the measurement-based mode shapes identified using the SSI-data technique.
### Table 1: Summary of the modal parameters identified by FDD and SSI-data methods (B= bending; T= Torsion).

<table>
<thead>
<tr>
<th>Mode Id.</th>
<th>( f_{\text{FDD}} ) (Hz)</th>
<th>( f_{\text{SSI}} ) (Hz)</th>
<th>( \zeta_{\text{SSI}} ) (%)</th>
<th>( \sigma_{\zeta} ) (%)</th>
<th>MAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (B)</td>
<td>1.748</td>
<td>1.749</td>
<td>0.135</td>
<td>0.83×10⁻³</td>
<td>1.00</td>
</tr>
<tr>
<td>2 (T)</td>
<td>2.910</td>
<td>2.912</td>
<td>0.758</td>
<td>0.81×10⁻²</td>
<td>1.00</td>
</tr>
<tr>
<td>3 (B)</td>
<td>4.668</td>
<td>4.675</td>
<td>0.249</td>
<td>0.13×10⁻²</td>
<td>1.00</td>
</tr>
<tr>
<td>4 (B)</td>
<td>6.660</td>
<td>6.676</td>
<td>1.001</td>
<td>0.35×10⁻²</td>
<td>0.998</td>
</tr>
<tr>
<td>5 (T)</td>
<td>6.797</td>
<td>6.862</td>
<td>3.084</td>
<td>0.34×10⁻²</td>
<td>0.801</td>
</tr>
<tr>
<td>6 (B)</td>
<td>7.441</td>
<td>7.443</td>
<td>1.389</td>
<td>0.79×10⁻²</td>
<td>0.993</td>
</tr>
<tr>
<td>7 (T)</td>
<td>9.954</td>
<td>9.956</td>
<td>1.373</td>
<td>0.16×10⁻¹</td>
<td>0.984</td>
</tr>
<tr>
<td>8 (B)</td>
<td>10.190</td>
<td>10.190</td>
<td>1.774</td>
<td>0.71×10⁻²</td>
<td>0.998</td>
</tr>
<tr>
<td>9 (T)</td>
<td>11.030</td>
<td>11.060</td>
<td>1.172</td>
<td>0.21×10⁻¹</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Figure 6: Vibration modes identified from ambient vibration measurements (SSI-data).

### 3  FINITE ELEMENT MODEL

The finite element (FE) model of the bridge (Figure 7) is based on the as-built design data extracted from the blueprints. The origin of the reference system for the mesh nodes is on the exterior node of the first segment of the upstream side: \( x \) and \( y \)-axis are the transverse and longitudinal axis, respectively, while the \( z \)-axis is vertical upwards. Within the ANSYS [15] framework, the steel elements are modeled with two-node Timoshenko elements named BEAM188. Shell elements named SHELL181 describe the deck, with a mesh grid of \( 1 \text{m} \times 1 \text{m} \). Consistent mass option is adopted for all these elements. A BEAM188 element is adopted also for elastomeric bearings, fixed at its lower end and free to rotate differently from the longitudinal beam node it is connected to. Since the deck in the central span is simply supported by
transverse beams, nodes of the shells and nodes of the transverse beams share the same translational degrees of freedom but can have different rotations. The situation is slightly different at the end spans, where the transverse beam are included within the slab thickness and also rotations are constrained.

![Figure 7: FE model: (a) general view; (b) detail of column with pedestal and elastomeric bearing.](image)

The mesh nodes are located on three different layers, due to the offset among the axes of longitudinal beams, deck, transverse beams and bracing. Thus, in spite of the relatively simple structural scheme, the FE mesh is made complex by the need to account for both offsets and internal releases between adjacent elements. A further problem arises from the orthotropy of the deck, with different values of moments of inertia in longitudinal and transverse direction, due to the shape of the corrugated metal sheet (see Figure 3). SHELL181 elements are characterized by a rectangular cross-section, with a unique value of thickness, density and elastic modulus in both directions. Hence, with a preliminary calibration of these parameters for the two typical cross-sections, an effective shell thickness $t_e$ was determined - equal to 122 mm in the central span and 347 mm for the two side spans - as the one of a rectangular cross-section providing the same moment of inertia of the existing section about the transverse axis. From the $t_e$ value, an effective value of density $\rho_e$ is computed, equal to 3400.7 kg/m$^3$ in the central span and to 3086.0 kg/m$^3$ for the two side spans, able to reproduce the total mass of each element, also accounting for dead load. Materials properties have the values defined in Section 1.

### 3.1 Model updating

A preliminary dynamic analysis on the FE model just presented was performed to check the similarity between experimental and numerical modal parameters. The correlation between the dynamic characteristics of the initial model and the experimental results is shown in column (3) of Table 2 via the frequency discrepancy $\xi = (f_{\text{EM}} - f_{\text{SSI}}) / f_{\text{SSI}}$. Column (4) list the number of order of the numerical mode and a descriptor of the mode shape: bending in the vertical plane (B) or torsional (T). Table 2 shows one-to-one correspondence between the mode shapes and fairly good correlation also in terms of frequency. Only the frequency discrepancy of the second mode is 9.13%, whereas it ranges between −0.76% and 3.35% for the other modes. Hence, the correlation between numerical and experimental behavior seems to provide a sufficient verification of the main assumptions adopted in the initial model.

As previously pointed out, the main uncertainties in the numerical model are related to the footbridge deck and, more specifically, to the Young’s modulus of the cast-in-situ concrete ($E_{\text{deck}}$) and to the effective thickness of the shell elements along the span ($t_{e1}$) and near the
supports \( (t_c) \). In order to improve especially the main difference (on the frequency of second mode), the three uncertain parameters of the deck \( (E_{\text{deck}}, t_{d1} \text{ and } t_{c2}) \) were updated and their optimal values were identified by minimizing the difference between numerical and experimental natural frequencies. After the updating, a complete correlation analysis was carried out between numerical and experimental modal parameters. The MAC index \[14\] in column (7) of Table 2 shows an excellent correlation for all the modes. Discrepancy in terms of frequency has a different trend for bending vertical modes, correctly reproduced, and for torsional modes, still affected by an error up to 7.73% for the second mode. Figure 8 shows the numerical counterpart of Figure 6 after updating. The first three numerical modes are “quasi-rigid” modes, transversal, longitudinal and rotational, respectively, involving the bearings deformability. Modes 5 and 9 \((f = 1.903 \text{ and } 6.411 \text{ Hz})\) are lateral/torsional modes and were not identified experimentally.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Initial Model</th>
<th>Updated Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_{\text{SSI}} \text{ (Hz)})</td>
<td>(f_{\text{FEM}} \text{ (Hz)})</td>
<td>(\varepsilon_t \text{ (%)})</td>
</tr>
<tr>
<td>1.749</td>
<td>1.749</td>
<td>–</td>
</tr>
<tr>
<td>2.912</td>
<td>3.178</td>
<td>9.13</td>
</tr>
<tr>
<td>4.675</td>
<td>4.676</td>
<td>0.02</td>
</tr>
<tr>
<td>6.676</td>
<td>6.702</td>
<td>0.39</td>
</tr>
<tr>
<td>6.862</td>
<td>6.968</td>
<td>1.54</td>
</tr>
<tr>
<td>7.443</td>
<td>7.508</td>
<td>0.87</td>
</tr>
<tr>
<td>9.956</td>
<td>9.880</td>
<td>–0.76</td>
</tr>
<tr>
<td>10.190</td>
<td>10.188</td>
<td>–0.02</td>
</tr>
<tr>
<td>11.060</td>
<td>11.430</td>
<td>3.35</td>
</tr>
</tbody>
</table>

Table 2: Correlation between experimental and numerical (initial and updated model) dynamic characteristics.

Figure 8: Natural frequencies and mode shapes of the updated FE model.
4 FORCED VIBRATION TESTS

After the proof tests of 2016 and the development of the FE model, a series of forced vibration tests under walking pedestrians were performed on July 20, 2017. Tests aimed to assess the extreme values of the bridge response to different pedestrians’ configurations, and the effect of pedestrians’ inter-subject variability. Table 3 presents the ID, sex, mass \( M \) and height \( H \) of the twelve volunteers involved in the tests (including also two Authors). All TSs are young people, with an age between 22 and 30, but TS5 and TS8, whose age is in the range 50-60. Fifty-two tests with different configurations were performed, involving either single pedestrians or groups with different numbers of people, as detailed in Table 4. Configurations differ either in space or in the Test Subjects (TSs) involved, as it is the case for the twelve configurations with a single pedestrian.

<table>
<thead>
<tr>
<th>ID</th>
<th>TS1</th>
<th>TS2</th>
<th>TS3</th>
<th>TS4</th>
<th>TS5</th>
<th>TS6</th>
<th>TS7</th>
<th>TS8</th>
<th>TS9</th>
<th>TS10</th>
<th>TS11</th>
<th>TS12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>M</td>
<td>M</td>
<td>F</td>
<td>F</td>
<td>M</td>
<td>F</td>
<td>F</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>( M \ [\text{kg}] )</td>
<td>65</td>
<td>86</td>
<td>59</td>
<td>53</td>
<td>70</td>
<td>65</td>
<td>62</td>
<td>84</td>
<td>76</td>
<td>72</td>
<td>73</td>
<td>70</td>
</tr>
<tr>
<td>( H \ [\text{cm}] )</td>
<td>172</td>
<td>182</td>
<td>164</td>
<td>158</td>
<td>181</td>
<td>173</td>
<td>170</td>
<td>177</td>
<td>185</td>
<td>183</td>
<td>175</td>
<td>175</td>
</tr>
</tbody>
</table>

Table 3: General data of test subjects (TS) involved in the walking tests.

<table>
<thead>
<tr>
<th>Pedestrians #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configurations</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>9</td>
<td>4</td>
<td>4</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 4: Number of configurations adopted for each of the different numbers of pedestrians crossing the bridge.

To detect the extreme values of the bridge response, the overall layout of the test was designed to excite mainly the fundamental mode. Hence, for all tests, the target walking frequency of pedestrians was 1.75Hz and spatial configurations were either aligned along or symmetric about the longitudinal axis of the bridge. The first tests involved single pedestrians walking on the bridge, to investigate the uncertainty related to the excitation provided by each individual walking on the bridge. Differences concerns coordination, capability to adapt and follow a pre-defined rhythm on the 100m distance of the bridge length, as well as the capability to adapt to a lock-in condition when the bridge is vibrating in a perceptible way. In the subsequent tests, the maximum acceleration amplitudes given by groups of walking people arranged in different configurations were investigated. Pedestrians, in groups of 2, 3, 4, 6 or 12 people, were aligned either along the bridge axis, or in a transverse row (with a maximum of 4 people) or in staggered formations with one or more transverse rows and at least two people in each row.

The output produced by the walking people in each configuration was detected in terms of vibration measurements at several points. Figure 9 shows the accelerometer layout. In addition to the sensors used for the modal analysis (see Figure 4), there are four vertical sensors located at the intermediate supports and five horizontal sensors in the central span. The measurement set-up adopted the high sensitivity accelerometers and the data acquisition system of the AVTs.

Individuals or groups of pedestrians crossed the whole bridge, entering from the left side in Figure 9 and exiting on the opposite side. Each crossing corresponded to a single record with multiple channels. Recording of the bridge vibrations started a few instants before the entrance of pedestrians on the bridge and stopped when free vibrations following the transit decayed significantly. To detect the time instant at which each pedestrian started to cross the bridge in the records, each volunteer gave a heel strike while entering the bridge.
Records of the 19 sensors for the 52 tests show a general trend. The bridge response, in terms of vibration time history, reflects the quasi-symmetry of the bridge. Records on the first half of the bridge almost overlap those on the second half, but the latter show larger acceleration, denoting a resonant phenomenon that builds up during the bridge crossing. Downstream records are similar to but slightly exceed upstream records, possibly due to the effect of the torsional mode. In the following, the presentation of a few results will focus on basic aspects, providing a clear indication of the extreme values of vertical acceleration. A more detailed analysis will concern tests with a single pedestrian, highlighting the effect of intra- and inter-variability.

### 4.1 Single pedestrian tests

This series of tests aimed at evaluating differences in the excitation produced by each TS. Figure 10 depicts, for each pedestrian, the extreme values recorded by the vertical sensors aligned along the downstream edge during the bridge crossing in the sense from A6 to A10 (see Figure 9). These 12 tests confirm the general trend of the bridge response: the peak values in A6 and A10 are similar but not equal. Values in A10, towards the end of the bridge crossing, exceed those in A6, at the bridge entrance, showing that the resonance phenomenon builds up during the bridge crossing. Sensor A8 at mid-span detects the overall extreme value of the bridge response, reaching 0.30 m/s², a value within the comfort range according to Hyvoss Guideline [16]. In addition, the minimum peak value in A8, around 0.06 m/s², indicates a wide spread in extreme values produced by different TSs, also visible in the dispersion about the average value (dotted line in Figure 10). The standard deviation (solid lines in Figure 10) has the same pattern of the average value, denoting that dispersion increases as the vibration levels.
Figure 11 shows, for two pedestrians crossing the bridge (TS1 and TS2), the time history of acceleration at the seven downstream vertical sensors, superposed in a single graph. Even though walking at the same frequency, each person has his/her own step speed and, in the three graphs, equal time does not necessarily imply equal position on the bridge. In each graph, the signals of the different sensors differ in amplitude but are eminently in phase. While graph in Figure 11a appears dominated by the first natural mode, more frequency components are visible in Figure 11b where a “beating” phenomenon is appreciated. Largest values are found in the first case. Differences can be justified by the person’s capability to keep a constant rhythm (and possibly a centered trajectory) and therefore to excite resonance on the first mode. The excitation under resonant conditions requires some time for the bridge vibrations to reach the maxima, followed by a certain time required for a complete decay, after the person left the bridge.

![Figure 11: Downstream records for single pedestrians: (a) TS1; (b) TS2.](image)

The trends shown in Figure 10 and Figure 11 can be associated with the different capability of the TSs to lock to the first mode bridge vibration. To investigate this aspect, the time (measured from the beginning of the records) of peak occurrence in downstream sensors is depicted in Figure 12. Two different patterns are apparent: a few pedestrians excite the bridge to high levels while walking on the shorter side spans, while others produce the maximum vibration level in all sensors only when walking close to mid span, where the modal shape allows for the maximum energy input.

![Figure 12: Time at which maxima are reached during each time record (downstream).](image)
Figure 13 and Figure 14 present a time frequency relation for pedestrians TS1 and TS2 at sensors A6 (side span) and A8 (midspan), respectively. Fourier spectra are computed with a moving window, 6 s long, overlapped by 5/6 of the window length. The first natural frequency of the bridge is clearly visible for both people and for both sensors. For both pedestrians the spectral response of the side span includes many higher order harmonics, coherently with the modal shapes at the side span and with the fact that the build up under resonant conditions needs some time to develop fully. The energy dispersion in TS2’s response leads to lower values of energy on each frequency and a limited value of vibration (Figure 11b).

![Figure 13: Time frequency representation at sensor A6: (a) TS1; (b) TS2.](image1)

![Figure 14: Time frequency representation at sensor A8: (a) TS1; (b) TS2.](image2)

A similar pattern is detected at mid-span (Figure 14), where the energy transmitted by TS1 is practically all on the first mode frequency and is associated to significant levels of vibration (see Figure 11a). TS2’s response still shows a certain degree of dispersion, even though more limited than that visible in Figure 13b. Again, dispersion is associated to lower values of both energy per frequency and levels of vibration dominated by the first mode.

### 4.2 Groups

Forty tests concerned groups of two or more pedestrians, as detailed in Table 4. In longitudinal direction, pedestrians were spaced apart of a target distance of 60 cm. In transverse direction, inter distance was not constant, depending on the number of pedestrians involved. For each space configuration of a given group of pedestrians, at least two tests were performed varying the TSSs involved. The presentation of these tests is beyond the scope of this paper, and only two aspects are discussed here. First, the average peak value of vertical acceleration at midspan (sensor A8) is investigated in Figure 15, as a function of the number of crossing pedestrians in the same space configuration, a longitudinal row along the bridge axis. The average
is computed for each group of tests concerning the same number of pedestrians. Vertical acceleration increases when the number of pedestrians varies between one and eight, and slightly decreases when pedestrians are 12. The values in Figure 15 can be assumed as a measure of the serviceability conditions of the footbridge.

![Graph](image)

**Figure 15:** Average and extreme values of peak acceleration and as a function of the number of pedestrians.

![Graph](image)

**Figure 16:** Downstream sensors, peak values for groups of 12 people in different space configurations.

Second, the outcome of the 11 tests with twelve pedestrians in different space configurations is shown in Figure 16 in terms of peak acceleration at downstream sensors. Test 55 and 56 involved a longitudinal row of 12 people. Test 58 and 59 involved two transverse rows of 6 people while Test 61 and 62 had six transverse rows of 2 people. Test 64, 65 and 66 involved four transverse rows of 3 people while Test 67 and 68 had three transverse rows of 4 people.

The most severe load case was generated by Test 67, whose results, however, are quite different from those of Test 68, sharing the same space configuration even though with different positions of pedestrians. While the compact space configuration is able to excite significantly the first mode when all the pedestrians are around midspan where the mode shape has its maximum, the lack (or presence) of synchronization among pedestrians is able to explain both the peak values reached and the difference between Tests 67 and 68.

### 5 CONCLUSIONS

Aim of this paper was the presentation of selected results on the dynamic testing of a footbridge located in Northern Italy. Experimental tests were performed with different purposes at different times. First, AVT’s were carried out in 2016, to identify modal properties, as a part of
proof tests necessary to the footbridge opening. Subsequently, after the derivation of a FE model 
able to simulate with accuracy the modal properties, forced vibration tests were performed 
within a sponsored research program. The positive novelty of this work is the link between the 
two series of tests, where the results of AVTs have driven the subsequent FE modeling and 
walking tests. The availability of a validated FE model of the footbridge is the base for a future 
numerical simulation of the walking tests, providing a reliable numerical model of a real struc-
ture in the coupled problem of human-structure interaction. Hence, these tests can be adopted 
to evaluate and validate modelling strategies for pedestrians as mechanical systems moving 
with a given gait.

The results of numerical modelling showed a problem in reproducing the experimentally 
detected behavior, relieved but not solved by an optimization procedure. Since vertical bending 
modes are simulated with an excellent agreement, it appears that the footbridge possesses sep-
ated resisting mechanisms in bending and torsion, an aspect that must be tackled in future 
research works. Foundations on piles, not accounted for in this work, could be the cause of the 
experimental frequency lower than the numerical one. Their effect is currently under study.

Tests on a limited sample of single pedestrian under similar conditions outlined a meaningful 
but large spread in their behavior, when trying to walk under resonant conditions. The different 
response generated by TS1 and TS2, in terms of both peak value and frequency content of 
vertical acceleration, evidences a dissimilar behavior of the two TSs. Differently from TS2, 
TS1 locks in to the footbridge vibration, an aspect that should be taken into account when mod-
eling human-structure interaction.

Among the tests performed with groups of pedestrians, in this work only two types of tests 
are considered. Tests with pedestrians on a single line provides an indirect serviceability as-
essment, showing an increasing trend with a maximum value as the number of pedestrian in-
creases. Even though in these tests, as in single pedestrian tests, all the peak values are within 
the range of maximum or medium comfort according to the Hyvoss Guideline [16], it is noticed 
that a very limited number of pedestrians is able to produce high values of acceleration.

Finally, the results in terms of peak values for the different space configurations of 12 people 
are analyzed, taking into account that more than one test was performed for each configuration, 
by varying the position of TSs. At mid-span, the same configuration (the most compact in lon-
gitudinal direction) but with different TSs’ position produced the overall maximum peak accel-
eration of the whole test set and the minimum with reference to the configurations of 12 
pedestrians. Hence, also in this case two different aspects are brought to the light. First, the 
importance of the inter-subject variability and of the correlation existing among pedestrians’ 
motion. Second, the need for a numerical serviceability assessment following [16] is confirmed, 
and is currently under way.

It can be concluded that the experimental research strategy adopted here provided interesting 
results, opening the way to future numerical and experimental studies.
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Abstract. The dynamic properties of two pedestrian wooden bridges situated in the Stockholm area have been determined experimentally. The main purpose was to investigate if these properties are season dependent. For that, tests were performed during the winter and the spring. 17 accelerometers were used to measure both vertical and horizontal vibrations. An impact hammer was used to excite the bridges. For the Vega bridge, a large variation for the lowest natural frequencies was observed, both for the first vertical and for the first transversal mode. For the Hägernäs bridge, a large variation was observed for the first transversal mode but not for the first vertical mode. With exception for the first transversal mode for the Hägernäs bridge, no significant differences regarding the damping between winter and spring were observed. Finite element models of the two bridges have also been implemented and a good agreement with experimental results have been obtained. The numerical models have shown that the connections between the different components of the bridges have a significant influence on the dynamic properties. The models have also shown that the variation of the stiffness for the asphalt layer may explain the differences for the natural frequencies between spring and winter. However, due to the uncertainties in the modelling of the asphalt, this conclusion must be taken with caution.
1 INTRODUCTION

Due to its ecological benefits wood is an attractive alternative for pedestrian bridges. However, the combination of a slender and a light wooden structure may result in uncomfortable vibrations for crossing pedestrians and therefore accurate dynamic analyses are often required in the design process.

Whereas simple finite element models can often be used for static analyses of wooden pedestrian bridges, for dynamic analyses more advanced models are often necessary. The main reason is that the connections between the different structural elements must be modelled carefully in dynamic analyses [1-3]. Another difficulty is related to the stiffness of the asphalt layer, which is due to the stiffness of the asphalt itself but also to the degree of shear action between the asphalt and the timber deck. These effects have been studied by several researchers through dynamic experiments both in laboratory [4,5] and on existing bridges [5-7]. All these works show that the effect of the stiffness of the asphalt pavement on the natural frequencies is low in summer and high in winter. This is due to the viscoelastic properties of the asphalt which change with the temperature but also to the shear action between the asphalt and the deck which is low in summer and high in winter.

The purpose of this paper is to study experimentally and numerically the dynamic properties of two pedestrian wooden bridges. Experimental tests were performed both in winter and in spring in order to investigate the influence of the temperature on the dynamic properties. A finite element model was implemented for each bridges. Two key aspects are the modelisation of the connections and the material parameters for the asphalt layer.

2 VEGA BRIDGE

2.1 Description

Figure 1 –Vega bridge: dimension, material and cross-sections
The bridge, see Figure 1, is based on a 3-hinged arch. It was prefabricated and hoisted in place. The deck consists of Stress Laminated Timber Deck (SLTD), made of a number of glulam beams (each with a $142 \times 315 \text{ mm}^2$ cross-section) that are transversally prestressed by steel rods every 60 cm. The deck is covered by an asphalt layer with a thickness of 85 mm. The V-shaped disposition of the steel hangers has been chosen in order to increase the buckling capacity. The deck is supported by four steel cross beams. The two arches are connected through six K-shaped braces. Both the arch and the braces are made of glulam.

2.2 Experimental setup

Experimental testing was performed during cold (March 11th, 2019: -6°C) and warm (May 15th, 2019: 15°C) weather. 17 accelerometers were placed on the deck and measured vertical and transversal accelerations. An accelerometer was also attached to the lowest transverse brace in order to measure the lateral acceleration of the arch. The bridge was excited by using two methods: an impact hammer and a free falling from an 80 kg person from a height of 30 cm. The results were then processed using a low-pass Butterworth filter with a cut-off frequency of 20 Hz and Fast Fourier Transformations in order to identify the natural frequencies and eigenmodes. The damping coefficients were obtained using the half power bandwidth method.

2.3 Finite element model

The finite element model was implemented in Abaqus. It consists of the following parts: arch, braces, hangers, cross beams, deck and asphalt layer. The arch and the bracings were modelled using 3D beam elements. The dimension of the rectangular cross-sections are given in Figure 1. The material parameters of the Glulam were taken as $E = 13 \text{ GPa}$, $\nu = 0.2$, $\rho = 440 \text{ kg/m}^3$. The hangers and the cross-beams, were also modelled using 3D beam elements. The material parameters for steel were taken as $E = 210 \text{ GPa}$, $\nu = 0.3$, $\rho = 7850 \text{ kg/m}^3$. The SLTD deck consists of timber beams of height 0.315 m that are prestressed transversally, thus carrying load mainly through friction. It was modelled using 4 node orthotropic shell elements with $E_x = 13 \text{ GPa}$, $E_y = 0.26 \text{ GPa}$, $G_{xy} = G_{xz} = 0.78 \text{ GPa}$, $G_{yz} = 0.078 \text{ GPa}$. The asphalt layer, that has a height of 85 mm, was modelled with 4 node isotropic shell elements with $\nu = 0.3$, $\rho = 2243 \text{ kg/m}^3$. Two values for the elastic modulus was taken: 3 GPa in warm conditions and 25 GPa in cold conditions.

A hinge at the crown of the arch was introduced by allowing only the rotation around the transversal axis. The interactions arch/bracing, arch/hanger and hanger/cross beams were simulated by using tie constraints that permit rotations and by introducing offsets so that the connections are modelled at the exact positions. The interaction between the cross beams and the deck is performed through steel plates that are welded to the cross beams and inserted in the timber deck. For each steel beams, coupling constraints were defined at three points, with vertical and transversal translational restraints for the middle point and vertical and longitudinal translational restraints for the two other points. A full shear interaction between the asphalt layer and the timber was assumed by using offsets corresponding to half of the thickness for both the deck and the asphalt and by using tie constraints between both surfaces.

The boundary conditions were introduced at the arch springings and at the deck abutments. The arches are connected to a concrete block by a steel device that, ideally, only allows for rotation around the y axis. However, rotational springs around x and z axes were introduced in order to match the experimental results. The deck is supported continuously along the abut-
ment length through steel plates which are embedded in the abutment’s concrete in one end and inserted into the deck on the other. The outermost plates are oriented in a way to prevent longitudinal displacement, whereas the one on the center prevents transversal displacement. These boundary conditions were introduced in the deck by defining reference points with an offset of half the deck height. Vertical translations were restrained along the width of the deck and longitudinal or transversal translations, depending on the orientation of the respective plate, were restrained at the location of the steel plates. Longitudinal restraints are present at only one abutment.

2.4 Experimental and numerical results

The experimental and numerical results are presented in Tables 1 and 2 and Figure 2. The experimental results show clearly that the temperature has a significant influence on the natural frequencies and that a decrease of the temperature leads to an increase of the stiffness. Compared to warm conditions, the natural frequencies in cold conditions are 44% higher for the first transversal mode and 22% higher for the first vertical mode. The high impact of the temperature change for the first transversal mode was expected since the change in the stiffness of the asphalt with the temperature affects especially this mode. A change of the damping ratios due to the temperature cannot be identified. However, it can be observed that the values of the damping were almost all higher than the one suggested by the Eurocode (1.5% for structures with mechanical joints).

With exception for the torsional mode, good agreement between experimental and numerical natural frequencies are obtained. The differences for the natural frequencies between Models 2 and 1, which differ only by the $E$ value of asphalt, are 39% for the first transverse mode and 17% for the first vertical mode, which is closed to the experimental values given above. Therefore, it seems that the differences in the experimental frequencies between warm and cold conditions can be explained to a large extent by the effect of the asphalt. However, this conclusion must be taken with caution since both the adopted values for the asphalt stiffness and the adopted full shear connection between the deck and asphalt layers can be debated.

<table>
<thead>
<tr>
<th>Vibration mode</th>
<th>Exp. freq. (15°C)</th>
<th>Exp. freq. (-6°C)</th>
<th>Model 1 (15°C)</th>
<th>Model 2 (-6°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st vertical</td>
<td>2.88</td>
<td>3.50</td>
<td>2.80</td>
<td>3.27</td>
</tr>
<tr>
<td>2nd vertical</td>
<td>3.51</td>
<td>3.86</td>
<td>3.69</td>
<td>4.03</td>
</tr>
<tr>
<td>3rd vertical</td>
<td>5.13</td>
<td>6.27</td>
<td>5.26</td>
<td>6.17</td>
</tr>
<tr>
<td>1st transversal</td>
<td>4.53</td>
<td>6.53</td>
<td>4.62</td>
<td>6.41</td>
</tr>
<tr>
<td>1st torsional</td>
<td>4.57</td>
<td>5.44</td>
<td>5.68</td>
<td>6.43</td>
</tr>
</tbody>
</table>

Table 1: Vega bridge: experimental and numerical natural frequencies.

<table>
<thead>
<tr>
<th>Vibration mode</th>
<th>Damping ratio (15°C)</th>
<th>Damping ratio (-6°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st vertical</td>
<td>3.2</td>
<td>3.4</td>
</tr>
<tr>
<td>2nd vertical</td>
<td>1.5</td>
<td>3.1</td>
</tr>
<tr>
<td>3rd vertical</td>
<td>2.8</td>
<td>3.0</td>
</tr>
<tr>
<td>1st transversal</td>
<td>4.0</td>
<td>4.5</td>
</tr>
<tr>
<td>1st torsional</td>
<td>2.4</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 2: Vega bridge: experimental damping ratios.
3 HÄGERNÄS BRIDGE

3.1 Description

The bridge, see Figure 2, is based on a 3-hinged arch. The deck, 42 m long, consists of two laminated veneer lumber (LVL) plates glued and screwed together. Below the deck lies a grid consisting of 5 longitudinal and 13 transversal glued laminated timber beams. The 5 longitudinal beams support the deck. The longitudinal beams rest on concrete abutments at their ends as well as on four steel beams. Two of the steel beams are attached to the glued laminated timber arches. The other two steel beams are attached to steel hangers which in turn are attached to the arches. The two arches are laterally stabilized through 4 cross braces placed between the concrete abutment of the arches and the steel beams. The deck is covered by an asphalt layer with a thickness of 75 mm.
3.2 Experimental setup

Experimental testing was performed during cold (March 5th, 2019: -10°C) and warm (May 17th, 2019: 17°C) weather. 16 accelerometers were placed on the deck and measured vertical and transversal accelerations. 2 accelerometers were also attached to the vertical hangers in order to measure the lateral acceleration of the arch. The same two sources of excitation as for the Vega bridge and also the same processing of the measured signals were used.

3.3 Finite element model

The deck was modelled using 4 node orthotropic shell elements with a thickness of 126 mm. This approach is valid since a full interaction between the two (LVL) plates can be assumed. The material parameters are $E_x = 10.5$ GPa, $E_y = 2.4$ GPa, $G_{xy} = 0.6$ GPa, $G_{xz} = 0.12$ GPa, $G_{yz} = 0.22$ GPa, $\rho = 550$ kg/m$^3$. The arches as well as the 5 longitudinal and 13 transversal beams were modelled using 3D beam elements. The material parameters were taken as $E = 10.4$ GPa, $\nu = 0.2$, $\rho = 440$ kg/m$^3$. The steel beams and the hangers were also modelled with 3D beam elements whereas the cross braces were modelled using 3D truss elements. The material parameters of steel were taken as $E = 210$ GPa, $\nu = 0.3$, $\rho = 7850$ kg/m$^3$. The asphalt layer with a height of 75 mm was modelled in the same way as for the Vega bridge, with the same material parameters.

The connections between the different parts were modelled as they are expected to work for small amplitudes of vibration. A hinge at the crown of the arch was introduced by allowing only the rotation around a transversal axis. The interactions steel beam/hanger, steel beam/arch, longitudinal beam/transverse beam and longitudinal beam/deck were simulated by using tie constraints for both displacements and rotations. The bolted connection between the hangers and the arches allows a certain rotation in two directions, around the vertical and transversal axes. To model this behaviour a rigid body constraint with two connectors was used.

The longitudinal timber beams are resting on the steel beams and are placed between two steel plates welded to the steel beams. The steel plates have slotted holes to accommodate the difference in thermal expansion between steel and timber. The two beams are connected with steel rods that go through the elongated holes. These connections allow small rotations around the three axes and also some vertical translation. Each connection is modelled using a rigid
body constraint between the midsurface of both beams and the two connectors. A vertical spring was placed at the connector situated at the steel beam.

The bridge rests on concrete foundations. The cross-bracings are fixed in all translations at their ends. At the supports, the arches are connected with hinges that allow only for the rotation around the transversal axis. At the abutments, for each longitudinal beam two steel plates with holes are cast into the concrete. The beam is placed between the plates and screwed to it. At one abutment, the holes in the steel plates allow no movements whereas at the other abutment the holes permit the longitudinal displacement. In the model, reference points with an offset of half the deck height were created at both ends of all the longitudinal beams. At one end, only the rotations around the transversal axis was allowed whereas at the other end, the rotation around the transversal axis and the longitudinal translation were allowed.

3.4 Experimental and numerical results

The experimental and numerical results are presented in Tables 3 and 4 and Figure 4. The experimental results show that the temperature has a significant influence on the natural frequency for the first transversal mode (the difference between cold and warm conditions is 26%) but not for the first vertical mode (the difference between cold and warm condition is 5%). Except for the first transversal mode, no differences regarding the damping coefficients were observed between warm and cold conditions. It can also be noted that almost all the values of the damping were slightly lower than the one suggested by the Eurocode.

The differences for the natural frequencies between Models 2 and 1 are 18% for the first transverse mode and 4% for the first vertical mode, which is closed to the experimental values given above. Therefore, and as for the Vega bridge, it seems that the differences in the experimental frequencies between warm and cold conditions can for a large part be explained by the stiffness of the asphalt. However, as for the Vega bridge, this conclusion must be taken with caution.

<table>
<thead>
<tr>
<th>Vibration mode</th>
<th>Exp. freq. (17°C)</th>
<th>Exp. freq. (-10°C)</th>
<th>Model 1 (17°C)</th>
<th>Model 2 (-10°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st vertical</td>
<td>5.13</td>
<td>5.37</td>
<td>5.46</td>
<td>5.66</td>
</tr>
<tr>
<td>2nd vertical</td>
<td>5.71</td>
<td>6.14</td>
<td>5.79</td>
<td>6.08</td>
</tr>
<tr>
<td>3rd vertical</td>
<td>6.18</td>
<td>6.56</td>
<td>6.97</td>
<td>7.11</td>
</tr>
<tr>
<td>1st transversal</td>
<td>4.36</td>
<td>5.50</td>
<td>5.13</td>
<td>6.04</td>
</tr>
<tr>
<td>1st torsional</td>
<td>6.71</td>
<td>7.18</td>
<td>7.28</td>
<td>7.59</td>
</tr>
</tbody>
</table>

Table 3: Hägernäs bridge: experimental and numerical natural frequencies.

<table>
<thead>
<tr>
<th>Vibration mode</th>
<th>Damping ratio (17°C)</th>
<th>Damping ratio (-10°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st vertical</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2nd vertical</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3rd vertical</td>
<td>1.1</td>
<td>1.4</td>
</tr>
<tr>
<td>1st transversal</td>
<td>2.0</td>
<td>0.8</td>
</tr>
<tr>
<td>1st torsional</td>
<td>1.2</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 4: Hägernäs bridge: experimental damping ratios.
4 CONCLUSIONS

In this paper experimental and numerical analyses of two timber pedestrian bridges have been presented. Both bridges are about 40 m long and consist of a timber deck supported by two timber arches. Experimental tests were performed in warm and cold conditions. The experimental results show that the temperature has a significant influence on the natural frequencies of the bridges, especially for the first transversal mode and that a decrease of the temperature leads to an increase of the stiffness. For the Vega bridge, the natural frequencies in cold conditions are 44% higher for the first transversal mode and 22% higher for the first vertical one compared to warm conditions. For the Hägernäs bridge, the corresponding values are 26% and 6%. For both bridges, no significant differences regarding the damping between winter and spring were observed. However, and compared to the values suggested by the Eurocode, higher damping coefficients were measured for the Vega bridge and slightly lower ones for the Hägernäs bridge.

A finite elements model was implemented for each bridge. These models show that the connections between the different components of the bridge must be considered carefully in order to obtain accurate results compared to the experimental natural frequencies. The numerical results tend to show that the differences in the experimental frequencies between warm and cold conditions can for a large part be explained by the stiffness of the asphalt. However, this conclusion must be taken with caution since both the adopted values for the asphalt stiffness and the adopted full shear connection between the deck and asphalt layers can be debated.
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Abstract. The users of the 132-meter-long Kjærra Bridge in Larvik, Norway, noticed severe lateral vibrations due to pedestrian loading on the opening day in 2001. During the period that the bridge was designed, there were no clear guidelines to minimize pedestrian induced vibrations in footbridges. This article aims to explain severe vibrations induced by pedestrians on the Kjærra Bridge, and to highlight the importance of clear guidelines to prevent similar cases in the future. To this end, a series of vibration measurements, both free and forced, are conducted on the Kjærra Bridge. The free- and forced-vibration tests are supplemented by numerical analysis for several different loading scenarios. Field measurements and numerical analysis results are compared with the current guidelines to evaluate the design of the bridge. The analyses results show vibration levels in the unacceptable range put forth by current design guidelines for several loading scenarios indicating that these guidelines can successfully predict human-induced vibrations on footbridges.
1 INTRODUCTION

The Kjærra Bridge is a 132m long timber footbridge with a free span of 92 metres across the Numedalslågen river in Larvik, Norway. The structure is based on two concrete bridgeheads, each supporting a triangular console. The consoles support a double, undertensioned structural system with laminated timber compression members and steel wires taking the tensional forces. The lateral load carrying system consists of a horizontal steel truss between the laminated timber arches and was designed for wind loads. The width of the bridge is 2.4m and, architecturally, it was designed to fit in its environment which is surrounded by woods and waterfalls leading to a very slender structure; see Figure 1. The bridge was opened to the public on the 5th of July 2001 [1] and the users of the bridge noticed severe lateral vibrations due to pedestrian loading on the opening day of the bridge. The slender structure and the lateral vibrations observed in the bridge were similar to those observed in the London Millenium Bridge, which had been designed in the same period as the Kjærra Bridge.

During the design and construction of the Kjærra Bridge, there were no standards or guidelines available in Norway to minimize human-induced vibrations. Although some dynamic analysis had been conducted during the design stage, these analysis had no effect on the final design mainly due to lack of such guidelines.

The aim of this article is two-folds: (1) to investigate the reasons of the human-induced vibrations observed in the Kjærra Bridge and (2) to investigate whether the current design guidelines such as HIVOSS [2] and Sétra [3] can successfully predict the excessive vibrations observed. To achieve these goals, free- and forced-vibration tests were carried out on the bridge and dynamic analyses were conducted using a detailed numerical model in Autodesk Robot.

Figure 1: The Kjærra Bridge has a total span of 132m and a free span of 92m across the Numedalslågen River in Lardal, Norway. Photo: Lisbeth Michelsen

2 DESIGN LAYOUT

The bridge was designed as part of a municipal effort to improve access to the public riverbanks. The bridge structure consists of two triangular consoles supported by concrete foundations on each riverbank. These consoles are made of three main components: Two 13 metre long side spans with an elaborate truss brackets made of glulam, and a 92 metre long mid-span
with a lower span cable construction system.

The main span is constructed as a truss, consisting of arched glulam girders, compression members made of glulam cigar beams and steel cables to absorb tensile forces. The truss system is jointed at the middle as a variant of the Polonceau system first designed by French railway engineer Jean-Barthélémy Camille Polonceau (1813 - 1859) [4].

The distance between the extremes of the console beams carrying the main span is 66 metres resulting in a maximum free span of 92 meters. The cantilever console-structure is made of beams and compression members in glulam timber, as well as diagonal steel cross-bracing in the transverse direction leading the forces from the main span to triangular concrete foundations. Furthermore, the two console-structures are anchored at reinforced concrete abutments on each riverbank. Figure 2 shows the elevation view of the bridge.

A wind bracing made of steel L-beams are bolted to the primary beams along the bridge main axis. Horizontal forces are obtained by the wind bracing and transferred down to the foundations through cross bracing.

3 CHARACTERISTICS OF DYNAMIC PEDESTRIAN LOADING

The severe vibrations on the Kjærra Bridge normally occurs when relatively dense flows of people cross the bridge simultaneously. Pedestrian loadings are complex loadings that are challenging to carefully define. This dynamic loading is affected and modified by many parameters. However, studies show that the average frequency of the loading, i.e. the number of steps per second, for normal walking is somewhere between 1.6 and 2.4 Hz. For the same walk, the transverse loading frequency is equal to half of the vertical loading, i.e. the transverse loading frequency for normal walking is somewhere between 0.8 and 1.2 Hz [3].

The phenomenon of lock-in of a pedestrian crowd is defined as “a pedestrian crowd, with frequencies randomly distributed around an average value and with random phase shifts, will gradually coordinate at a common frequency (that of the footbridge) and enters in phase with the footbridge motion”. [3]. To compensate for the imbalance from the vibrational behaviour in the structure, crowds tend to instinctively follow the footbridge motion frequency. As soon as the amplitude of the movements are perceptible, crowd behaviour is no longer random and a motion synchronized with the vibrations of the bridge is developed. Thus, the vibrations tend to amplify as crowd-motion synchronizes with the transverse vibrations in the footbridge, ultimately leading to resonance to the accelerations. These vibrations may reach a critical acceleration if a critical number of pedestrians provoke the vibrations [3].

4 GUIDELINES FOR HUMAN INDUCED VIBRATIONS IN FOOTBRIDGES

At the time of construction, there were no clear guidelines in Norway concerning design for human-induced vibrations in footbridges. Currently, EN-1990:2002 [5] is the relevant standard in Norway that sets the criteria for comfort of the pedestrians on footbridges. According to EN-1990:2002, all footbridges that has a frequency lower than 5 Hz in the vertical direction and 2.5 Hz in the horizontal should be verified for comfort criteria. The comfort criteria is further defined in terms of the maximum acceleration created by groups of 8 to 15 walking normally (persistent design situation). The maximum allowed accelerations are 0.7 m/s² in the vertical direction and 0.2 m/s² in the horizontal direction. For exceptional crowd conditions, i.e. when the number of pedestrians is significantly over 15, the maximum allowed horizontal acceleration is 0.4 m/s². Further, EN-1990:2002 also suggests that, due to uncertainty and complexity of the calculations, it may be necessary to make provisions in the design such as use of dampers unless
the comfort criteria is cleared by a substantial margin.

Although EN-1990:2002 [5] provides guidelines and criteria to avoid severe vibrations in footbridges, these guidelines are not very detailed and can be regarded as imprecise. On the other hand, two guidelines, Sétra [3] and HIVOSS (Human-Induced Vibrations of Steel Structures) [2] provide more detailed and precise requirements to minimize human-induced vibrations in footbridges. According to Sétra [3], the critical eigenfrequencies are 0.3-2.5 Hz and 1-5 Hz in horizontal and vertical directions, respectively. HIVOSS [2] sets these critical eigenfrequencies at 0.5-1.2 Hz and 1.25-2.3 Hz, respectively. According to these two documents, the structures whose predominant vibration frequencies fall into these ranges must undergo a more detailed evaluation. This evaluation requires the evaluation of the comfort level based on the maximum expected acceleration in both vertical and horizontal directions computed via dynamic analysis under pedestrian loading [2, 3]. Table 1 presents the range of accelerations in vertical and horizontal directions for different comfort classes. It should be noted that the range of accelerations given in Table 1 are valid for both Sétra and HIVOSS guidelines [2, 3].

<table>
<thead>
<tr>
<th>Class</th>
<th>Degree of Comfort</th>
<th>$a_{limit}$-vertical</th>
<th>$a_{limit}$-lateral</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL1</td>
<td>Maximum</td>
<td>&lt; 0.50 m/s²</td>
<td>&lt; 0.10 m/s²</td>
</tr>
<tr>
<td>CL2</td>
<td>Medium</td>
<td>0.50 - 1.00 m/s²</td>
<td>0.10 - 0.30 m/s²</td>
</tr>
<tr>
<td>CL3</td>
<td>Minimum</td>
<td>1.00 - 2.50 m/s²</td>
<td>0.30 - 0.80 m/s²</td>
</tr>
<tr>
<td>CL4</td>
<td>Unacceptable</td>
<td>&gt; 2.50 m/s²</td>
<td>&gt; 0.80 m/s²</td>
</tr>
</tbody>
</table>

Table 1: Defined comfort class with common acceleration ranges for Sétra and HIVOSS

5 FIELD MEASUREMENTS

Free-vibration and forced-vibration measurements were conducted on the bridge in the spring of 2019 in order to understand the vibration characteristics of the bridge. The measurements were done using a one triaxial accelerometer, Diciducer Model 333D01, at a rate of 800 Hz, on various locations on the bridge. Figure 2 presents the elevation view of the bridge and the five points where the measurements were taken. Point 3 in Figure 2 is the mid-point of the bridge and points 1 and 5, and 2 and 4 are symmetric with respect to the mid-point. As expected, the measurements at the symmetrical points gave very similar response. Therefore, results are only presented for points 1 and 2 for brevity.

Figure 2: Elevation view: Kjærra Bridge with points of measurements (all dimensions in mm)

The measured acceleration time histories from the free-vibration analyses were converted to
frequency domain using Fast Fourier Transformation (FFT) for the measurements at points 1, 2 and 3. The results plotted in Figure 3 shows that the predominant frequencies in the horizontal and vertical directions are 0.88 Hz and 1.43 Hz, respectively. Measurements at points 1 and 2 also show the frequencies of the higher modes that are suppressed at point number 3. The predominant frequencies fall into the critical range in EN-1990:2002 [5], Sétra and HIVOSS [2, 3] guidelines.

![Graphs showing frequency response](image)

Figure 3: Frequency response function at the mid-span measured from free vibration analyses

In addition to the free vibration measurements, forced-vibration measurements induced by up to three people were conducted to measure the level of accelerations. Around hundred measurements were made on different locations on the bridge to understand the characteristics of the vibrations. However, in this article, we will only focus on the critical results, which are the measurements made at the middle of the main span (point 3 in Figure 2). This area on the bridge shows the highest response to the lowest vibration frequencies on the structure for both horizontal- and vertical vibrations.
The forced-vibration tests conducted on the bridge show that, as expected, the accelerations increase linearly by the number of people inducing the vibrations. By first introducing vibrations induced by one, and then two and three people to amplify the vibrations on the bridge, it is measured that the accelerations (associated to the dominating frequencies) increase by approximately 0.11 m/s² for vertical vibrations and 0.28 m/s² for horizontal vibrations per person. As a result, maximum horizontal and vertical accelerations were recorded as 0.34 m/s² and 0.80 m/s² in the vertical and horizontal directions, respectively when the forced-vibrations are introduced by three people; Figure 4 and 5. This shows that, even for a load of three persons, the maximum accelerations recorded on the bridge get fairly close to the Medium degree of comfort set forth by Sétra and HIVOSS guidelines; Table 1.

Figure 4: Acceleration measurements for induced vibrations in vertical direction

Figure 5: Acceleration measurements for induced vibrations in horizontal direction
6 NUMERICAL ANALYSIS

A detailed finite element model of the bridge was created in the Autodesk® Robot™ Structural Analysis environment to conduct a dynamic analysis of the bridge structure. Both modal analysis and Footfall Harmonic Analysis (FHA) of the structure was performed to investigate the free-vibration and forced-vibration behaviour of the bridge. When establishing the dynamic model, the nodal stiffnesses were carefully assessed and modelled, among other things by defining rigid links, master nodes and slave nodes. Furthermore, the hand railing was modelled as imposed load, converted to structural mass prior to the modal analysis, assuming negligible contribution to the overall stiffness of the structure.

A modal analysis of the structure was performed to investigate the dynamic behaviour. The results from the modal analysis show low natural frequencies both in the vertical- and lateral directions. Table 2 presents these frequencies together with the percentage of total mass vibrating in each mode in lateral (UY) and vertical (UZ) directions.

<table>
<thead>
<tr>
<th>Mode shape [-]</th>
<th>Frequency [Hz]</th>
<th>Period [Sec]</th>
<th>Cur.mas.UY [%]</th>
<th>Cur.mas.UZ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.06</td>
<td>0.94</td>
<td>31.4</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>1.33</td>
<td>0.75</td>
<td>24.9</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>1.80</td>
<td>0.56</td>
<td>0.0</td>
<td>42.4</td>
</tr>
</tbody>
</table>

Table 2: Results of the modal analysis for the first five modes

The results of the modal analysis (Table 2) are in quite a good agreement with the free-vibration tests (Figure 3) although the numerical model seems to slightly overestimate the frequencies of the structure. Figure 6 and 7 depict the mode shapes of the predominant lateral and vertical modes obtained from modal analysis. The vibration frequencies in both the horizontal and vertical directions (1.06 Hz and 1.80 Hz, respectively), similar to the frequencies from the free-vibration measurements, fall into the critical range according to all three documents considered. As such, evaluation of maximum expected accelerations is necessary to assess the level of human-induced vibrations in the bridge.

Figure 6: Mode shape of the first lateral mode; f=1.06 Hz
For this, a footfall harmonic analysis (FHA) was performed, examining the effect of human footstep vibrations interpreted as a harmonic load at a specific range of frequency on the structure. Due to the limitation of the software used, only vertical direction response was investigated through the FHA. The frequency of movement of the harmonic load was set to be between 0.5 Hz - 5.0 Hz and the number of steps was set to 100. Furthermore, the damping ratio was modelled as 5% of the critical damping and the harmonic load was set to 70 kg based on the average weight of a person.

The FHA has been repeated to simulate different number of people crossing the bridge simultaneously. Figure 8 shows the response of the bridge when the number of people crossing the bridge is set to ten. As expected, the most severe response is observed at 1.80 Hz, which is the predominant frequency in the vertical direction. The footfall analysis show that the maximum acceleration levels in the vertical direction can reach $1.6 \text{ m/s}^2$, which is much higher than the comfort criteria set forth by EN-1990:2002 [5] for groups of 8 to 15 people; $0.7 \text{ m/s}^2$. This level of acceleration also places the comfort level of the bridge at Minimum according to Sétra and HIVOSS guidelines.

Table 3 summarizes the results of the FHA for different number of pedestrians crossing the bridge including the estimated maximum acceleration for all cases. The variation of maximum acceleration with the number of pedestrians computed using FHA is also depicted in Figure 9.
together with the maximum accelerations obtained from forced-vibration measurements. Also plotted in Figure 9 is the linear extrapolation of the maximum observed accelerations in the forced-vibration tests. Although the measurements are limited to three people, linear extrapolation of the observed maximum accelerations up to 15 people can be regarded as realistic considering that the behaviour of the bridge most likely remain elastic for a pedestrian load of up to 15 persons.

The maximum acceleration levels presented in Table 3 and Figure 9 show that the human-induced vibrations in the Kjærra Bridge exceeds the comfort criteria of EN-1990:2002 [5] already for five pedestrians. According to the Sétra and HIVOSS guidelines, the comfort level of the bridge reduces from Maximum to Medium at four pedestrians and further down to Minimum at seven pedestrians. Extrapolating the results of the FHA suggests that the threshold of Unacceptable vibrations will be exceeded when a group of 16 people cross the Kjærra Bridge at the same time.

<table>
<thead>
<tr>
<th>(n_{\text{pedestrians}})</th>
<th>(F_{\text{harmonic}}) ([\text{kg}])</th>
<th>(\text{Accel.}) ([\text{m/s}^2])</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70</td>
<td>0.16</td>
</tr>
<tr>
<td>2</td>
<td>140</td>
<td>0.31</td>
</tr>
<tr>
<td>3</td>
<td>210</td>
<td>0.47</td>
</tr>
<tr>
<td>4</td>
<td>280</td>
<td>0.63</td>
</tr>
<tr>
<td>5</td>
<td>350</td>
<td>0.79</td>
</tr>
<tr>
<td>10</td>
<td>700</td>
<td>1.60</td>
</tr>
<tr>
<td>15</td>
<td>1050</td>
<td>2.40</td>
</tr>
</tbody>
</table>

Table 3: Dynamic response of Kjærra Bridge obtained from FHA

7 CONCLUSION

Kjærra Bridge had been designed and constructed at the beginning of the 21\(^{st}\) century, when there were no clear guidelines or standards that has focused on human-induced vibrations on footbridges. As a result of the slender geometry of the bridge, the pedestrians crossing the
bridge in groups have been experiencing severe vibrations. This paper has investigated the
dynamic behavior of the bridge through field measurements and numerical analysis. The con-
cclusions drawn from the results of free- and forced-vibration measurements conducted on the
Kjærra Bridge and the numerical analysis performed can be summarized as follows:

- The free-vibration measurements indicate that the predominant frequencies in both hor-
  rizontal and vertical directions are in the critical range according to all three prominent
documents that focus on comfort criteria for vibrations in footbridges [2, 3, 5].
- The forced-vibration measurements show that, even for three persons, the acceleration
  levels get close to the comfort level Medium according to Sétra and HIVOSS guidelines.
- The modal analysis results can be deemed to be in good agreement with free-vibration
  measurements although the former seems to slightly overestimate the vibration frequen-
  cies in both horizontal and vertical directions.
- The footfall harmonic analysis conducted for different number of pedestrians show that
  the comfort level of the Kjærra Bridge is not acceptable according to EN-1990:2002 [5]
  for pedestrian groups five or more people. The acceleration level falls into Minimum
  comfort level when the number of pedestrians exceed seven and becomes Unacceptable
  for 16 people according to Sétra and HIVOSS [3, 2] guidelines.
- The results of this study suggest that both EN-1990:2002 [5] and HIVOSS [2] and Sétra
  [3] guidelines can effectively predict that the human-induced vibrations in Kjærra Bridge
  can exceed acceptable levels for a relatively small group of pedestrians. As such, it can be
  argued that any future design that follow the aforementioned guidelines can be expected
to have a satisfactory behavior as far as human-induced vibrations are concerned.
- On the other hand, the problems associated with human-induced vibrations for Kjærra
  Bridge demonstrate the need for a therapeutically-sound and precise standard to avoid such
  problems in future designs.
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Abstract. The last two decades saw an increase in the number of studies investigating the problem of excessive structural vibration due to pedestrian dynamic loads. Several models to represent the pedestrian action on the structure have been developed. The simplest model (used in most guidelines) consists of applying a moving force on the structure to predict its dynamic behaviour. However, it is now well known that this model cannot accurately estimate the dynamic response of the structure under human action. This is chiefly because the human body has its own dynamic properties, depending on the activity and posture, and the simplest model does not consider this when modelling a pedestrian. This way, single degree of freedom (SDOF) models considering stiffness, mass and damping of an individual have been initially presented. Such models have been compared with the simplest moving force model in terms of accuracy of the structural response. However, challenges remain in terms of dealing with its mathematical modelling, and validation with experimental measurements. In this context, this paper presents a discussion about the formulations of such SDOF models, in order to clarify conceptual and mathematical similarities and differences between such formulations. A basic formulation was identified to compare values that have been proposed for the body parameters, using as a reference experimental data obtained from tests carried out in resonance condition on a lively footbridge. The SDOF model and, generally, the values of body parameters proposed in the literature, performed well against experimental data. There was evidence that lower natural frequencies of the pedestrian body adopted in one of the formulations led to less accurate results, but further studies are needed to confirm this.
1 INTRODUCTION

Structures have become increasingly lighter and slender, and consequently more susceptible to excessive vibrations. Thereby, loads that generally did not cause structural problems in the past, for example, human activity (running, walking, bouncing etc.), are now of interest for serviceability limit states. This way, the last two decades has concentrated an increased number of studies that aim to investigate the dynamic behaviour of structures under human loads [1].

To deal with this, for design purposes, several ways of applying these loads on the structure have been presented [2]. Focusing on the vertical direction and walking movement, the simplest model consists in applying a moving periodic force (MF) over the structure, mathematically expressed by a Fourier series [3].

Currently included in most standards and guidelines [e.g., 4-6], it is now well known that the MF model cannot estimate precisely the dynamic properties of the system under human action, and sometimes can result in overestimated responses, as shown by Caprani et al. [7].

This is because the dynamics of the pedestrian body is not considered in the MF model. Indeed, Shahabpoor et al. [1] and Caprani & Ahmadi [2] emphasized that human-structure interaction (HSI) is the key to understand and estimate the effect of human induced loads in structures, particularly in resonance condition. Thus, biodynamic models have been introduced to model pedestrians, the simplest one being a single degree of freedom spring-mass-damper (SMD model).

However, even among the SMD models, there are significant differences in the formulations, ranging from the absence of an analytical formulation [8-10], to the adoption of additional energy input that generates the pedestrian up and down movement by different means (e.g., actuators [11-13], heel movement [14], additional velocity term [15]), or else none of these additions [7,16,17].

Another aspect regarding the SMD models are the values adopted for the parameters mass, stiffness and damping, and several proposals can be found [10,15,17-20], in which such values were obtained in different ways. However, comparisons of performance of SMD models and associated parameters among each other and against the same experimental data are scarce or even non-existent.

In this context, the aim of this paper is twofold. First, an analysis is presented regarding the formulations of SMD models, as a way of clarifying their similarities and differences in conceptual and mathematical terms. The target is to identify a basic analytical formulation for the SMD model and adopt it to compare different formulations. Then, and adopting this basic formulation, parameters proposed in the literature for stiffness, mass and damping of the SMD models were compared, employing experimental data from a pedestrian crossing of a very lively footbridge that had the first vertical mode easily excited. It should be mentioned that the test was carried out in resonance condition, so as to enhance differences in the response between the MF and several SMD models.

2 ANALYSIS OF SMD MODELS

In this section, SMD models of the literature are critically analysed, and a basic analytical formulation is identified and adopted for further comparison against experimental data. Following this, values for the SMD parameters are presented.

2.1 Formulation of SMD models

The first model known to the authors that proposed the modelling of a moving pedestrian as a dynamic system when calculating footbridge vibrations was proposed in Archbold [8],
see also Fanning et al. [9]. Being called later on in the literature as a Moving Oscillator, this model consists of applying a ground reaction force $F(t)$ produced from walking on a rigid surface, simultaneously with a SMD model, the latter representing the dynamics of the pedestrian body.

The ground reaction force is usually assumed to be periodic and represented in terms of a Fourier series. For a rigid surface, this time varying force $F(t)$ is shown in Eq. (1), considering only the first harmonic, as this usually suffices for analyses of typical footbridges in resonance condition. In Eq. (1), $W$ is the weight of the pedestrian ($W = Mg$, in which $M$ is the pedestrian total mass, and $g$ is the acceleration due to gravity), $f_p$ is the pacing rate, and $DLF$ stands for dynamic load factor [3].

$$F(t) = W(1 + DLF \sin(2 \pi f_p t))$$  

It should be noted that there is no specific analytic formulation presented in Archbold [8] and Fanning et al. [9] to represent the interaction between pedestrian and footbridge. This proposal is, thus, just a procedure to include the dynamics of pedestrian. This same procedure was adopted by Silva et al. [10].

A first analytical formulation to account explicitly for the interaction between pedestrian and footbridge can be found in the work of Caprani et al. [7]. It is considered that the ground reaction force produced by the pedestrian is the sum of elastic spring and dissipative forces, that is, the force is transmitted to the mass of the pedestrian through the spring and damper, while walking on a rigid or on a flexible surface.

The outcome of this formulation is that the ground reaction force is equal to the respective inertia force in each case, as will be shown later. Venuti et al. [16] adopted the formulation of Caprani et al. [7], but with a difference that the former opted to express the interaction force as the sum of the elastic spring and damping forces instead of the inertia force, which led to a different arrangement of terms in the formulation. Shahabpoor et al. [17] also adopted this formulation, for investigating the action of a pedestrian flow, which was assumed as continuous and stationary.

This formulation was employed with some modifications by Pfeil et al. [14]. First, a function was introduced to represent the up and down movement of the heels. One can think of this function as a conceptual cause of the up and down movement of the pedestrian. However, in the development of the formulation, it can be inferred that this function could be suppressed without affecting the equations of motion.

This way, by omitting this function for the sake of clarity, the model adopted by Pfeil et al. [14] can be seen in Figure 1: a walking person represented as a SMD model, with respective modal mass ($m_p$), damping ($c_p$) and stiffness ($k_p$). By considering the equilibrium at the pedestrian’s centre of mass (COM) and at contact point, the equation of motion of the pedestrian can be expressed in Eqs. (2) and (3), while walking on rigid and flexible surfaces, respectively.

$$F(t) = - c_p \ddot{u}_{pr} - k_p u_{pr} = m_p \ddot{u}_{pr}$$  \hspace{1cm} (2)

$$F_{in}(t) = - c_p (\dot{u}_{pr} + \dot{u}_s) - k_p (u_{pr} + u_p - u_s) = m_p (\ddot{u}_p + \ddot{u}_s)$$  \hspace{1cm} (3)

In Eqs. (2) and (3), $u_{pr}$ is the vertical displacement of the pedestrian’s COM while walking on a rigid surface; $u_p$ is the vertical displacement while walking on flexible surface which takes into account the pedestrian-structure interaction; and $u_s$ is the vertical displacement of the structure at the contact point. It should be noted, as indicated in Figure 1, that the forces $F(t)$ and $F_{in}(t)$ represented in these equations act on the pedestrian. Equal and opposite forces are acting on the structure.
Considering all this, Pfeil et al. [14] explicitly showed that the ground reaction force from the rigid surface $F(t)$ could be introduced into the expression of the interaction force $F_{int}(t)$ while walking on a flexible surface. This is directly obtained by manipulating Eqs. (2) and (3). Then, by turning around $F(t)$ and $F_{int}(t)$, in order to apply them at the structure, Eq. (4) is obtained:

$$F_{int}(t) = c_p (u_p - u_s) + k_p (u_p - u_s) + F(t)$$ (4)

The introduction into the formulation of the interaction displacement $u_p$ as a part of the total displacement of the pedestrian’s COM while walking on flexible surfaces, led to a difference in this formulation when compared to the ones adopted by the aforementioned authors [7,16,17]. Adoption of $u_p$ is necessary if the ground reaction force from walking on the rigid surface is to be employed into the formulation of walking on the flexible surface. The outcome is that the total displacement of the COM of the pedestrian while walking on a flexible surface ($u_p + u_{pr}$) differs from that adopted by Caprani et al. [7].

The equation of motion of the pedestrian body, in terms of the interaction displacement $u_p$, can be obtained by combining Eqs. (2) and (3):

$$m_p \ddot{u}_p + c_p (u_p - \dot{u}_s) + k_p (u_p - u_s) = 0$$ (5)

Now, by using the concept of modal superposition, a coupled system (pedestrian-structure) with two degrees of freedom is formulated. For this purpose, the structure displacement $(u_s)$ at the contact point, assuming a single mode structural response, can be expressed as:

$$u_s(x) = \phi_i(x) y_i$$ (6)

where $y_i$ is the general coordinate corresponding to the $i^{th}$ mode with the respective mode shape $\phi_i(x)$, and $x$ stands for the pedestrian position at the structure.

Remembering that modal superposition equation is given by:

$$m_i \ddot{y}_i + c_i \dot{y}_i + k_i y_i = P_i$$ (7)

where $m_i$, $c_i$ and $k_i$ are the modal mass, damping and stiffness of the $i^{th}$ mode of the structure, and $P_i$ is the generalized force, given by:

$$P_i = \phi_i(x) F_{int}(t)$$ (8)
The equation of motion of the joint pedestrian-structure system (unknowns $y_i$ and $u_p$) can be expressed by Eq. (9), obtained by substituting Eq. (8) into (7), and considering Eqs. (4) and (6).

$$m_i \ddot{y}_i + (c_i + \phi_i^2 c_p) \dot{y}_i + (k_i + \phi_i^2 k_p) y_i - \phi_i c_p u_p - \phi_i k_p u_p = \phi_i F(t) \tag{9}$$

The coupled pedestrian-structure system can be also written in a matrix form, as stated by Pfeil et al. [14]:

$$M \ddot{U} + C \dot{U} + K U = F \tag{10}$$

where,

$$M = \begin{bmatrix} m_i & 0 \\ 0 & m_p \end{bmatrix}, \quad C = \begin{bmatrix} c_i + \phi_i^2 c_p & -\phi_i c_p \\ -\phi_i c_p & c_p \end{bmatrix}, \quad K = \begin{bmatrix} k_i + \phi_i^2 k_p & -\phi_i k_p \\ -\phi_i k_p & k_p \end{bmatrix}.$$  

$$F = \begin{bmatrix} \phi_i F(t) \\ 0 \end{bmatrix} \quad \text{and} \quad U = \begin{bmatrix} y_i \\ u_p \end{bmatrix}$$

Note that the equations are similar to the ones presented by Venuti et al. [16]. However, the variable representing the displacement of the pedestrian’s COM herein consists only of the interaction displacement $u_p$ of the COM while walking on a flexible surface.

A slight modification of this formulation was introduced by Jiménez-Alonso & Sáez [19] by placing a small part of the pedestrian mass at feet level and in permanent contact with the structure. By doing this, the interaction force $F_{int}(t)$ differs from the expression present in Eq. (3). Nonetheless, bearing in mind that the fraction of the total mass $M$ of the pedestrian that is included in the SMD model (as a modal mass $m_p$) varies among proposals found in the literature (values will be discussed later), the modification introduced by Jiménez-Alonso & Sáez [19] did not differ much from the previous formulations.

Finally, Gomez et al. [15] conceived the source of external energy that caused the pedestrian up and down movement as an initial velocity condition applied to the SMD model, when the heel hits the ground. By comparing their formulation with the one from Pfeil et al. [14], this initial velocity condition replaced the use of the ground reaction force $F(t)$ (applied on a rigid surface) when formulating the equations for walking on flexible surfaces.

However, this is more a matter of preference about using or not the ground reaction force from walking on a rigid surface into the formulation. It should be noted that using $F(t)$ has advantages since expressions for it are very deeply studied in the literature [1, 2].

The formulation from Pfeil et al. [14], slightly modified by the suppression of the function representing the heel movement, was, thus, selected as a basic one in this paper, and is adopted for the analysis of the values of the SMD parameters.

2.2 SMD parameters

There are studies that proposed values for the SMD parameters based on experimental tests with walking subjects.

One of the first studies was conducted by Silva & Pimentel [18]. Values were determined based on tests with twenty subjects walking on a rigid surface, in which acceleration was measured at waist level only. Regression expressions were then proposed for the modal mass, stiffness and damping, as a function of the total mass and pacing rate of the pedestrian. In a
subsequent work, Silva et al. [10] presented additional linear expressions to obtain stiffness and damping.

The study of Toso et al. [20] also obtained SMD parameters from walking subjects. In this case, the ground reaction force from a rigid surface was measured simultaneously with the body acceleration for thirty-five subjects and used as an input to determine a set of regression expressions for the SMD parameters.

The main feature for obtaining the SMD parameters in these three studies was a formulation in which the equation of motion of the pedestrian assumed that all forces were applied at the pedestrian’s COM, including the ground reaction force.

Gomez et al. [15] applied the same test setup as Silva & Pimentel [18], but enrolling only three subjects and employing a different formulation for the equation of motion (see Section 2.1), which led to values for stiffness and damping for each test subject. In addition, they also considered the modal mass as the respective total mass of the test subject.

In all these aforementioned works, the SMD parameters were determined directly from measurements on each individual, walking alone. However, a different approach is reported in other studies, where the values of the SMD parameters were obtained indirectly through measurements of the structural response. This line of reasoning was presented by Jiménez-Alonso & Sáez [19], and they obtained values for the SMD parameters based on experimental results carried out by Geogarkis & Jorgensen [21], in which test subjects walked in group (in varied density scenarios) across a simply supported beam.

By using a genetic algorithm, average values for the SMD parameters for each scenario were obtained, and Jiménez-Alonso & Sáez [19] concluded that there was no significant variability in the sprung mass, equivalent damping ratio and body natural frequency for different scenarios.

Shahabpoor et al. [17] also employed tests with group of pedestrians. They assumed that the modal mass was the total mass of the pedestrian and identified a range of values for the body natural frequency and damping.

A synthesis of all of these findings is presented in Tables 1 and 2, where $\xi_p$ and $f_{np}$ are respectively damping ratio and natural frequency of the pedestrian body.

<table>
<thead>
<tr>
<th>Silva &amp; Pimentel [18]</th>
<th>Silva et al. [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_p(M, f_p)$</td>
<td>97.082 + 0.275 $M$ - 37.52 $f_p$ (kg)</td>
</tr>
<tr>
<td>$c_p(m_p)$</td>
<td>29.041 $m_p^{0.883}$ (N.s/m)</td>
</tr>
<tr>
<td>$k_p(c_p)$</td>
<td>30351.744 - 50.261 $c_p$ + 0.035 $c_p^2$ (N/m)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Toso et al. [20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_p(M, f_p)$</td>
</tr>
<tr>
<td>$c_p(M, m_p)$</td>
</tr>
<tr>
<td>$k_p(M, f_p)$</td>
</tr>
</tbody>
</table>

Table 1: Proposed expressions for the SMD parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_p$ (kg)</td>
<td>83.97% of total mass</td>
<td>total mass</td>
</tr>
<tr>
<td>$\xi_p$ (%)</td>
<td>47.18</td>
<td>12 - 18</td>
</tr>
<tr>
<td>$f_{np}$ (Hz)</td>
<td>2.76</td>
<td>2.29 - 2.52</td>
</tr>
</tbody>
</table>

Table 2: Proposed values for the SMD parameters
3 TEST STRUCTURE AND EXPERIMENTAL RESULTS

The test structure is the Aberfeldy glass reinforced plastic cable-stayed footbridge, in Scotland (Figure 2a). More details about the test structure can be found elsewhere [14, 22].

![Aberfeldy Cable Stayed Footbridge](image1)

![Bridge elevation and experimental 1st mode shape](image2)

Figure 2: Test structure and mode shape of interest

The test result of interest is the filtered vertical acceleration response at mid span due to the crossing of a pedestrian walking in resonance with the first vertical mode of the structure, in which the maximum acceleration ($a_{\text{max}}$) and root mean square acceleration ($a_{\text{rms}}$) was respectively 2.14 m/s² and 0.89 m/s². The whole measured time response signal was available for comparison with the numerical predictions.

As observed in Pfeil et al. [14], even with the control of the pedestrian gait with a help of a metronome, the strong deck vibrations led to a pace losing, causing disturbances in the response signal. This was taken into account in this work.

On the other hand, by analysing the experimental mode shape in Figure 2b, it is clear that the relevant response occurs while walking between the towers and in order to be used in Eq. (10), a mathematical expression for unity scaled $\phi(i=1)$ given in Eq. (11) was fit to the experimental mode shape.

$$\phi_1(x) = 0.11867 - \frac{1845.64}{4\pi(x - 31.881)^2 + 513.413\pi}$$  \hspace{1cm} (11)

Finally, the absence of some information from the experimental side led to a need of adopting values from the literature. The step length of the pedestrian was assumed as 0.90 m [13]. The DLF of the pedestrian was not experimentally determined; and an initial value of 0.25 was defined based on Young [23] and adjusted in the analysis, as will be shown later on. All information gathered for the analysis is presented in Table 3.

<table>
<thead>
<tr>
<th>Test structure (1st mode)</th>
<th>Test Pedestrian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modal mass ($m$) (calculated)</td>
<td>2547 kg</td>
</tr>
<tr>
<td>Damping ratio ($\zeta$)</td>
<td>0.84 %</td>
</tr>
<tr>
<td>Natural frequency ($f_n$)</td>
<td>1.59 Hz</td>
</tr>
</tbody>
</table>

Table 3: First mode dynamic parameters of the structure and pedestrian characteristics, based on experimental data except where indicated.

4 RESULTS AND DISCUSSIONS

The performance of the SMD parameters was investigated by comparing numerical results obtained adopting the interaction model of Pfeil et al. [14] against the experimental result (see
Table 4). The results were compared in terms of the maximum ($a_{\text{max}}$) and root mean square ($a_{\text{rms}}$) acceleration, as well as the fit to the experimentally measured acceleration response time history (see Figures 3 and 4). For conciseness, only the best results obtained for each of the formulations are shown in these Figures. However, Table 4 contains the whole range of results obtained for all formulations. It can be noted that a range of values was proposed in some formulations for the pedestrian parameters [15,17], and this is the reason why some combinations of these values (in particular, damping and natural frequency of the pedestrian body) were performed (see sets (1) to (4) in Table 4). On the other hand, for the formulations in which regression expressions or average values were proposed [10,18-20], the body parameters were obtained by employing the body parameters of the test subject.

<table>
<thead>
<tr>
<th>Set</th>
<th>Gomez et al. [15]</th>
<th>Shahabpoor et al. [17]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_p$ (kg)</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>$\xi_p$ (%)</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>$f_{np}$ (Hz)</td>
<td>2.29</td>
<td>2.29</td>
</tr>
<tr>
<td>$DLF$</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>$a_{\text{max}}$ (m/s²)</td>
<td>2.19</td>
<td>2.08</td>
</tr>
<tr>
<td>$a_{\text{rms}}$ (m/s²)</td>
<td>0.93</td>
<td>0.90</td>
</tr>
</tbody>
</table>

* Best result obtained for the range of the proposed values.

** Values from [10] were close to the ones from [18], and were not shown in Figure 4.

Obs.: The variation in the SMD parameters from [10, 18, 20] was due to the dependence of such parameters with the varied pacing rate throughout the crossing.

Table 4: Results obtained employing different values for the pedestrian parameters

For each case, the unknown $DLF$ of the test subject was adjusted to produce a best fit, based on a trial and error process. However, it can be seen from Table 4 that this is not a significant issue since the best value of the $DLF$ obtained for each formulation varied very little, around the value 0.27 stated in Pfeil et al. [14].

Regarding the values of the SMD parameters, it is noted that despite the wide range of values of the parameters, no great difference was identified among the results (Figure 4). However, some discrepancies were noted about the proposed values of the natural frequency $f_{np}$ of the pedestrian body. Toso et al. [20] values for this parameter are below all the other works and the results with their parameters were the least accurate among the whole set of SMD parameters investigated (Figure 3b). This requires further studies, with a larger sample of experimental data, to confirm or not the relevance of this parameter, since the natural frequency $f_{np}$ may not be the sole cause of the discrepancy.

In general, despite the different ways of obtaining the SMD parameters, the results were in very good agreement with the experimental one and presented a much better performance against MF model (Figure 3a), which overestimated the bridge response. The difference in
peak and RMS values between MF and biodynamic models might be small (see values in Table 4), but this was for a single pedestrian crossing. Actual design cases consider group or streams of pedestrians crossing the structure, which deserves further investigation.

Figure 3: Acceleration at the mid span of the footbridge - (a) Experimental x MF model; (b) Experimental x Interaction Model using the set of parameters from Toso et al. [20]

Figure 4: Acceleration at the mid span of the footbridge - Experimental versus Interaction Model using the set of parameters from (a) Silva & Pimentel [18]; (b) Jiménez-Alonso & Sáez [19]; (c) Gomez et al. [15]; (d) Shahabpoor et al. [17]

5 CONCLUSIONS

A discussion of SDOF spring-mass-damper models proposed in the literature to model pedestrians in HSI studies was presented. It was shown that the formulations proposed to account for HSI were based on the same concept that the ground reaction force, either on a rigid or on a flexible surface, is equal to the inertia force of the pedestrian body. In general, this led to an analytical formulation to represent the coupled pedestrian-structure system.

The formulation presented by Pfeil et al. [14] made it clear that the ground reaction force obtained from rigid surfaces (widely used in the literature) can be inserted into the equations that consider the deformability of the structure. With a slight modification, this so called
‘interaction model’ [14] was adopted to compare the performance of various SMD parameters proposed in the literature and obtained through experimental measurements with walking subjects, albeit each set of parameters was obtained in different and independent ways.

Despite of the different ways in obtaining the SMD parameters, the different proposals generally resulted in quite good agreement with the experimental result obtained from a pedestrian crossing a lively footbridge. However, a less accurate response was obtained from one of the formulations, when the proposed value for the natural frequency of the pedestrian body was lower, which requires attention and further studies.

In spite of the good performance of the simple SMD models and respective parameters in this case, a more in-depth analysis is required with well instrumented pedestrians. This way, the performance of the SMD models could also be compared against more elaborated biodynamic models currently proposed in the literature. In addition, evaluations employing a larger number of test subjects crossing simultaneously a structure are required, so as to comply with the design cases of current standards.
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Abstract. The most often purported mechanism causing the lateral dynamic instability of the London Millennium Footbridge is the synchronisation of footsteps to the lateral structural motion. However, evidence from full-scale measurements and treadmill tests has challenged this notion. Instead, an active control of foot placement is advocated to be the source of destabilising forces to the structure, occurring even without synchronisation. This is to say that, while walking on a laterally oscillating surface, pedestrians maintain their balance primarily by controlling the position of their feet, rather than adjusting the timing. Similar behaviour was previously observed in experimental tests measuring the response of pedestrians to an impulsive perturbation of gait. The analysis of the collected data suggested a simple linear foot placement control law, whereby the position of the foot at the instant of foot placement immediately following the perturbation depends on the instantaneous lateral velocity of the centre of mass and a constant offset. However, it is has been uncertain whether the same foot placement control law applies while walking on laterally oscillating structures. To test this proposition, an experimental campaign was conducted on a laterally oscillating treadmill with a test subject monitored with an optical motion capture system. The motion of the body centre of mass and the position of the feet were identified and analysed. It was found that a simple linear foot placement control law applies. Further tests were conducted to test the influence of the visual information on pedestrian stepping behaviour using virtual reality delivered via a head mounted display. It was found that the identified foot placement control law is very robust for different walking surface conditions and visual environments.
1 INTRODUCTION

Lateral dynamic instability under the loading from a walking crowd has been observed on many bridges around the world [1-8]. Despite intensive research in the last two decades to uncover the nature of this phenomenon, a consensus has not yet been reached. The paradigm still dominating in the field is that, in the presence of perceptible bridge motion, pedestrians adjust their stride frequency to match the vibration frequency of the bridge, hence a direct resonance will occur. This is supposedly amplified by a tendency of pedestrians to synchronise their footsteps to one another. However, some measurements from full-scale structures [5, 6] and laboratory environments [9, 10] have challenged the notion of prevalence of the direct resonance, while the natural tendency of pedestrians to synchronise their footsteps with other pedestrians has been found to be quite weak [11, 12]. Meanwhile, it has been shown that destabilising forces to the bridge can arise from simple mechanics of walking, whereby pedestrians adjust the lateral position of their stepping foot in response to perturbations from the oscillating bridge, even in the absence of synchronisation [13]. This analysis was accomplished by employing an inverted pendulum model (IPM) to idealise the dynamics of pedestrian motion in the frontal plane, i.e. the vertical plane perpendicular to the direction of progression. The IPM consists of a mass supported by a rigid massless leg. The transition between steps is instantaneous and the position of foot placement for the stepping leg, $u$, is assumed to follow the law proposed by Hof et al. [14]:

$$u = x_{CoP} - x_{CoM} = \frac{\dot{x}_{CoM}}{\Omega_p} \pm b_{min}$$

where $x_{CoP}$ and $x_{CoM}$ is the lateral distance, measured from the same arbitrary reference point on the surface, to the centre of pressure (CoP) and the vertical projection of the centre of mass (CoM), respectively, a dot over the symbol represents differentiation with respect to time, $\Omega_p = \sqrt{g/l_{eq}}$ is the angular pendulum frequency in which $g$ is the gravitational acceleration and $l_{eq}$ is the equivalent pendulum length, the $\pm$ sign accounts for the bipedal nature of human gait (i.e. changing point of support from step to step) and $b_{min}$ is a constant termed the margin of stability. The IPM based on Eq. (1) has been shown to be capable of explaining the forces generated by a pedestrian on a laterally oscillating bridge [13, 15], with good qualitative agreement with experiments involving unimodal [16, 17] and multi-modal [18] bridge motion. However, little direct experimental evidence has been presented to date to specifically support the adopted foot placement control law [19, 20]. Moreover, it is currently unclear whether $\dot{x}_{CoM}$ in Eq. (1) should be taken relative to the moving bridge, $\dot{x}_{CoM}^{rel}$, or some stationary point outside of the bridge relative to which the bridge is moving, $\dot{x}_{CoM}^{abs}$ [9].

Considering the gaps in the current state of knowledge, the aim of this study is to verify whether a foot placement control law of the type proposed by Hof et al. [14] applies for walking on an oscillating bridge. To this end, tests were conducted on a self-paced treadmill capable of lateral oscillation. Gait kinematics of a test subjects were recorded using an optical motion capture system to obtain an instantaneous position of the body centre of mass (CoM) and feet. Motivated by the form of the Hof et al.'s [14] foot placement control law in Eq. (1), a simple linear regression model was fitted to the data relating the step width and lateral velocity of the CoM at the instant of foot placement. To tests the robustness of the pedestrian stepping behaviour, three types of visual environment were provided to the test subject.
2 METHODOLOGY

A 21-year-old healthy female with body mass of 51 kg and height 1.64 m was recruited for the tests. The test subject wore gym-type clothing and flat-soled shoes. Prior to participating in the tests, the subject familiarised herself with the information letter for participants, completed a physical readiness questionnaire and signed an informed consent form. The tests were approved by the University of Bristol Ethics of Research Committee.

Six tests were conducted in total. The subject walked on the treadmill when stationary (i.e. non-oscillating), denoted NLTM (no lateral treadmill motion), and on the treadmill with it oscillating in the lateral direction with sinusoidal motion of amplitude 10 mm and frequency 0.9 Hz, denoted LTM (lateral treadmill motion). The test subject was subjected to three visual conditions, including that of the laboratory environment, denoted RL (real life), and two virtual reality environments delivered via a head mounted display, denoted VR1 and VR2. The details of the instrumentation used during the tests and data analysis are given in this section.

2.1 Treadmill

A custom-built treadmill mounted on a shaking table capable of providing lateral motion was used during the tests. A generous walking area of 2 m by 1.5 m was provided to facilitate the operation of a treadmill speed feedback control mechanism, enabling automatic adjustment of the treadmill speed to that of the user, and to facilitate adaptive pedestrian stepping behaviour.

2.2 Virtual reality

An immersive and interactive virtual reality (VR) environment was delivered via an nVisor SX111 head mounted display, offering a 76 degrees horizontal and 64 degrees vertical field of view and 1280 by 1024 resolution per eye. The VR environment was developed in NetBeans 7.01 IDE using the Jogl platform providing 3D graphics based on the OpenGL® API for applications written in Java™. It consisted of three main elements, (i) the bridge, (ii) the substratum, i.e. stationary objects rendered below the bridge, providing height reference, and (iii) the superstratum, i.e. objects rendered around the bridge, above the substratum. Two VR scenes were built, differing in terms of the number and type of visual reference cues available to the user. In both scenes, the virtual bridge was translating together with the treadmill belt thus providing optical flow as for normal overground walking, i.e. motion of the objects perceived due to self-motion – here realized by walking on a treadmill. In both scenes, the lateral movement of the virtual bridge was enabled by coupling it with the lateral treadmill motion. The first scene, hereafter referred to as VR1, presented in Figure 1 (a), contained visual information enabling motion parallax, i.e. the perception of relative motion of objects against the rest of the visual field caused by self-motion of the observer. This was achieved by inclusion of stationary objects set in the scene, i.e. the substratum (water beneath the bridge) and red posts positioned alongside the bridge, and also bridge railings moving with the bridge and the deck being rendered in a pattern resembling wood. The second scene, hereafter referred to as VR2, presented in Figure 1 (b), was built by stripping VR1 of most of the information facilitating the perception of self-motion to the point that the only object left in the scene was the deck, rendered in a low contrast pattern, surrounded by dense fog.
Figure 1: Virtual reality environments projected onto the left-eye screen of head mounted display, (a) VR1, (b) VR2.

2.3 Data capture and analysis

An optical motion capture system consisting of six Qualisys cameras was used to record, at the sampling frequency of 128Hz, the motion of fourteen retroreflective markers attached to the body landmarks of the test subject. This enabled the position of the CoM to be determined using the linked-segments modelling procedure [21]. One marker was attached to the lateral malleolus (i.e. ankle) of each foot to determine the pseudo step width, defined here as the lateral distance between the projections of the position of the CoM and the ankle marker onto the surface at the instant of foot placement. The term pseudo step width is used herein, since in the original formulation of the IPM [14] the step width is defined using the centre of pressure (CoP) and the transfer from one leg to the other is instantaneous. However, the CoP was not measured during the tests and the double-support phase of gait is not negligibly short. Therefore, it was assumed herein that (i) the ankle marker, due to anatomical constraints, gives a representative point of reference for the step width in the spatial reference frame, and that (ii) the instant of foot placement gives a representative point of reference for the step width in the temporal reference frame. That instant was determined from the vertical velocity of the ankle markers according to the procedure proposed in [22].

The following function was fitted to the pseudo step width data, compatible with the IPM and lateral foot placement control law in Eq. (1):

\[ u^* = x_{\text{ANKLE}} - x_{\text{CoM}} = \rho_1 \dot{x}_{\text{CoM}} \pm \rho_2 \]  

where \( u^* \) is the pseudo step width, \( x_{\text{ANKLE}} \) is the lateral position of the ankle marker attached to the stepping foot, \( \dot{x}_{\text{CoM}} \) is the lateral velocity of CoM at the instant of heel strike, and \( \rho_1 \) and \( \rho_2 \) are the coefficients of the fit. Note \( \rho_1 \) and \( \rho_2 \) in Eq. (2) correspond to the inverse of the IPM angular frequency, \( \Omega_p \), and the margin of stability, \( b_{\text{min}} \), respectively, from Eq. (1), and have physical units of time and displacement, respectively. The outstanding problem is the definition of the lateral velocity of the CoM, \( \dot{x}_{\text{CoM}} \), for LTM tests. Note this ambiguity does not exist for NLTM tests, since \( \dot{x}_{\text{CoM}} \) is then equal to \( \dot{x}_{\text{CoM}} \). This issue will be taken into consideration in the discussion of the results in Section 3.
The displacement signal of the CoM was differentiated to obtain lateral the CoM velocities $\dot{x}_{\text{CoM}}^{\text{abs}}$ and $\dot{x}_{\text{CoM}}^{\text{rel}}$. A fourth-order two-way Butterworth low-pass filter with cut off frequency of 6Hz was applied to all the data.

3 RESULTS AND DISCUSSION

The empirical data relating pseudo step width, $u^*$, with the absolute lateral velocity of the CoM, $\dot{x}_{\text{CoM}}^{\text{abs}}$, for all the conducted tests are shown in Figure 2.

Figure 2: Relationship between the pseudo step width and the absolute lateral velocity of the CoM at the instant of heel strike for (a) RL NLTM, (b) RL LTM, (c) VR1 NLTM, (d) VR1 LTM, (e) VR2 NLTM and (f) VR2 LTM. The data for the right and left leg are denoted by ● and ○ in the top and bottom parts of the plots, respectively.
The least spread of data can be seen in Figure 2 (a) & (b) for walking in the visual environment of the laboratory (RL), without and with lateral treadmill oscillation (NLTM & LTM), respectively. The greatest spread of data can be seen in Figure 2 (e) & (f) for walking in VR2 in NLTM & LTM, respectively. Despite the differences in data variability, the gradients and intercepts (with the vertical axes) of the best linear fits, found separately for the right and left leg data, seem to be compatible.

During all the tests, except for NLTM RL, some steps were taken in which the CoM was travelling towards the stance leg in the frontal plane at the instant of touchdown of the stepping leg. These steps are shown as points in Figure 2 for which $\dot{x}_{\text{abs}}$ is negative for the right leg or positive for the left leg. No excursion of the foot to the contralateral (i.e. abnormal) side of the CoM can be directly observed from the data in Figure 2. This would be evident if $\nu$ was negative for the right leg or positive for the left leg. However, since the ankle markers were not aligned with the CoP, it is possible that this situation occurred for some steps, when the magnitude of $\nu$ (on the vertical axes) was below 0.05m.

The results of fitting a linear function (i.e. simple linear regression) to the experimental data according to Eq. (2), based on the absolute and relative lateral velocity of the CoM, $\dot{x}_{\text{abs}}$, are given in Table 1. Note $\rho_2$ takes positive and negative values depending on the stepping leg. Goodness of fit statistics are quantified in terms of the root mean square (RMS) error, denoted as standard error in Table 1, and degrees-of-freedom adjusted R-square, denoted as adjusted R-square in Table 1.

<table>
<thead>
<tr>
<th>Experimental condition</th>
<th>$\dot{x}_{\text{abs}}$ [m/s]</th>
<th>Figure 2 reference</th>
<th>Leg</th>
<th>$\rho_1$ [s]</th>
<th>$\rho_2$ [m]</th>
<th>Standard error [m]</th>
<th>Adjusted R-square</th>
</tr>
</thead>
<tbody>
<tr>
<td>RL NLTM abs (a) right</td>
<td>0.2071</td>
<td>0.0787</td>
<td>0.0052</td>
<td>0.5381</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RL NLTM abs (a) left</td>
<td>0.2003</td>
<td>−0.0748</td>
<td>0.0055</td>
<td>0.4341</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RL LTM abs (b) right</td>
<td>0.1985</td>
<td>0.0796</td>
<td>0.0064</td>
<td>0.6654</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RL LTM abs (b) left</td>
<td>0.2229</td>
<td>−0.0742</td>
<td>0.0059</td>
<td>0.6768</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RL LTM rel N/A right</td>
<td>0.1065</td>
<td>0.0858</td>
<td>0.0096</td>
<td>0.2386</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RL LTM rel N/A left</td>
<td>0.0964</td>
<td>−0.0828</td>
<td>0.0091</td>
<td>0.2467</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR1 NLTM abs (c) right</td>
<td>0.1874</td>
<td>0.0824</td>
<td>0.0086</td>
<td>0.6532</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR1 NLTM abs (c) left</td>
<td>0.2217</td>
<td>−0.0746</td>
<td>0.0080</td>
<td>0.7448</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR1 LTM abs (d) right</td>
<td>0.2144</td>
<td>0.0819</td>
<td>0.0090</td>
<td>0.7444</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR1 LTM abs (d) left</td>
<td>0.2044</td>
<td>−0.0762</td>
<td>0.0081</td>
<td>0.7339</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR1 LTM rel N/A right</td>
<td>0.1659</td>
<td>0.0854</td>
<td>0.0139</td>
<td>0.3903</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR1 LTM rel N/A left</td>
<td>0.1252</td>
<td>−0.0824</td>
<td>0.0125</td>
<td>0.3649</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR2 NLTM abs (e) right</td>
<td>0.1895</td>
<td>0.0811</td>
<td>0.0094</td>
<td>0.6525</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR2 NLTM abs (e) left</td>
<td>0.2058</td>
<td>−0.0728</td>
<td>0.0087</td>
<td>0.7044</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR2 LTM abs (f) right</td>
<td>0.1893</td>
<td>0.0814</td>
<td>0.0099</td>
<td>0.7217</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR2 LTM abs (f) left</td>
<td>0.2215</td>
<td>−0.0729</td>
<td>0.0111</td>
<td>0.6931</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR2 LTM rel N/A right</td>
<td>0.1564</td>
<td>0.0771</td>
<td>0.0138</td>
<td>0.4955</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR2 LTM rel N/A left</td>
<td>0.1646</td>
<td>−0.0692</td>
<td>0.0153</td>
<td>0.4355</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Results of fitting a linear function to experimental data.

A simple linear regression based on the absolute velocity of the CoM, $\dot{x}_{\text{abs}}$, provides overall better fit to the data than using the relative velocity of the CoM, $\dot{x}_{\text{rel}}$. The mean adjusted R-square obtained using $\dot{x}_{\text{abs}}$ is 0.71 for LTM. In comparison, the mean adjusted R-square
obtained using $z_{\text{Coh}}^\text{ex}$ for LTM is only 0.36. The values of adjusted R-square obtained using $z_{\text{Coh}}^\text{ex}$ show that a linear foot placement control law can explain 71% of pseudo step width variance for LTM. In the world of biology, and considering the data come from testing a human, this indicates a strong functional relationship between the variables. Therefore, all further discussion is based on the results obtained using $z_{\text{Coh}}^\text{ex}$ only.

The mean gradients of the fit, $\rho_1$, for the right and left legs are 0.2s and 0.21s, respectively. The mean intercepts of the fit, $\rho_2$, for the right and left legs are 0.08m and −0.07m, respectively. The difference in sign reflects the bipedal nature of human gait. The values are consistent throughout all the tests, except RL NLTM, indicating a simple linear foot placement control law is robust against surface oscillation and modifications to the visual field.

The higher variability of data for VR tests visible in Figure 2 is reflected in the higher values of the standard error in Table 1, quantifying the dispersion of the pseudo step width around the fit. This is the case for NLTM and LTM tests. The highest variability in data is observed for VR2. The test subject was then provided the least amount of visual information which, it appears, led to greater variation of the gait.

The values of $\rho_1$ and $\rho_2$ differ from the values previously assumed in the use of the IPM [13-15], as defined in Eq. (1). The gradient of the linear foot placement control law is in this case the inverse of the pendulum angular frequency, which for the test subject employed for the test would be 0.34s. This is greater than all of the values from the experiments in Table 1. The intercept is the margin of stability, which for unperturbed walking was assumed to take a value of 0.016m [13-15]. These discrepancies were expected considering the definition of the pseudo step width, stated in Section 2, in particular the difference in the spatial and temporal reference frames used in the formulation of the IPM compared with those used in the experiments.

Overall, it is concluded that the foot placement control law of the type proposed by Hof et al. [14], based on lateral velocity of the CoM at heel strike, applies for walking on laterally oscillating bridges. This gives supporting evidence for the assumptions made in the IPM [13,15,19]. Further work will attempt to reconcile the discrepancies between IPM predictions and the experimental data presented in this study.

4 CONCLUSIONS

- A foot placement control law of the form proposed by Hof et al. [14] applies for walking on laterally oscillating structures.
- The step width depends on the absolute rather than relative lateral velocity of the centre of mass at the instant of foot placement onto the walking surface.
- The foot placement control law is robust against modifications to the visual environment as well as motion of the walking surface.
- The presented data can help in the calibration of the inverted pendulum pedestrian model for walking on laterally oscillating structures.
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Abstract. Two key aspects must be considered for the design of modern footbridges: (i) their sensitivity to human-induced vibrations; and (ii) the influence of the variation of the operational and environmental conditions on their modal properties. One possible option to guarantee an adequate behavior of these structures under both conditioning factors is the installation of a control system. Among the different systems, active damping devices have shown a great effectiveness when they are used to control the dynamic response of civil engineering structures under uncertainty conditions. Different design algorithms have been proposed to guarantee that structures, controlled by these damping devices, meet the design requirements without compromising the budget. Among these proposals, the motion-based design method has shown a high performance when it has been implemented to design passive damping devices for footbridges under uncertainty conditions. Herein, this design method has been adapted and further implemented for the robust optimum design of active tuned mass dampers when they are employed to control the human-induced vibrations in slender footbridges. According to this method, the design problem can be transformed into two coupled sub-problems: (i) a multi-objective optimization sub-problem; and (ii) a reliability analysis sub-problem. Thus, the main objective is to find the parameters of the active damping device which guarantee an adequate comfort level without compromising its cost. The compliance of this vibration serviceability limit state is computed via a reliability index (related to the probability of failure), which takes into account the effect of the variation of the operational and environmental conditions on the modal properties of the structure.
1 INTRODUCTION

Modern footbridges have experienced an increase in their slenderness due to both the improvement of the strength of the construction materials and the aesthetic requirements of the current societies [1]. Accordingly, this higher slenderness has enhanced the sensitivity of these structures to two phenomena: (i) the human-structure interaction [2]; and (ii) the variability of their modal properties due to the modification of the operational and environmental conditions [3].

In order to overcome these limitations, external damping devices have been widely installed on these structures to guarantee their robust structural behavior during their overall life cycle [4]. Among these damping devices, active control systems have shown a high effectiveness when they have been used to control the dynamic response of civil engineering structures under stochastic conditions [5]. Different algorithms and control laws have been proposed to perform successfully the design process of these damping devices [6]. Among the different approaches, the motion-based design method [7] under a stochastic approach is presented and further implemented herein to design active tuned mass dampers (ATMD) when they are used to control the human-induced vibrations in slender footbridges under uncertainty conditions. Thus, the main contribution of this study is to adapt the abovementioned method, which has been previously implemented for the design of passive tuned mass dampers [8], for the design of ATMDs.

According to this method, the design problem may be transformed into two coupled sub-problems: (i) a multiple-objective optimization sub-problem [9]; and (ii) a reliability analysis sub-problem [10]. The multiple-objective function of the first sub-problem is defined in terms of two different elements: (i) the parameters of the ATMD, which are needed to be determined; and (ii) the design requirements of the structure which are needed to be met [2]. As the main objective of this design process is to control the human-induced vibrations in footbridges, the design requirements may be defined in terms of the comfort level of the structure. Thus, these design requirements are met if the maximum acceleration of the structure is lower than an allowable acceleration established by the designer [2]. Additionally, the aforementioned design requirements have been re-formulated based on a probabilistic approach due to the sensitivity of the modal properties of the structure to the variation of the operational and environmental conditions [11]. According to this approach, the design requirements are met if a reliability index, $\beta$, which reflects the probability of compliance of the mentioned vibration serviceability limit state (VSLS), is greater than an allowable reliability index, $\beta_{lim}$ [10]. Sampling techniques are usually considered to compute this reliability index [10]. Herein a conventional Monte Carlo simulation has been considered [10]. Finally, the performance of the proposed algorithm has been validated via the analysis of a numerical case-study [2]. Concretely, the VSLS of a steel footbridge under uncertainty conditions has been met via the installation of an ATMD designed according to the proposed algorithm.

The paper is organized as follows. In section 2, the mathematical model of the ATMD-footbridge interaction system is formulated and its dynamic response under pedestrian action is computed numerically in time domain. Subsequently, in section 3, the motion-based design method under a stochastic approach is described in detail. Later, in section 4, a numerical case-study is presented to assess the performance of the proposed method when it is implemented for the design of an ATMD used to control the dynamic response of a steel footbridge under pedestrian action. Finally, some concluding remarks are included in section 5 to finish the paper.
2 ACTIVE TUNED MASS DAMPER-FOOTBRIDGE INTERACTION MODEL UNDER PEDESTRIAN LOAD

In order to design an active damping device, according to the mentioned proposal, the dynamic response of an ATMD-footbridge interaction system under pedestrian action must be computed numerically. Thus, four steps must be given: (i) the formulation of the ATMD-footbridge interaction model; (ii) the definition of the pedestrian load; (iii) the selection of the control law which defines the driving force; and (iv) the numerical integration of the equations of motion which governs the ATMD-footbridge interaction model.

For the formulation of the ATMD-footbridge interaction model, the following assumptions have been considered herein: (i) the dynamic response of the structure may be approached (modal coordinates) by a single vibration mode [6], since it is assumed that only a vibration mode is prone to suffer from human-induced vibrations; (ii) the ATMD is modelled via a single degree of freedom system (physical coordinates) [5]; (iii) the pedestrian load is simulated by an equivalent harmonic load [2]; and (iv) the ATMD is located at the point with the maximum modal displacement. Figure 1 shows a scheme of the ATMD-footbridge interaction model.

Thus, the equations of motion of the ATMD-footbridge interaction model can be obtained via the implementation of the second Newton’s law to the two masses (ATMD and equivalent modal mass). These equations may be expressed as follows:

\[
m_f \ddot{x}_f(t) + c_f \dot{x}_f(t) + k_f x_f(t) = p^*(t) + f_d(t) 
\]

\[
m_a \ddot{x}_a(t) + c_a \left( \dot{x}_a(t) - \dot{x}_f(t) \right) + k_a \left( x_a(t) - x_f(t) \right) = f_a(t) 
\]

\[
f_d(t) = c_a \left( \dot{x}_a(t) - \dot{x}_f(t) \right) + k_a + c_a \left( x_a(t) - x_f(t) \right) - f_a(t) = -m_a \ddot{x}_a(t) 
\]

where \( m_f \) [kg], \( c_f \) [sN/m] and \( k_f \) [N/m] are respectively the mass, damping and stiffness of the considered vibration mode of the footbridge; \( p^*(t) = \phi^T p(t) \) [N] is the projection of the pedestrian load on the considered vibration (being \( p(t) \) the pedestrian load [N], \( \phi \) the considered vibration mode and \( T \) the transpose function); \( \dot{x}_f(t) \) [m/s^2], \( x_f(t) \) [m/s] and \( x_f(t) \) [m] are respectively the acceleration, velocity and displacement of the footbridge; \( m_a \) [kg], \( c_a \) [sN/m] and \( k_a \) [N/m] are respectively the mass, damping and stiffness of the ATMD; \( \dot{x}_a(t) \)
[m/s²], \( \dot{x}_a(t) \) [m/s] and \( x_a(t) \) [m] are respectively the acceleration, velocity and displacement of the ATMD; \( f_a(t) \) [N] is the driving force generated by the actuator of the ATMD; and \( f_d(t) \) [N] is the control force generated by the ATMD.

These equations can be re-organized in matrix form as follows:

\[
\begin{bmatrix}
m_f & 0 \\
0 & m_a
\end{bmatrix}
\begin{bmatrix}
\ddot{x}_f(t) \\
\ddot{x}_a(t)
\end{bmatrix}
+ \begin{bmatrix}
c_f + c_a & -c_a \\
-c_a & c_a
\end{bmatrix}\begin{bmatrix}
\dot{x}_f(t) \\
\dot{x}_a(t)
\end{bmatrix}
+ \begin{bmatrix}
k_f + k_a & -k_a \\
-k_a & k_a
\end{bmatrix}\begin{bmatrix}
x_f(t) \\
x_a(t)
\end{bmatrix}
= \begin{bmatrix} 1 \\
-1 \end{bmatrix} p^*(t)
+ \begin{bmatrix} 1 \\
1 \end{bmatrix} f_a(t)
\]

\[
[M][\ddot{x}(t)] + [C][\dot{x}(t)] + [K][x(t)] = \{B_0\}p^*(t) + \{B_c\}f_a(t)
\]

where \([M] = \begin{bmatrix} m_f & 0 \\
0 & m_a \end{bmatrix}\) is the mass matrix; \([C] = \begin{bmatrix} c_f + c_a & -c_a \\
-c_a & c_a \end{bmatrix}\) is the damping matrix; \([K] = \begin{bmatrix} k_f + k_a & -k_a \\
-k_a & k_a \end{bmatrix}\) is the stiffness matrix; \(\{B_0\}\) is the input vector associated with the pedestrian load; \(\{B_c\}\) is the input vector associated with the driving force; \(\{\ddot{x}(t)\}\) is the acceleration vector; \(\{\dot{x}(t)\}\) is the velocity vector and \(\{x(t)\}\) is the displacement vector.

In order to integrate this equation system and make easier the determination of the driving force, \(f_a(t)\), the abovementioned equation system must be transformed into a state space formulation [6]. According to this formulation, the dynamic behavior of a linear invariant system may be expressed by the following differential equation system with initial conditions \((z(0)) = z_0\):

\[
\begin{align*}
\{\ddot{z}(t)\} &= [A]\{z(t)\} + [B]\{p^*(t)\} + [B]\{f_a(t)\} \\
\{y(t)\} &= [E]\{z(t)\} + [D]\{f_a(t)\}
\end{align*}
\]

where \(\{z(t)\}\) is the state vector; \(\{y(t)\}\) is the output vector; \([A]\) is the system matrix; \([B]\) is the input matrix; \([E]\) is the output matrix; and \([D]\) is the feedthrough matrix [6]. It is possible via matrix transformations to convert the abovementioned equation system into its state space formulation [6]. The state space matrices can be defined as:

\[
[A] = \begin{bmatrix} -[M]^{-1}[K] \\
&M_a^{-1}[C] \end{bmatrix}
\]

\[
[B] = \begin{bmatrix} 0 \\
-[M]^{-1}\{B_i\} \end{bmatrix}
\text{where }\{B_i\} = \begin{cases} \{B_0\} & \text{for } p^*(t) \\
\{B_c\} & \text{for } f_a(t) \end{cases}
\]

\[
[E] = -[E_a][[M]^{-1}[K] \ [M]^{-1}[C]]
\]

\[
[D] = [E_a][M]^{-1}[B]
\]

where the state vector \(\{z(t)\} = \{x_f(t) \ x_a(t) \ \dot{x}_f(t) \ \dot{x}_a(t)\}\) is defined in terms of the displacements and velocities of both the footbridge and the ATMD; and the output vector, \(\{y(t)\}\), is defined in terms of the accelerations experienced by the footbridge (being \([E_a]\) the acceleration matrix which indicates the elements in which the acceleration is computed).

In order to obtain the response of this state space equation system both the pedestrian force, \(p(t)\), and the driving force, \(f_a(t)\), which simulates the behavior of the actuator of the ATMD, must be defined.
The pedestrian force, \( p(t) \), has been simulated based on the recommendations of the French guidelines [2]. Only the vertical contribution of the walking pedestrian action has been considered herein. According to these guidelines, the walking pedestrian action, \( p(t) \), can be determined via an equivalent harmonic force defined as follows:

\[
p(t) = 280 \cdot \cos(2\pi \cdot f_f \cdot t) \cdot n_{eq} \cdot \psi
\]  
(12)

where \( f_f \) [Hz] is the natural frequency of the considered vibration mode of the structure; \( n_{eq} \) [-] is the equivalent number of pedestrians; and \( \psi \) is a reduction factor which takes into account the probability that the natural frequency is within the range which characterizes the human-structure interaction in vertical direction (\( 1.25 \leq f_f \leq 2.3 \) Hz) [2].

The driving force, \( f_a(t) \), is determined via the implementation of a feedback controller to the above mentioned system in the state space [6]. Figure 2 shows the general layout of the feedback controller considered.

![Figure 2: Design of a feedback controller in a state space formulation [6].](image)

The implementation of this feedback controller allows modifying the system equation as follows:

\[
\{\ddot{z}(t)\} = [A]\{z(t)\} + [B_0]\{p^*(t)\} + [B_c]\{f_a(t)\}
\]  
(13)

where \([B_0]\) and \([B_c]\) are obtained from equation (9) considering as pattern load vectors \([B_0]\) and \([B_c]\) respectively.

Thus, according to the feedback controller (Figure 2), the driving force, \( f_a(t) \), may be determined in terms of a gain matrix, \(-[G]\), and the state vector, \( \{z(t)\} \). Thus, the system equation may be expressed as:

\[
\{\ddot{z}(t)\} = [A]\{z(t)\} + [B_0][p^*(t)] - [B_c][G]\{z(t)\}
\]
(14)

\[
\{\ddot{z}(t)\} = ([A] - [B_c][G])\{z(t)\} + [B_0][p^*(t)]
\]
(15)

There are several algorithms [6] to determine the value of the gain matrix, \(-[G]\). Among these algorithms, the linear quadratic regular (LQR) method [6] has been considered herein due to its extensive use for practical engineering applications [5]. According to this method, the
value of the gain matrix, $-G$, is obtained via the minimization of the following performance-index function, $J$:

$$ J = \int_0^\infty \left[ (z(t))^TQ(z(t)) + (G[z(t)])^TR[G[z(t)]] \right] dt $$

(16)

where $Q$ and $R$ are two weighting matrices which may be computed in terms of the mass, $M$, and stiffness, $K$, matrices of the interaction model [6]. According to the recommendations of several authors [6], the weighting matrices may be determined as follows:

$$ Q = \alpha_d \begin{bmatrix} K & 0 \\ 0 & M \end{bmatrix} $$

(17)

$$ R = \beta_d [I] $$

(18)

where $\alpha_d [-]$ and $\beta_d [-]$ are the weighting factors; and $[I]$ is the identity matrix. In this manner, once the value of these factors has been fixed, the value of the gain matrix, $-G$, which minimizes the value of the performance-index function, $J$, is obtained.

Subsequently, the response of the ATMD-footbridge interaction model has been obtained via the integration of the abovementioned state space system using a Runge-Kutta method, as it is implemented in the Matlab software [12].

Therefore, an adequate value of the driving force, $f_d(t)$, is obtained via the adjustment of the value of the weighting factors, $\alpha_d$ and $\beta_d$. For this purpose, the following iterative process must be addressed: (i) to develop a linear model of the ATMD-footbridge interaction model in the state space domain (where the value of the mass and stiffness of the ATMD are fixed); (ii) to adjust the value of the weighting matrices, $Q$ and $R$ in terms of an original value of the weighting factors, $\alpha_d$ and $\beta_d$; (iii) to determine an optimum value of the driving force, $f_d(t)$, via the minimization of the performance-index function, $J$; (iv) to simulate numerically the response of the linear system; and (v) to modify the values of the weighting factors, $\alpha_d$ and $\beta_d$, and repeat the steps (ii) to (iv) until the dynamic response of the footbridge meets the design requirements established by the designer [2].

3 MOTION-BASED DESIGN UNDER UNCERTAINTY CONDITIONS

The aforementioned control algorithm has been hybridized with the motion-based design method under uncertain conditions [8] to improve the performance of the design process of active damping devices. The performance-based design method [13] transforms the design problem into two coupled sub-problems: (i) a multi-objective optimization sub-problem; and (ii) a reliability analysis sub-problem. Thus, the main objective of this design problem is to determine the parameters of the ATMD that, minimizing its cost, ensures the compliance of the design requirements [2]. As the design requirements, which need to be accomplished, are defined in terms of the accelerations of the structure, $\ddot{x}_f(t)$, this design process may be understood as a motion-based design optimization method [7].

Therefore, the general formulation of the proposed method may be expressed as follows [13]:

$$ \text{Find } \theta_i \text{ } i = 1, \ldots, n_d $$

$$ \text{Minimizing } f(\theta_i) = [f_1(\theta_i) \quad \ldots \quad f_j(\theta_i) \quad \ldots \quad f_{n_f}(\theta_i)] $$

Subjected to $\theta^l_i \leq \theta_i \leq \theta^u_i$
where \( f(\theta_i) \) is the multi-objective function; \( f_j(\theta_i) \) is the \( j^{th} \) terms of the multi-objective function; \( n_f \) is the number of terms of multi-objective function; \( \theta_i \) is the \( i^{th} \) design variable; \( \theta_i^l \) is the lower bound of the \( i^{th} \) design variable; \( \theta_i^u \) is the upper bound of the \( i^{th} \) design variables, and \( n_d \) is the total number of design variables.

For this case, the design of an ATMD, the above multi-objective function may be formulated in terms of two aspects: (i) the different parameters of the ATMD; and (ii) the compliance of the VSLS of the footbridge. According to the most advances guidelines [2], the VSLS is met if the maximum acceleration of the structure, \( \ddot{x}_T(t) \), is lower than an allowable value, \( \ddot{x}_{\text{lim}} \), established by the designer [2].

Additionally, in order to take into account the random character of the modal properties of the footbridge, which are sensitive to the variation of the operational and environmental conditions [3], the VSLS is re-formulated via a probabilistic approach [10]. According to this approach, the modal properties of the footbridge are assumed to be random variables which follow a normal probability distribution function. Hence, the response of the system is also a random variable, and it is possible to determine the probability of failure associated with the compliance of the different design requirements (in this case, the VSLS). According to this, the VSLS is defined in terms of a reliability index, \( \beta \), which reflects the probability of failure associated with the compliance of this limit state. Thus, the limit state is met if this reliability index, \( \beta \), is greater than an allowable value, \( \beta_{\text{lim}} \), established by the design guidelines [14]. In order to compute the reliability index, \( \beta \), analytical and numerical method can be used [11]. Among these methods, a Monte Carlo simulation has been considered herein [10].

In order to establish the formulation of this design problem, based on the motion-based design, the design parameters must be determined. For this particular case, five are the design variables: (i) the mass ratio of the ATMD, \( \mu = m_a/m_f \) [-]; (ii) the frequency ratio of the ATMD, \( \delta = f_a/f_T \) [Hz] (where \( f_a \) [Hz] is the natural frequency of the ATMD); (iii) the damping ratio of the ATMD, \( \zeta_a \); and (iv) the weighting factors, \( \alpha_d \) and \( \beta_d \) (which characterize the driving force, \( f_a(t) \)). In order to reduce the number of design variables, simplifying the problem, a hybrid strategy has been considered herein [2]. Thus, both the frequency, \( \delta \), and damping, \( \zeta_a \), ratios of the ATMD have been established according to a conventional criterion for the design of passive tuned mass dampers [2]. According to this, the frequency ratio of the ATMD is set as, \( \delta = 1/(1 + \mu) \); and the damping ratio of the ATMD is set as, \( \zeta_a = \sqrt{3\mu}/(8(1 + \mu)) \).

In this manner, the formulation of the motion-based design method under uncertainty conditions for this particular problem can be formulated as follows:

Find \( \mu, \alpha_d, \beta_d \)

Minimizing \( \{ f_1(\mu) \quad f_2(\mu, \alpha_d, \beta_d) \} = \{ \mu \quad \beta_{\text{lim}} / \beta \} \) \hspace{1cm} (20)

Subjected to \( \mu \in [0.01 \quad 0.10] \quad \alpha_d \in [10 \quad 1000] \quad \beta_d \in [10^{-5} \quad 10^{-8}] \)

Subsequently, in order to solve this optimization problem, global optimization algorithms are normally employed due to their good efficiency to find optimum solutions in nonlinear optimization problems [13]. Among these computational algorithms, a nature-inspired computational algorithm, genetic algorithms, has been considered herein [9]. As result of this optimization process, a set of non-dominated solutions is obtained [9]. This set of solutions may be represented in a functional space, generating the so-called Pareto front [9]. Finally, a subsequent decision-making problem must be addressed, the selection of the best solution among the diff-
ferent elements of the Pareto front. Therefore, an additional condition, $\beta_{\text{lim}}/\beta$, has been included herein to select the best element of the Pareto front. Figure 3 illustrates the additional condition considered to solve the decision-making problem.

$$f_2(\theta_1) = \frac{\beta_{\text{lim}}}{\beta}$$

Figure 3: Additional condition considered to solve the decision-making problem.

4 APPLICATION EXAMPLE: MOTION-BASED DESIGN OF AN ATMD FOR A VIBRATING FOOTBRIDGE UNDER UNCERTAINTY CONDITIONS

In order to illustrate the performance of the motion-based design method, when it is implemented to design ATMDs for vibrating footbridges under uncertainty conditions, the following numerical case-study is presented. Thus, the compliance of the VSLS of a numerical footbridge is guaranteed via the installation of an ATMD. A detailed description of this numerical footbridge can be found in the French guidelines [2]. The structural behavior of the structure has been simulated via the finite element (FE) method. The FE package Ansys [15] has been used for this purpose. A numerical model using 646 beam elements and 540 shell elements (BEAM188 and SHELL181 respectively) has been built (Figure 4). A structural damping ratio of $\zeta_f = 0.6\%$ has been considered [2]. The numerical modal parameters of the footbridge have been obtained via a numerical modal analysis. As result of this analysis, it was checked that the first vertical vibration mode ($f_f = 2.14$ Hz) is prone to vibrate under pedestrian action (Figure 4). The modal mass, $m_f$, of this vertical vibration mode is about 34706 kg.

Figure 4: FE model of the benchmark footbridge and first vertical vibration mode.
In order to check the VSLS of this footbridge, the recommendations of the French guidelines [2] have been considered herein. Thus, one design scenario has been taken into account with the following design parameters: (i) a pedestrian traffic of 1 P/m² [2]; (ii) an allowable vertical acceleration, $\ddot{a}_{\text{lim}}$, of 1.00 m/s² [2]; and (iii) an allowable reliability index, $\beta_{\text{lim}}$, of 1.5 [14]. If this requirement is not met, an ATMD must be installed to reduce the amplitude of the human-induced vibrations according to the mentioned thresholds. According to the results provided by several researchers [3], a range of variation of ±10% has been considered for both the first vertical natural frequency of the footbridge and its associated damping ratio. Consequently, it has been checked that the VSLS term of the multi-objective function is a random variable which follows a log-normal probability distribution. In order to obtain the reliability index, $\beta$, associated with the VSLS of the footbridge, a Monte Carlo simulation has been performed [10]. For the selection of the sample size (50000 simulations), a convergence analysis has been carried out. The mathematical package Matlab [12] has been employed for this study.

As result of this study, Table 1 shows the reliability index, $\beta$, of the VSLS of the footbridge (without and with ATMD). As Table 1 shows, the motion-based design method allows control the dynamic response of the footbridge under uncertainty conditions without compromising the cost of the control system. Additionally, the parameters of the ATMD designed according to this method have been included in Table 1.

<table>
<thead>
<tr>
<th>ATMD</th>
<th>$\ddot{x}_f$ [m/s²]</th>
<th>$\beta$ [-]</th>
<th>$\alpha_d$ [-]</th>
<th>$\beta_d \times 10^{-8}$ [-]</th>
<th>$m_a$ [kg]</th>
<th>$c_a$ [sN/m]</th>
<th>$k_a \times 10^5$ [N/m]</th>
<th>$f_a$ [N]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>---</td>
<td>1.50</td>
<td>511.30</td>
<td>344.19</td>
<td>625</td>
<td>1343</td>
<td>1.09</td>
<td>286</td>
</tr>
<tr>
<td>Yes</td>
<td>1.00</td>
<td>-0.53</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

Table 1: Reliability index, $\beta$, of the VSLS of the footbridge (without and with ATMD).

5 CONCLUSIONS

In this manuscript, the motion-based design method has been presented and further implemented for the design of ATMDs when they are used to mitigate the human-induced vibrations in footbridges under uncertainty conditions. According to this method, the design problem may be formulated via two coupled sub-problems: (i) a multi-objective optimization sub-problem; and (ii) a reliability analysis sub-problem. Thus, the multi-objective function is defined in terms of two aspects: (i) the parameters of the ATMD which are needed to be determined; and (ii) a reliability index, which establishes the probability of compliance of the VSLS of the structure. Sampling techniques, as the Monte Carlo simulation method, can be employed to estimate numerically this reliability index. As application example, a steel footbridge, which is prone to vibrate due to walking pedestrian action, has been selected. In order to mitigate the pedestrian-induced vibrations, an ATMD has been installed at its mid-span. The ATMD parameters have been obtained via the implementation of the aforementioned method. As result of this study, the performance of the proposed method has been shown up. In spite of its good performance, further studies are needed, both to better characterize the probabilistic distribution function of the different modal properties of the structure; and to assess experimentally the performance of structures controlled by active damping devices designed according to this proposal.
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Abstract. Current load models describing the effect of crowd-induced loading require further development and validation. To this end, detailed full-scale operational loading data is required. The Eeklo Footbridge Benchmark Dataset considers loading scenarios up to 0.50 pers./m² (148 pers.). The data set comprises a digital twin of the structure and the simultaneous registration of the trajectories of the pedestrians using a camera setup, the body acceleration using low-cost accelerometers attached to the lower back and the structural acceleration using a sensor network. The low-cost accelerometers are subject to higher measurement noise than conventional techniques. The goal is to verify to what extent the low-cost sensors can be used for the contact force reconstruction in vibrating-surface conditions and, more importantly, the quantification of human-structure interaction effects in case of the Eeklo Benchmark Dataset.

First, a data set is collected comprising the simultaneous registration of contact forces and lower-back accelerations in rigid-surface conditions. The latter are obtained using the low-cost sensors. The measurement noise characteristics of the low-cost sensors are determined. It is found that the signal-to-noise ratio of the human body acceleration at the lower back during walking in rigid-surface conditions is very high. Therefore, the employed sensors are suited for force reconstruction based on the lower-back accelerations in rigid-surface conditions.

Second, the additional accelerations of the human body in case of walking on a vibrating surface are examined by a numerical example. The quantities of the example are set to be representative for the loading scenarios of the Eeklo Benchmark Dataset. The signal-to-noise ratio of the additional human body accelerations is low. As a consequence, it is inaccurate to use the total human body accelerations for the total contact force reconstruction of the participant. Instead, it is found that an inverse approach is more suited. The total human body accelerations are a good approximation of the internally-driven ones. The conclusions of this numerical example are case-specific while the presented methodology is generic and can be readily extended to virtually any other footbridge.
1 Introduction

As a result of ever increasing lighter and stronger materials, footbridge design today is often dominated by its vibrations serviceability [1]. On the other hand, the human-structure interaction (HSI) effects comprising the combined added mass and damping effect, are more prominent for footbridges for increasing ratios of the crowd mass to the structural mass [2]. Normative design codes neglect the effect of HSI [3, 4]. This is in turn a result of the absence of full-scale validation of this phenomenon [2]. Such a validation requires detailed information on the loading data during realistic walking scenarios comprising the simultaneous registration of the induced loads and the structural response [5]. The Eeklo Benchmark Dataset provides, for the first time ever, such a detailed dataset. The trajectories of each pedestrian are registered using a camera setup. The induced loads of the crowd are characterized by the registered body acceleration of each individual. Given the scale of the application, low-cost sensors are employed instead of the conventional measurement systems. Their measurement noise variance is higher compared to their more expensive alternatives.

Multiple strategies exist for the experimental validation, analysis and calibration of HSI phenomena. A first category directly analyzes the induced contact forces [6, 7, 8, 9, 10] or body locomotion [11] during walking on vibrating conditions. A second category consists of inverse techniques. In this case, the governing parameters of the HSI models are determined such that the discrepancy between the reconstructed and measured structural response is minimized [12, 13, 14].

The goal of the present study is to verify that the employed low-cost sensors are suited for the characterization of the human body motion. Furthermore, it is investigated which techniques are suited for the validation and calibration of HSI models given the specific load-structure conditions of the Eeklo Benchmark Dataset and the employed low-cost sensors.

This contribution starts with a discussion of the dynamics of the coupled crowd-structure system (Section 2). Next, the contact force reconstruction using low-cost sensors on rigid surface conditions is verified (Section 3). Furthermore, the contact force reconstruction on vibration surfaces is investigated (Section 4). The most important conclusions are summarized in Section 5.

2 Dynamics of the coupled crowd-structure system

2.1 Human body dynamics

The human body is in reality composed of a large number of body segments [15]. It is common practice to lump all the activated masses in one single activated mass $m_{H1}$ and all the non-activated masses into a single non-activated mass $m_{H0}$ [16, 17, 18]. Obviously, the sum equals the body weight of the pedestrian: $m_{ped} = m_{H0} + m_{H1}$. The activated mass $m_{H1}$ is driven by an internal driving term $G(t)$ while the connection between the non-activated mass $m_{H0}$ and activated mass $m_{H1}$ is modeled by an internal reaction force $G(t)$ (Fig. 1-a).

Expression of the force equilibrium at the contact plane and applying Newton’s second law gives:

$$F(t) = m_{H0}\ddot{u}_s(t) + m_{H1}\ddot{u}_{H1}(t) = (1 - \mu_{H1})m_{ped}\ddot{u}_s(t) + \mu_{H1}m_{ped}\ddot{u}_{H1}(t)$$

where $F$ is called the contact force and $\mu_{H1} = m_{H1}/m_{ped}$ the ratio of the activated mass to the total mass of the pedestrian.

In case of walking on a rigid surface, the kinetics of the supporting surface are zero ($u_s = 0$)
yielding the following simplifications: $G = G^{\text{RS}}$, $F = F^G = F^{G^{\text{RS}}}$ and $u_{H1} = u_{H1}^G = u_{H1}^{G^{\text{RS}}}$ where the subscript RS denotes that it concerns rigid-surface conditions. The subscript $G^{\text{RS}}$ denotes that the contact force and human body kinetics are purely a result of the internally-driven force $G^{\text{RS}}$. The contact force in this case reads:

$$F^{G^{\text{RS}}}(t) = m_{H1}u_{H1}^{G^{\text{RS}}}(t) = \mu_{H1} m_{\text{ped}} \ddot{u}_{H1}(t)$$

(2)

For walking on vibrating surfaces, it is obvious that $u_s \neq 0$. In this study, it is assumed that the internal driving term $G$ is unaltered with respect to the rigid-surface conditions: $G = G^{\text{RS}}$. This corresponds to the assumption that there is no active human-structure interaction. Moreover, in case of walking on vibrating surfaces the human body kinetics do not only consist of the internally-driven kinetics $u_{H1}^{G^{\text{RS}}}(t)$ but an additional mechanical interaction term $u_{H1}^{\text{int}}(t)$, resulting from the mechanical interaction of the human body with the vibrating surface. In this study it is assumed that the superposition principle holds i.e. $u_{H1}^{\text{tot}}(t) = u_{H1}^{G^{\text{RS}}}(t) + u_{H1}^{\text{int}}(t)$.

Combining the total human body kinetics with Eq. (1) allows to write the contact force in the following form:

$$F^{\text{tot}}(t) = m_{H1} u_{H1}^{G^{\text{RS}}}(t) + m_{H0} \ddot{u}_s(t) + m_{H1} \ddot{u}_{H1}^{\text{int}}(t)$$

(3)

and illustrates how the **total contact force** ($F^{\text{tot}}$) is the combination of the **internally-driven contact force** equal to the contact force on a rigid surface ($F^{G^{\text{RS}}}$) and an additional **mechanical interaction contact force** ($F^{\text{int}}$).

### 2.2 Equations of motion of the coupled crowd-structure system

The structural response to the walking excitation of a crowd composed of $n_p$ pedestrian is calculated using the well-known equations of motions in modal coordinates of the reduced-order finite element (FE) model:

$$\ddot{Z}(t) + \Gamma \dot{Z}(t) + \Omega^2 Z(t) = \Phi^T S_p(t) F^{\text{tot}}(t) = \Phi^T S_p(t) \left[ F^{G^{\text{RS}}}(t) + F^{\text{int}}(t) \right]$$

(4)

where $Z(t) \in \mathbb{R}^{n_m}$ are the modal displacements of the $n_m$ retained modes, $\Omega^2 \in \mathbb{R}^{n_m \times n_m}$ a diagonal matrix containing the squared circular eigenfrequencies in increasing order, $\Gamma \in \mathbb{R}^{n_m \times n_m}$ a diagonal matrix containing the modal damping ratios in corresponding order, $\Phi \in \mathbb{R}^{n_m \times n_m}$

![Figure 1: Schematic representation of the human body dynamics modeled by a non-activated (m_{H0}) and activated mass (m_{H1}). Connection with the supporting surface modeled (left) generically and (right) by a spring and viscous damper.](image)
the matrix containing the corresponding mode shape values at each degree of freedom (DOF) of the structure as columns, \( S_p(t) \in \mathbb{R}^{n_{DOF} \times n_p} \) the force-selection matrix containing the time-varying position of the \( n_p \) pedestrians and thus relating each position to a corresponding degree of freedom of the system, \( \mathbf{F}^{tot}(t) \in \mathbb{R}^{n_p} \) the matrix containing the total contact force of each pedestrian which is the combination of the internally-driven contact forces \( \mathbf{F}^{int}(t) \in \mathbb{R}^{n_p} \) and the mechanical interaction contact forces \( \mathbf{F}^{GRS}(t) \in \mathbb{R}^{n_p} \).

As the interaction contact forces depend on the surface vibrations, it is convenient to place \( \mathbf{F}^{int}(t) \) at the left-hand side of Eq. (4), allowing for a closed-form solution of the structural response. To this end, it is necessary to make an assumption on how the internal reaction force \( \mathbf{G}(t) \) is modeled. A popular approach is to model the connection of the activated mass \( m_{HI} \) with the supporting surface by a linear spring and linear viscous damper (Fig. 1-b) [19, 20, 8, 10, 17]. The internal reaction force reads: \( \mathbf{G}(t) = c_{HI} [\dot{u}_s(t) - \dot{u}_{HI}(t)] + k_{HI} [u_s(t) - u_{HI}(t)] \) where \( k_{HI} \) and \( c_{HI} \) respectively denote the spring and damping coefficient. The operator is linear this case. The spring-mass-damper is often characterized in terms of its natural frequency \( f_{HI} \) and damping ratio \( \xi_{HI} \) [2]. Eq. (4) is rewritten to:

\[
\begin{align*}
\mathbf{M}_{HB}(t) \begin{bmatrix} \ddot{Z}(t) \\ \dot{U}^{int}_{H1}(t) \end{bmatrix} + \mathbf{C}_{HB}(t) \begin{bmatrix} \ddot{Z}(t) \\ \dot{U}^{int}_{H1}(t) \end{bmatrix} + \mathbf{K}_{HB}(t) \begin{bmatrix} Z(t) \\ U^{int}_{H1}(t) \end{bmatrix} = \begin{bmatrix} \Phi^T \mathbf{S}_p(t) \mathbf{F}^{GRS}(t) \\ \mathbf{0} \end{bmatrix}
\end{align*}
\]

where \( \mathbf{M}_{HB}(t) \), \( \mathbf{C}_{HB}(t) \) and \( \mathbf{K}_{HB}(t) \) are the system matrices of the coupled crowd-structure system. Their derivation and definition is given in [2]. For a certain loading scenario \( (\mathbf{S}_p(t) \text{ and } \mathbf{F}^{GRS}(t)) \) Eq. (5) is solved for the response of the coupled crowd-structure system \( ([Z(t) \ U^{int}_{H1}(t)]^T) \) using a discrete-time state space approach [2].

3 Experimental study of the contact force reconstruction on rigid surfaces

3.1 Measurement protocol and experimental results

Fifteen healthy Belgian adults (age: 21-51 years, weight: 54-85 kg, height: 1.66-1.90 m, females: 2, males: 13) participated in the experimental program in the Movement and posture Analysis Laboratory Leuven (MALL) at the Department of Kinesiology of KU Leuven [21]. The participants provided informed consent in accordance with the ethical guidelines for research involving human participants at the University of KU Leuven.

An instrumented treadmill with two separate belts (Forcelink) is used to register the tri-axial contact forces with a sampling rate of 1 kHz. Three different speeds per pedestrian are considered (between 4 km/h and 6 km/h). The walking speeds were randomized to avoid a bias due to fatigue or psychological adaptation of the walking gait. Each test duration is approximately 2 minutes. The first 15 seconds are removed in the further analysis as this is considered to be the time to adapt to the walking speed of the treadmill. The test results of pedestrian 7, trial 1 and pedestrian 12, trial 1 are discarded in the further analysis due to the presence of severe measurement errors.

Besides the contact force, the human body acceleration is registered near the 5th lumbar vertebrae using a low-cost tri-axial USB accelerometer of the type GCDC X-16D (range \( \pm 16 \) g, LSB 4.8828 \( 10^{-4} \) g [22]) with a sampling rate of 200 Hz. This sensor is identical to the one used in the Eeklo Benchmark Dataset.

The force plate data is decimated to 200 Hz. To mitigate the effect of measurement noise, all signals are low-pass filtered using a 4th order Butterworth filter with a cutoff frequency of
Figure 2: The reference pedestrian during the instrumented treadmill laboratory measurements. Internally-driven contact force: measured (solid) versus reconstructed (dashed): (a) time series and (b) PSD. Measured internally-driven human body acceleration: (c) time series and (d) PSD with indication of the measurement noise of the low-cost sensors (dashed line).

As such, the relevant frequency content (0 Hz-10 Hz) for the vibration serviceability assessment of footbridges (scope of application) is retained [23]. The force plate data and low-cost accelerometer data are synchronized offline using a common trigger event.

To characterize the measurement noise of the low-cost sensors, long-term duration measurements (> 20 hours) are performed on a rigid surface. It is found that the measurement noise can be characterized as bandpass-limited white Gaussian noise comprised between 0 Hz and 70 Hz with a 95% percentile value of the variance of 0.0124 $(m/s^2)^2$.

A typical time series and amplitude spectrum of the reference pedestrian (pedestrian 2 during trial 2) is shown in Fig. 2. The signal-to-noise ratio in the frequency range 0.5 Hz-10 Hz is very high $3286 \approx 35.17$ dB and therefore it is concluded that the low-cost sensors are sufficiently accurate compared to the conventional measurement methods.

### 3.2 Relating the lower-back acceleration and the contact force

The internally-driven contact force is reconstructed using Eq. (2): $\tilde{\mathbf{F}}_{\text{GRS}} (t) = m_{H1} \ddot{\mathbf{u}}_{H1}^\text{GRS} (t)$. The tilde denotes that it concerns a reconstructed quantity. The vertical acceleration measured at the lower back is assumed to be a good approximation of the acceleration of the activated human body mass [24]. Moreover, in [24] it is found that the fraction of the activated body mass compared to the total body mass is $\mu_{H1} = 0.76$ which is adopted in the present work. An example of the reconstructed internally-driven contact force is shown in Fig. 2. The reconstruction inevitably yields some reconstruction error. This is a combined result of the modeling assumption of the human body dynamics (Section 2.1) and the fact that the measured acceleration at the lower back does not perfectly coincide with the acceleration of the activated human
body mass. The latter stems from the measurement error of the sensors, but also the soft tissue artifacts [25]. Moreover, the factor $\mu_{H1}$ is subject to inter-person variability and depends on the walking speed [24].

4 Contact force reconstruction on vibrating surfaces

4.1 Framework of the numerical-experimental example

The contact force reconstruction procedure on vibrating surfaces is illustrated by a numerical example. The quantities of the example are chosen such that a representative scenario of the Eeklo Benchmark Dataset is obtained.

The modal parameters of the Eeklo footbridge of the corresponding benchmark dataset are considered and stored in $\Phi$, $\Omega^2$, $\Gamma$. The structure consists of 14 modes below 12 Hz and are calculated with a detailed FE model which is calibrated using experimental operational modal analysis data [26]. The digital twin describing the dynamic behavior of the footbridge, is part of the open access benchmark dataset (See accompanying paper: ‘An open access benchmark dataset on pedestrian-induced vibrations collected on the Eeklo footbridge’). A flow $S_p(t)$ consisting of 148 persons ($\approx 0.50$ pers./m$^2$) is considered where the trajectories of the participants correspond to those as registered in the Eeklo Benchmark Dataset (total duration of 20 minutes). The HSI is modeled by a moving spring-mass-damper at each location of the pedestrian occupying the bridge (see also Fig. 1-b). The values are adopted from [17]: $f_{H1} = 3.25$ Hz and $\xi_{H1} = 0.30$.

The crowd-induced loading and related of response of the numerical study is established by the following steps:

1. The internally-driven contact forces $F^{GRS}_{RS}(t)$ are selected from the registered trials during the laboratory measurements on rigid surfaces (Section 3.1). As the total test duration is longer than the typical trial duration, the contact force and lower-back acceleration vector are repeated. As trials are selected multiple times, they are assigned a random uniformly-distributed time shift (outer values $\pm$ the average step duration) to avoid an artificial correlation between the pedestrians in the crowd.

2. The corresponding part of the lower-back acceleration as registered during the laboratory experiments is selected and stored in the matrix $\ddot{U}^{GRS}_{H1}(t)$. This quantity is later used for the contact force reconstruction (Section 4.2) and to determine the total human body accelerations (step 5).

3. The reference response is calculated by plugging in the internally-driven contact forces $F^{GRS}_{RS}(t)$ in Eq. (5). The equation is solved for the modal accelerations $\ddot{Z}(t)$ and the interaction human body accelerations $\ddot{U}^{int}_{H1}(t)$.

4. The modal accelerations $\ddot{Z}(t)$ are used to calculate the vertical acceleration at the middle of the central span $u_{midspan}(t)$ (Fig. 3). This structural acceleration quantity is hereafter referred to as the reference response.

5. The interaction human body accelerations are assumed to correspond to the additional kinetics that a pedestrian registers in case of walking on a vibrating surface as a result of the HSI. The total acceleration registered at the lower back is: $\ddot{U}^{tot}_{H1}(t) = \ddot{U}^{GRS}_{H1}(t) + \ddot{U}^{int}_{H1}(t)$. This quantity is later used for the contact force reconstruction (Section 4.2).
Figure 3: Structural accelerations at midspan of the reference response with (black) and without (gray) consideration of HSI: time series (left) and PSD (right).

An example of the interaction contact force and interaction human-body acceleration (Fig. 4) illustrates that the interaction components are very small compared to their internally-driven counterparts (Fig. 2). The reference structural response is additionally calculated without considering HSI (Fig. 3). The comparison shows that the structural response is highly sensitive to the presence of HSI, despite the low amplitudes of the interaction contact forces and related interaction human body accelerations. This can be explained by the fact that a part of the frequency content of the interaction contact forces is near-resonant with modes 2 \( f_2 = 2.97 \text{ Hz} \) and mode 5 \( f_5 = 5.68 \text{ Hz} \) which are characterized by a low modal mass (See also accompanying paper: ‘An open access benchmark dataset on pedestrian-induced vibrations collected on the Eeklo footbridge’).

Compared to the measurement noise of the low-cost sensors (frequency band 0.5 Hz-10 Hz), a signal-to-noise ratio of the mechanical interaction human body accelerations of 1.58 \( \approx 1.99 \text{ dB} \) is found, which is very low.

The difference in PSD of the structural response with and without the incorporation of HSI is expressed in terms of the relative difference in power spectra density (PSD). The considered frequency range is 0.5 Hz to 10 Hz. The relative difference in PSD of a time series \( \ddot{u}_B(t) \) relative to a the PSD of a time series \( \ddot{u}_A(t) \) is defined as:

\[
\Delta S_{\ddot{u}} = \frac{\int_{f=0.5 \text{ Hz}}^{f=10 \text{ Hz}} |S_{\ddot{u}_A}(f) - S_{\ddot{u}_B}(f)| \, df}{\int_{f=0.5 \text{ Hz}}^{f=10 \text{ Hz}} S_{\ddot{u}_A}(f) \, df} \tag{6}
\]

The relative difference of the reference response without incorporation of HSI to the reference response with HSI is 4.71. This value is a measure for the sensitivity of the reference response to HSI. This high difference indicates that HSI has a prominent influence on the structural response. This indicates the potential of the Eeklo Benchmark Dataset for the identification and quantification of HSI effects.

4.2 Contact force reconstruction from the human body accelerations

The reconstruction of the contact forces based on the lower-back accelerations yields some reconstruction error, even in rigid-surface conditions (Section 3.2). It is first investigated how this reconstruction error propagates to the related reconstructed response. The internally-driven contact forces of each pedestrian is reconstructed as \( F^{GRS}_{\text{HI}}(t) = n_{\text{HI}} \ddot{u}^{GRS}_{\text{HI}}(t) \) (Section 3.2) and
stored in $\tilde{F}_{GRS}^{RS}(t)$. This matrix is applied on the equations of motion of the coupled crowd-
structure system (Eq. (5)). The results (Fig. 5) show that the reconstructed response has a rela-
tive difference in PSD with respect to the reference response of 0.51 (calculated with Eq. (6)).
This corresponds to $0.51/4.71 = 11\%$ of the sensitivity of the reference response to HSI. It is
noteworthy that this is a purely theoretical situation as in reality one always registers the total
human body accelerations in measurement campaigns which cannot be separated into the
internally-driven and interaction component.

Since the total human body accelerations are the ones that are registered during an experi-
mental campaign, the most logical choice is to reconstruct the total contact forces as
$\tilde{F}_{tot}(t) = m_{H0}\ddot{u}_s(t) + m_{H1}\ddot{u}_{tot}^{H1}(t)$ where $\ddot{u}_s(t)$ are the structural vibrations at the position of the pedestrian.
The reconstructed total contact forces are substituted into Eq. (4) to reconstruct the structural
response. The results (Fig. 5) show that the relative difference in PSD increases from 0.51 to
2.13 ($= 45\%$ of the sensitivity). This can be explained by the low signal-to-noise ratio of the
interaction human body accelerations (Fig. 4) while their importance is high (Fig. 3). In this
theoretical example, the structural accelerations at the position of the pedestrian are easily ob-
tained as $\ddot{u}_s(t) = S_p(t)^T\Phi Z(t)$. In reality, however, the structural accelerations are measured
at a limited number of points. Estimates of the structural accelerations at the contact points of
pedestrians could be made using for instance techniques such as joint input-state estimation [27]
but will slightly deviate from the true accelerations. As such, an additional reconstruction error
is introduced leading to an even higher relative difference in PSD of the structural response.
Therefore, it is concluded that a direct total force reconstruction is not suited in case of the
Eeklo Benchmark Dataset.

Given the small power of the interaction human body acceleration compared to the internally-
driven ones (Figs. 2 and 4), it could be opted to neglect the interaction accelerations. As such, it
is assumed that the total human body accelerations is as a good approximation of the internally-
driven ones: $\ddot{u}_{GRS}^{RS}(t) \approx \ddot{u}_{tot}^{H1}(t)$. As such, the internally-driven contact forces can be estimated as:
$\tilde{F}_{GRS}^{RS}(t) = m_{H1}\ddot{u}_{tot}^{H1}(t)$. The reconstructed structural response is obtained by plugging in
the reconstructed internally-driven contact force into the equations of motion of the coupled
crowd-structure system (Eq. (5)). The results (Fig. 5) show that the response is more accurately
reconstructed compared to the previous case. The relative difference in PSD increases from 0.51
to 0.87. This is only a fraction of the sensitivity of the response to human-structure interaction
$(0.87/4.71 = 18\%)$. This difference can be exploited for the estimation of the parameters of the
5 Conclusions

The present contribution focuses on the human body dynamics and the HSI that occurs in case a walking crowd occupies a vibration structure. It is shown how the registration of the human body accelerations can be exploited to reconstruct the contact forces.

An experimental dataset using an instrumented treadmill and comprising 43 trials is collected. The internally-driven contact forces and internally-driven human body accelerations are simultaneously registered. The human body accelerations are collected using sensors which are identical to the ones used in the Eeklo Benchmark Dataset. It is found that the signal-to-noise ratio of the internally-driven human body accelerations during walking is very high compared to the noise characteristics of the low-cost sensors. Hence the employed sensors are competitive with the sensor equipment conventionally used for the registration of the human body acceleration.

Next, a numerical study of the Eeklo footbridge is considered where the applied internally-driven contact forces are the ones as registered in the laboratory setup and the HSI is modeled using a popular approach with parameter values established in the literature. The structural response is sensitive to the presence of HSI. This confirms the potential of the Eeklo Benchmark Dataset for the quantification of HSI effects. The signal-to-noise ratio of the interaction human body accelerations to the low-cost sensor’s noise characteristics is found to be low, suggesting the inadequacy to directly reconstruct the total contact forces using the registered total human body accelerations.

The first approach reconstructs the total contact force using the total human body accelerations. Due to the low signal-to-noise ratio of the interaction human body accelerations, a large governing HSI in an inverse way where the internally-driven contact forces are reconstructed using the total human body accelerations.
reconstruction error is found indeed confirming the inadequacy for a direct total contact force reconstruction. Instead, it is found that a more accurate reconstruction of the structural response is found if the internally-driven contact forces are reconstructed by considering the total human body accelerations as a good approximation of the internally-driven ones. This means that for the specific case of the Eeklo footbridge, an inverse approach to estimate the governing HSI parameters is advised.

While the obtained conclusions are case-specific and depend on the modeling strategy and related parameters of the HSI model, the methodology to determine the optimal reconstruction method is generic as it can be applied on virtually any structure in combination with any HSI model.
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Abstract. This paper presents a new and publicly available full-scale dataset collected specifically for the further development and validation of models for crowd-induced loading. The dataset is collected on a real footbridge, with multiple modes sensitive to pedestrian-induced vibrations and with a digital twin available. Video cameras are used to capture the walking trajectories of the pedestrians. The bridge and pedestrian motion are registered simultaneously using wireless tri-axial accelerometers on the deck and the lower back of the pedestrians. Two data blocks are collected involving pure ambient excitation. Four data blocks are collected involving two pedestrian densities, 0.25 persons/m² and 0.50 persons/m², representing a total of more than one hour data for each pedestrian density. Analysis of the structural response shows that the different data blocks can be considered representative for the involved load case. The identified distribution of step frequencies in the crowd indicate a significant contribution of (near-)resonant loading with multiple modes of the footbridge. Furthermore, the dataset displays clear signs of human-structure interaction, suggesting a significant increase in effective modal damping ratios due to the presence of the crowd.
1 INTRODUCTION

The vibration serviceability under crowd-induced loading has become a key design criterion for footbridges. Although increased research efforts are put into the characterization of crowd-induced loading including related interaction phenomena, a major challenge lies in the further development and validation of these load models. Full-scale benchmark datasets that simultaneously register the structural and crowd motion make an invaluable contribution to meeting this need by providing detailed information on representative operational loading and response data. Currently available datasets either (1) involve a (too) low number of pedestrians [1, 2, 3, 4, 5], (2) do not involve the simultaneous registration of pedestrian and bridge motion [1, 2, 6, 7, 8, 9], (3) do not involve a footbridge with multiple modes sensitive to walking excitation [3, 10, 11] and/or (4) for which a suitable digital twin is available, or (5) are not open access. To the knowledge of the authors, only the dataset collected by Živanović [10] and Gómez et al. [11] are publicly available.

In this paper, a novel publicly-available full-scale dataset is introduced, documenting a comprehensive experimental study involving pedestrian-induced vibrations on the Eeklo footbridge. The experimental study is unique and suitable for comprehensive validation purposes as it involves multiple pedestrian densities, the synchronous and detailed registration of the pedestrians’ body motion and footbridge vibrations, a duration of the tests sufficient to be representative for the involved load cases, and a structure for which a reliable digital twin is available.

2 EEKLO FOOTBRIDGE

The Eeklo footbridge has three spans, a main central span of 42 m and two side spans of 27 m. In total, 14 modes were identified with a frequency up to 12 Hz (Figure 1). An excellent agreement is found between the experimentally identified modal characteristics and the ones calculated by the calibrated FE model. For more information related to the footbridge and the model calibration, the reader is referred to [12]. The corresponding digital twin describing the dynamic behavior of the footbridge, is part of the open access benchmark dataset.

3 EXPERIMENTAL STUDY

The bridge deck accelerations were measured using 10 wireless tri-axial acceleration sensors (GeoSIG GMS sensors [13]) with a sample rate of 200 Hz. The accelerations at the lower back of each participant was registered by a wireless inertial sensor [14] with a sample rate of 100 Hz. 21 cameras were used to capture the entire bridge deck at 30 frames per second. The acceleration signals registered on the bridge deck and at the lower back of the pedestrians are synchronized off-line using regular synchronization events. The cameras are synchronized off-line based on common events captured in adjacent cameras.

The experimental study considered ambient excitation of the empty footbridge and multiple tests with a duration of about 10 up to 20 minutes involving the pedestrian densities 0.25 persons/m² and 0.50 persons/m², and amounting to a total of more than one hour test data for each pedestrian density.

4 OBSERVATIONS

4.1 Distribution of step frequencies

Based on the measurements of all USB sensors, the time-variant pacing rate for each pedestrian is determined, using the procedure detailed in [15]. Figure 2-a shows the histogram of the
identified pacing rates for pedestrian 1 during free walking. This figure shows that the distribution of steps can be well fitted by a Gaussian distribution. A goodness of fit (chi-squared or $\chi^2$ test) of 84% is found. Similar observations are made for the other pedestrians in the crowd.

Figure 2-b presents the histogram and fitted Gaussian distribution of the experimentally identified pacing rates of all pedestrians for pedestrian density of 0.50 persons/m$^2$. These results show that the distribution of step frequencies can again be well fitted by a Gaussian distribution. The distribution of step frequencies is characterized by $N(1.77, 0.13)$ Hz ($\chi^2$ test of 94%). These results show that as the pedestrian density increases from 0.25 persons/m$^2$ to 0.50 persons/m$^2$, the mean walking speed slightly decreases [16, 17]. This, in turn, results in a decrease of the mean step frequency from 1.77 Hz to 1.66 Hz. It is also observed that the standard deviation in step frequency increases with the pedestrian density, from 0.13 Hz to 0.19 Hz. This phenomenon could be attributed to the impact of human-human interaction that increases with the pedestrian density: as the number of interactions between pedestrians increases, the pedestrians display more variations in their walking behavior, as also observed in [18].

4.2 Pedestrian trajectories

The video footage is used to obtain the pedestrian trajectories by a sequence of pedestrian detection and tracking, as comprehensively described in [19]. The time-averaged spatial dis-
Figure 3: (Top) Heat map of the pedestrians during a test involving a pedestrian density of 0.50 persons/m² and (bottom) the corresponding color bar expressed in persons/m².

The spatial distribution of the pedestrians of a test involving a pedestrian density of 0.5 persons/m² is shown by means of a heat map in Figure 3. This figure shows that the spatial distribution is (slightly) non-uniform. This is the case for both pedestrian densities. Further analysis also shows that the spatial distribution (slightly) varies over consecutive time blocks, indicating that the spatial distribution is non-stationary. Also, during all tests the formation of 4 lanes over the width of the bridge deck is observed. This so-called lane-formation is a natural phenomenon in pedestrian flows [20].

The average speed of the pedestrians is calculated, resulting in the following distributions for the densities 0.25 and 0.50 persons/m²: \( N(1.28, 0.02) \) m/s and \( N(1.10, 0.03) \) m/s.

4.3 Structural response

The structural response is low-pass filtered with a cut-off frequency of 10 Hz. Figure 4 presents the full time series and a 10-second zoom of the structural accelerations induced by ambient excitation and a pedestrian density of 0.50 pedestrians/m². The Power Spectral Density (PSD) of the structural response is calculated considering consecutive time windows of length \( T = 25 \) s, with 50% overlap. Figure 5 presents the PSD of the structural accelerations induced by ambient excitation and a pedestrian density of 0.50 pedestrians/m². It is noted that ambient excitation is also present when pedestrian excitation is considered. The following observations are made:

- When comparing the time series for ambient excitation to those involving pedestrian excitation, the vibration levels appear to be in the same order of magnitude.

- For ambient excitation, the PSD shows that the vertical structural accelerations are dominated by the contributions of the first (1.69 Hz) and the second (2.97 Hz) mode of the footbridge.

- For the entire frequency range up to 10 Hz, with the exception of a small interval around 2.97 Hz (structural mode 2), the PSD corresponding to pedestrian excitation is significantly larger than the one corresponding to ambient excitation. This observation indicates that pedestrian excitation is the dominant source of vibrations for the tests involving walking persons.

- The peak value of the PSD close to the fundamental mode of the footbridge (\( f_1 = 1.69 \) Hz) is about 20 times larger when excited by a pedestrian density of 0.50 pedestrians/m², compared to the peak value for ambient excitation. This observation indicates that the pedestrian excitation clearly prevails over the impact of ambient excitation. This observation is furthermore confirmed by the identified distributions of step frequencies (Figure 2).
Figure 4: Time series of the structural accelerations induced by (a) ambient excitation and (b) a pedestrian density of 0.50 pedestrians/m², low-pass filtered with a cut-off frequency of 10 Hz: the vertical (black) and lateral (gray) component in the middle of the center span.

which shows that a considerable fraction of the pedestrians is walking at (near-)resonance with the fundamental mode.

- The peak value of the PSD close to the second mode of the footbridge (2.97 Hz), is about 20 times smaller when excited by a pedestrian density of 0.50 pedestrians/m², with respect to the peak value due to ambient excitation. Considering the second harmonic of the walking load, it is clear that also in this case a considerable fraction of the pedestrians is walking at (near-)resonance with the second mode of the footbridge (see Figure 2). In addition, the second mode is highly sensitive to (near-)resonant excitation, much more even than the fundamental mode, because of its very low modal damping ratio (0.2%) and modal mass. Therefore, it can be assumed that also in this frequency range, pedestrian excitation dominates the structural response. The fact that the peak value of the PSD close to the second mode is considerably smaller than when only ambient excitation is considered, can be assumed to be attributed to HSI. This is in line with recent studies [21, 22, 23, 24, 25] indicating that the effective damping ratio of the coupled crowd-structure system increases considerably for increasing crowd to structure mass ratios and for natural frequencies of the empty structure close to that of the human body of a pedestrian. This presumed increase in effective damping ratio is also in line with the observation that the peak in the PSD in figure 5 around the second mode (2.97 Hz) is considerably wider for the tests involving pedestrian excitation in comparison to the peak due to ambient excitation. Evidence of the increase in effective damping due to the presence of persons on the Eeklo footbridge, in particular for the second mode, has also been reported in [12].

5 CONCLUSIONS

This paper presents the benchmark full-scale dataset on pedestrian-induced vibrations collected on the Eeklo footbridge, involving the simultaneous registration of pedestrian and bridge motion. The Eeklo footbridge is a lightweight steel structure characterized by multiple low-frequent modes that lie within the dominant spectrum of pedestrian excitation. The structural vibrations are registered by wireless tri-axial accelerometers. The 3D body motion of each pedestrian is registered using a wireless tri-axial accelerometer, securely fixed close to the body center of mass, and the position along the bridge deck is captured by video cameras. The experimental study considered multiple tests involving the pedestrian densities 0.25 persons/m² and 0.50 persons/m², as well as two tests involving pure ambient excitation.
Analysis shows that the different tests involving the same load case, can be considered representative for that involved load case. It is shown that pedestrian excitation dominates over ambient excitation when walking persons are involved. The dataset displays clear signs of HSI, suggesting a significant increase in effective modal damping ratio(s) due to the presence of the crowd, in particular for modes with a natural frequency close to that of the human body.

6 Data availability

The Eeklo footbridge benchmark dataset is freely available upon request to the corresponding author(s) and at (www.kuleuven.be/structural-mechanics-ghent, Tools and Downloads).
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Abstract. The further development and improvement of prediction models for crowd-induced vibrations of footbridges requires detailed information on representative operational loading data. This paper uses an inverse method to estimate the parameters that govern human-structure interaction from the resulting structural response. The parameters of interest concern the dynamic characteristics of a single-degree-of-freedom (SDOF) system, applied to describe the mechanical interaction between the pedestrian and the structure. The parameter estimation procedure assumes that the dynamic behavior of the empty structure, the average pedestrian weight and the distribution of step frequencies in the crowd are known. The dynamic characteristics of the mechanical interaction model are estimated by minimizing the discrepancy between the observed and the simulated power spectral density of the structural response.

The approach is applied to the Eeklo Footbridge Benchmark Dataset where the pedestrian and bridge motion are registered simultaneously using wireless tri-axial accelerometers, involving pedestrian densities up to 0.5 persons/m². A digital twin of the Eeklo footbridge, the average weight of the pedestrians and the distribution of step frequencies, identified from the accelerations registered on the lower back of each pedestrian, are used as input for the proposed parameter estimation procedure. The results show that an estimate of the natural frequency and damping ratio of the mechanical interaction model is obtained that is in line with recent findings in the literature. These estimates are, however, for the first time ever based on a comprehensive set of full-scale observations.
1 INTRODUCTION

Footbridges are often sensitive to human excitation. Although the dynamic performance under high crowd densities is often imperative for the design, these loading conditions have virtually never been verified [1]. The need for the validation of load models for crowd-induced loading is high, in particular due to the impact of human-structure interaction (HSI) that is predicted to play a vital role in the vibration serviceability assessment [2, 3, 4, 5].

In-field observations are the only way to obtain detailed and accurate information on representative operational loading data. As direct force measurements are in this case practically infeasible, inverse methods, where the unknown input parameters are identified from the resulting vibration response and a dynamic model of the structure, constitutes a promising alternative.

This paper uses a parameter estimation procedure to estimate the parameters that govern HSI from the resulting structural response. This procedure is applied to a dataset of in-field observations on a slender footbridge involving a pedestrian density of 0.5 persons/m².

2 METHODOLOGY

2.1 Coupled crowd-structure model

The mathematical framework introduced in [4] is used. In this framework, each pedestrian in the crowd is modeled as the superposition of an autonomous force term, corresponding to the forces induced on a rigid surface, and a linear SDOF system used to simulate the mechanical interaction with the supporting structure. This SDOF system is composed of a rigid and an activated mass, representing respectively 5% and 95% of the total mass of the pedestrian. The dynamic behavior of the supporting structure, which in this study is referring to a footbridge, is represented by its modal parameters. The equations of motion of the coupled crowd-structure model read:

\[
\dot{x}(t) = A_c x(t) + B_c S_p(t)p_F(t)
\]

\[
x(t) = \begin{bmatrix} z(t) & u_H(t) & \dot{z}(t) & \dot{u}_H(t) \end{bmatrix}^T
\]

\[
A_c = \begin{bmatrix} 0 & \bar{M}_H^{-1}K_{HS} & 1 & \bar{M}_H^{-1}C_{HS} \\ -\bar{M}_H^{-1}K_{HS} & -\bar{M}_H^{-1}C_{HS} \end{bmatrix}
\]

\[
B_c = \begin{bmatrix} 0 \\ T_p \end{bmatrix}
\]

with \(x(t) \in \mathbb{R}^{n_s}\) the state vector and \(n_s = 2(n_m + n_H)\), \(z(t) \in \mathbb{R}^{n_m}\) the modal coordinate vector, \(n_m\) the number of modes, \(u_H \in \mathbb{R}^{n_H}\) the vector of displacements of SDOF interaction models, \(n_H\) the number of pedestrians, \(p_F(t) \in \mathbb{R}^{n_H}\) is the force vector collecting the time history of the autonomous force term \(p_{F,k}(t)\) of each pedestrian \(k\) of the \(n_H\) pedestrians as rows and \(S_p(t) \in \mathbb{R}^{n_{DOF} \times n_H}\) a selection matrix which transfers the forces to the corresponding \(n_{DOF}\) DOFs of the model of the structure. \(\bar{M}_H, \bar{K}_H\) and \(\bar{C}_H\) are the generalized mass-, stiffness and damping matrices of the coupled crowd-structure system and \(T_p\) is the generalized input transformation matrix, as defined in [4]. The autonomous force term \(p_{F,k}(t)\) depends on the weight and the step frequency \((f_{s,k})\) of the pedestrian and is modeled using the probabilistic single-person force model developed by Živanović et al. [6].

2.2 Parameter estimation problem

The parameter estimation problem is highly similar to the one introduced in [7]. The objective is to identify the parameters that determine the effect of HSI on the resulting structural
response: the dynamic characteristics of the linear mechanical systems representing the pedestrians in the crowd. The following inputs are assumed to be known:

1. The dynamic behavior of the empty footbridge.

2. The structural response induced by the pedestrians at one or more locations on the footbridge.

3. The average (total) mass of the pedestrians.

4. The distribution of step frequencies in the crowd: \( f_s = \mathcal{N}(\mu_{f_s}, \sigma_{f_s}) \) [Hz].

The first three items can be obtained using conventional techniques or tests. The fourth item can, for example, be identified from acceleration measurements performed at the lower back of each pedestrian (See accompanying paper: ‘An open access benchmark dataset on pedestrian-induced vibrations collected on the Eeklo footbridge’).

In [7] it is shown that when a sufficiently long duration of the structural response induced by a pedestrian density \( d \) is considered, the statistical effect of the autonomous force term (resulting from the random arrival times and the intra-person variabilities) on the power spectral density (PSD) of the resulting structural response can be averaged out.

The optimization problem is now formulated where the objective function measures the difference between the PSD of the experimentally observed \( \tilde{G}_{\ddot{u}} \) and the numerically simulated \( G_{\ddot{u}} \) structural response within a frequency range defined by a lower \( (\omega_l \ [\text{rad/s}]) \) and upper bound \( (\omega_u \ [\text{rad/s}]) \). The residuals are computed at discrete frequencies \( \omega_k \ [\text{rad/s}] \): \( \omega_k = \omega_l + k \Delta \omega \) for \( k = 0, \ldots, N \), with \( N + 1 = (\omega_u - \omega_l)/\Delta \omega + 1 \) the number of samples and \( \Delta \omega \) the selected frequency resolution. The parameters of the SDOF model are assumed identical for the different persons on the structure. The average total mass of the pedestrians is a known input, determining the rigid (5%) and activated mass (95%) of the SDOF model. The decision variables in this optimization problem are the natural frequency \( f_{H1} \) and the modal damping ratio \( \xi_{H1} \), and are subject to the following physical constraints:

\[
\begin{align*}
    f_{H1} &> 0 \\
    \xi_{H1} &> 0
\end{align*}
\]

and can be categorized as a nonlinear programming problem due to the nature of the objective function. The inequality constrained optimization problem is solved using the lsqnonlin-solver (MATLAB®) by means of the trust-region-reflective algorithm.

3 EEKLO FOOTBRIDGE

The Eeklo footbridge has three spans, a main central span of 42 m and two side spans of 27 m. The dynamic behavior of the footbridge is characterized by 14 modes with a frequency up to 12 Hz. The corresponding digital twin describing the dynamic behavior of the footbridge, is part of the open access benchmark dataset (See accompanying paper: ‘An open access benchmark dataset on pedestrian-induced vibrations collected on the Eeklo footbridge’).
3.1 Numerical verification

In this numerical verification section, the objective is to verify the parameter optimization procedure for the Eeklo footbridge. In addition, the impact of modeling errors on the solution of the parameter estimation problem is investigated.

In this numerical verification example, the pedestrian density is set to match the one considered in the in-field tests (see next section): 148 persons \( \approx 0.5 \) persons/m\(^2\). The distribution of step frequencies is set to follow a Gaussian distribution: \( f_s = \mathcal{N}(1.89, 0.18) \) [Hz]. The weight of the pedestrians is set to 70 kg. The corresponding PSD of the pedestrian load is defined based on the procedure detailed in [8], using the dynamic load factors for the main and sub-harmonics of the walking load defined in [6]. The PSD of the pedestrian load is presented in Figure 1.

The natural frequency \( (f_{H1}) \) and the modal damping ratio \( (\xi_{H1}) \) of the interaction model are set to respectively 3 Hz and 30%. Figure 2 visualizes the FRF of the Eeklo footbridge, empty and with HSI. This figure shows that the impact of HSI is high for mode 2 \( (f_2 = 2.97 \) Hz), mode 5 \( (f_5 = 5.68 \) Hz) and mode 8 \( (f_8 = 6.42 \) Hz). These modes are bending modes characterized by a low modal mass \( (22 \times 10^3 \) kg \(-\) \(26 \times 10^3 \) kg) and a low damping ratio \( (0.2\% - 0.6\%) \). The highest impact is found for mode 2, as the natural frequency of the interaction model is in this case close to the optimal tuning frequency for accelerations [9].

When no modeling errors are assumed, the parameter estimation procedure converges to the true minimum. This was also illustrated for a hypothetical example in [7]. This contribution in addition analyses the influence of modeling errors. These modeling errors \( (\epsilon_{\triangle}) \) are related to the inputs that the parameter estimation procedure assumes to be known. Given the high accuracy with which the structural response can be measured, and the ease with which the total mass of the pedestrians can be determined, the impact of related errors is not investigated. Also, it is assumed that the impact of (correlated) measurement noise, e.g. related to the sensor placement, is negligible. The modeling errors considered in this study are related to:

- The dynamic behavior of the empty structure, or thus the structural modal parameters: Given the uncertainty bounds on the modal parameters identified using state-of-the-art system identification techniques [10, 11], it is reasonable to assume errors of \( \epsilon_f =1\% \) and \( \epsilon_\xi =10\% \) on respectively the experimentally identified natural frequencies and modal damping ratios. The corresponding modal masses can be calculated using a (preferably calibrated) FE model of the structure. For the calculated modal mass, an error of \( \epsilon_m =2\% \) is considered reasonable. Less satisfactory results may be characterized by errors of 5\%, 30\% and 5\% (upper bound error) on respectively the natural frequencies, modal damping ratios and modal masses.

- The distribution of step frequencies in the crowd: Assuming that the distribution of step frequencies follows a Gaussian distribution, the impact of an error of 2\% and 5\% on the mean value \( (\epsilon_\mu) \) and standard deviation \( (\epsilon_\sigma) \) of the step frequencies is investigated.

The parameter estimation procedure now uses the PSD of the vertical and lateral acceleration levels calculated at the center of the main and the side span of the footbridge (close to the parapet). Analysis shows that as little information on HSI is contained in the PSD of the lateral acceleration levels, including these PSDs in the objective function (Eq. 5) has a negligible impact on the obtained optimal solution. These PSDs can therefore be excluded from the selected input data.

For the sake of conciseness, this paper only reports the joint impact of the modeling errors on the solution of the parameter estimation problem (estimation error). The estimation error
Figure 1: PSD of the pedestrian load ($S_F$) for 148 persons.

$(\Delta \gamma)$ is expressed in terms of the percentage of difference with the true optimal solution of the parameter estimation problem ($f^*_{H1} = 3 \text{ Hz}, \xi^*_{H1} = 30\%$). The following results are found:

- $\Delta f^*_{H1} = 3\%$ and $\Delta \xi^*_{H1} = 9\%$ for $\epsilon_f = 1\%, \epsilon_\xi = 10\%, \epsilon_m = 2\%, \epsilon_\mu = \epsilon_\sigma = 2\%$.

- $\Delta f^*_{H1} = 5\%$ and $\Delta \xi^*_{H1} = 20\%$ for $\epsilon_f = 2\%, \epsilon_\xi = 30\%, \epsilon_m = 5\%, \epsilon_\mu = \epsilon_\sigma = 5\%$.

These results show that the impact of the reasonable range of modeling errors that can be expected for the present case, have a small impact on the estimated natural frequency of the interaction model (5%). The impact on the estimated damping ratio is higher (20%), but is still reasonable given that the structural response is less sensitive to changes in this parameter. Further analysis shows that in this case, the errors on the distribution of step frequencies ($\epsilon_\mu$ and $\epsilon_\sigma$) have the largest impact on the estimation error. The low impact of the relatively large modeling errors assumed on the modal damping ratios, stems from the fact that the modal damping ratios of the dominant modes are very low in relation to the damping added by HSI. By consequence, the impact of these inherent structural modal damping ratios on the corresponding effective damping of the coupled crowd-structure system is very low.

However, it is noted that the low impact of the modeling errors, in particular those related to the modal parameters of the footbridge, on the estimated parameters is in this case due to the high impact of HSI on multiple modes of the footbridge (mode 2, mode 5 and mode 8). This is, in turn, due to the involved low modal masses, low damping ratios and natural frequencies of these modes. These results are highly case-specific and should be investigated for each case prior to the application of the parameter estimation procedure. Furthermore, this investigation does not consider the impact of other modeling errors, such as for example lateral mechanical HSI that is neglected here or errors in the load model that is used to describe the autonomous force term.

### 3.2 Application to full-scale data

The inputs for the parameter estimation procedure are set to match the conditions of the in-field observations involving 148 pedestrians (See accompanying paper: ‘An open access benchmark dataset on pedestrian-induced vibrations collected on the Eeklo footbridge’):

1. The digital twin of the Eeklo footbridge is used to describe the dynamic behavior of the empty footbridge.

2. The structural response measured at the center of the main and the side span is used (close to the parapet). As the numerical verification section has shown that HSI is most relevant
for the vertical output, only the acceleration levels registered in the vertical direction are used. The Power Spectral Density (PSD) of the structural response is calculated considering consecutive time windows of length $T = 25$ s, with 50% overlap.

3. The average body mass of the pedestrians is 73.2 kg.

4. The distribution of step frequencies in the crowd: $f_s = \mathcal{N}(1.66, 0.19)$ [Hz].

Given that the highest impact of HSI is expected for mode 2, mode 5 and mode 8, the frequency range $[2.5, 8.0]$ Hz is taken into account for the parameter estimation procedure.

In Figure 3, the objective function defined in Eq. 5 is evaluated for a realistic range of the two decision variables: the natural frequency $1 \leq f_H \leq 5$ [Hz] and the modal damping ratio $0.2 \leq \xi_H \leq 0.6$ [-]. This figure shows that the objective function, and thus the impact of HSI, is mainly sensitive to changes in the natural frequency $f_H$ of the interaction model. Figure 3 illustrates a generally low sensitivity of the objective function to the modal damping ratio $\xi_H$ of the interaction model.

The following optimal solution is found for the interaction model:

- $f_H^* = 3.02$ Hz
- $\xi_H^* = 46\%$

Figure 4 compares the PSD of the measured output with the one calculated for the footbridge with and without HSI, whereby HSI is modeled with the fitted interaction model. In turn, Figures 5 and 5 present the measured and calculated (with and without HSI) vertical acceleration levels at respectively the midspan and the sidespan. These figures show that when HSI is disregarded, the structural response is significantly overestimated. More importantly, this figure shows that the fitted interaction model allows to arrive at a good fit with the measurements. Based on the insights gained in the numerical verification section, an indicative uncertainty bound of 5% and 20% on respectively the estimated natural frequency and modal damping ratio is assumed, where this uncertainty in this case mainly stems from the modeling errors related to the distribution of the step frequencies in the crowd. These uncertainty bounds are also indicated on Figure 3.

Finally, it is noted that the identified natural frequency ($f_{H1} = 3.02 \pm 0.15$ Hz) and damping ratio ($\xi_{H1} = 0.46 \pm 0.10$) of the interaction model are in line with recent findings in the literature [3, 4].
Figure 3: Evaluation of the objective function in terms of the natural frequency $f_{H1}$ and the damping ratio $\xi_{H1}$ of the interaction model, and the indicative uncertainty bounds (dashed lines) on the optimal solution (●).

Figure 4: The PSD of the vertical acceleration levels at the center of the (a) central and (b) side span of the Eeklo footbridge for a pedestrian density of 0.50 persons/m²: (black, solid) measurements, and numerically simulated (gray, solid) without HSI and (black, dashed) with HSI based on the fitted interaction model.

4 CONCLUSIONS

This paper estimates the natural frequency and damping ratio of an SDOF interaction model, applied to describe the mechanical interaction between the pedestrian and the structure, by minimizing the discrepancy between the observed and the simulated power spectral density of the structural response. The approach is applied to the Eeklo Footbridge Benchmark Dataset where the pedestrian and bridge motion are registered simultaneously using wireless tri-axial accelerometers and video cameras, involving a pedestrian density of 0.5 persons/m². A digital twin of the Eeklo footbridge, the average weight of the pedestrians and the distribution of step frequencies, identified from the accelerations registered on the lower back of each pedestrian, are used as input for the proposed parameter estimation procedure. A natural frequency of 3 Hz and a damping ratio of 46% are identified for the mechanical interaction model. These results are in line with recent findings in the literature and are, for the first time ever, based on full-scale observations.
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Abstract. This paper presents a novel method for the indirect determination of the ground reaction forces (GRF) induced by a pedestrian during forward locomotion on a vibrating structure. It is based on the formulation of an inverse problem for the identification of the unknown time dependent moving load, which is solved by means of a gradient-based optimization algorithm. The force identification is performed in the time domain using accelerations and/or displacement time histories recorded at different locations on the structure as input data. The practicability and accuracy of the method is evaluated using both simulated measurements and real experimental data recorded on the HUMVIB experimental footbridge on the campus of the Technical University of Darmstadt, Germany. For the validation of the reconstructed forces, an array of biomechanical force plates as well as classical load cells at the supports of the test structure were used. The results show that the proposed method allows a very accurate estimation of the GRF induced by a subject during walking on the experimental structure.
1 INTRODUCTION

Classical direct measurement methods of ground reaction forces (GRF) induced by pedestrians on rigid surfaces usually imply either force plates [1] or treadmills instrumented with force sensors [2], which are commonly used in biomechanical studies of the human gait. The GRFs can also be directly acquired by means of foot pressure insoles, i.e. instrumented shoes [3, 4]. Their main advantage is that the subject does not have any locomotion constraints, such as targeting the force plates [5], allowing thus the execution of a natural gait. Besides the direct measurement methods, there are also indirect approaches, which try to reconstruct the GRF by means of three dimensional recordings of the body motion and an assumed distribution of the body mass under consideration of the second Newton’s law of motion [6, 7, 8, 9, 10]. Extensive literature overviews on the measurement methods of GRFs are given in [5] and [11].

When it comes down to the direct GRF measurement during walking on vibrating structures, only few methods are feasible with justifiable effort. The installation of classical force plates on vibrating structures is possible, it implies however high costs and is rather only feasible for laboratory experiments [12, 13]. In case of laboratory structures, it is also possible to install conventional load cells at the supports [12, 13]. However, both in case of the force plates and the load cells, the measured forces are “polluted” by a significant component generated by the inertia of the force plate or of the vibrating structure itself, which leads to additional analysis effort and to certain inaccuracies [13, 14]. A good alternative for GRF measurement on vibrating structures are the in-shoe pressure sensors, which have already been used in civil engineering applications [13, 15]. However, they present a limited accuracy of the force amplitudes, which are obtained by integrating the distributed pressure over the foot insole area [5].

In comparison to the drawbacks of the aforementioned direct measurement methods, the time histories of the structural displacements and accelerations can be recorded with high accuracy and reasonable effort. In this sense, this paper addresses a novel method for the indirect determination of the GRF induced by a pedestrian on a vibrating structure, which is based on conventional measurements of structural responses, avoiding thus the use of costly and sensitive biomechanical equipment. The method implies the formulation of an inverse problem for the identification of the unknown time dependent moving load, whose solution is addressed by means of a gradient-based optimization algorithm. The force reconstruction is executed in the time domain using accelerations and/or displacement time histories recorded at different locations on the structure as input data. The practicability and accuracy of the method is evaluated using real experimental data recorded on the HUMVIB experimental footbridge at the Technical University of Darmstadt, Germany. For the validation purposes, an array of biomechanical force plates as well as classical load cells at the supports were used. The method aims to facilitate the analysis of the human-structure interaction effects on bridges in operation.

2 FORMULATION OF THE PROBLEM

2.1 The forward problem

The computation of the motion quantities for a damped linear system containing $n_{\text{dof}}$ degrees of freedom can be performed by solving the differential equation of motion:

$$K \cdot u(t) + D \cdot \dot{u}(t) + M \cdot \ddot{u}(t) = P(t)$$

where $K^{n_{\text{dof}} \times n_{\text{dof}}}$, $D^{n_{\text{dof}} \times n_{\text{dof}}}$ and $M^{n_{\text{dof}} \times n_{\text{dof}}}$ are the stiffness, damping and mass matrix, respectively, while $P^{n_{\text{dof}} \times 1}$ represents the vector of external forces at each time instant. $u$, $\dot{u}$ and
\( \ddot{u} \) denote the vectors of motion quantities (displacement, velocity and acceleration, respectively). In order to achieve the solution of Eq. 1, it can either be directly integrated or it can be solved by means of the modal superposition principle [16]. The force reconstruction method of the present study is based on the latter one, whereas the modal equations are solved using the time step integration method of Newmark [16].

### 2.2 The inverse problem

The inverse problem of GRF reconstruction on a vibrating structure formulated within this work implies that the entries of the load vector \( P(t) \) are considered to be unknown, while the system matrices \( K, D \) and \( M \) in Eq. 1 are given and assumed to be constant. In addition, it is considered that a set of \( n_{md} \) displacement and \( n_{ma} \) acceleration time histories are acquired over a finite number \( n_t \) of discrete time points through experimental investigations. Basically, the inverse problem seeks to find an optimal time-dependent force vector \( P(t) \), which caused the measured motion quantities. This can be expressed by means of an unconstrained and unbounded optimization problem:

\[
\min_s \mathcal{F}(s) = w_d \cdot \sum_{h=1}^{n_{md}} \sum_{i=1}^{n_t} (u_{h,i} - \bar{u}_{h,i})^2 + w_a \cdot \sum_{h=1}^{n_{ma}} \sum_{i=1}^{n_t} (\ddot{u}_{h,i} - \ddot{\bar{u}}_{h,i})^2 +
\]

\[
\left\| \begin{pmatrix} Q_{n_{var} \times n_{var}} & - Q_{n_{var} \times n_{var}} \\ \end{pmatrix} \cdot s \right\|_2^2 +
\]

\[
\left\| \begin{pmatrix} Q_{n_{var} \times n_{var}} & - Q_{n_{var} \times n_{var}} \\ \end{pmatrix} \cdot s \right\|_2^2
\]

\[
\text{Penalty function 1}
\]

\[
\left\| \begin{pmatrix} T_{n_{var} \times n_{var}} & - Q_{n_{var} \times n_{var}} \\ \end{pmatrix} \cdot s \right\|_2^2 +
\]

\[
\left\| \begin{pmatrix} T_{n_{var} \times n_{var}} & - Q_{n_{var} \times n_{var}} \\ \end{pmatrix} \cdot s \right\|_2^2
\]

\[
\text{Penalty function 2}
\]

Here, \( s \in \mathbb{R}^{n_{var}} \) comprises the \( n_{var} \) load values \( s_k \), each of them denoting the value of the moving force at a certain time step \( t_k \), while \( k \) represents the index of the \( n_{var} \) time steps, in which the force is present on the bridge. \( \bar{u}_{h,i} \) and \( \ddot{\bar{u}}_{h,i} \) denote the measured displacement and acceleration in the \( i \)-th time step for the \( h \)-th measurement point. \( u_{h,i} \) and \( \ddot{u}_{h,i} \) represent the corresponding motion quantities resulting from the numerical analysis (forward problem). The formulation of Eq. 2 implies that the force location is known for each time step. The weighing factors \( w_d \) and \( w_a \) are introduced to control the importance of each term in the multiobjective optimization problem described by Eq. 2. The objective function includes also two penalty functions, whose weights are defined by the factors \( w_{p1} \) and \( w_{p2} \). They will be discussed in the following.

The first penalty function accounts for a special feature of traffic loads on bridges, which states that their dynamic components vary around the static weight of the pedestrian or vehicle passing the structure, denoted as discrete finite signal with a stable average value (DFS-SAV) [17]. Practically, this means that the local (moving) average values of the force time history to be identified lie not too far from their global average values. This can be expressed mathematically by minimizing the squared differences between the vectors of local and global average values of the force vector \( s \). The local and global average values are obtained using a local and a global average matrix \( Q_{loc} \) and \( Q_{glo} \). They are constructed in such a way, that their multiplication by the load vector \( s \) delivers the local or the global average value. It is to be mentioned that the...
local averaging in this study is formulated using a moving window of five samples. The second penalty function controls the smoothness of the solution by minimizing the distance between each value in the solution vector \( s \) and the local average of the force. \( I \) is the identity matrix, its multiplication with \( s \) delivers the unchanged vector \( s \).

In order to allow the solution of large problems, the inverse problem in Eq. 2 is addressed using a forward sliding window approach with a certain overlapping interval (Fig. 1 left). It implies that an optimization problem acc. to Eq. 2 has to be formulated and solved for each of the \( n_w \) windows. By selecting a reasonable window length, the computational efficiency can be significantly increased in comparison to the direct solution for the whole time frame. After terminating the forward optimization, a subsequent backward optimization problem is enabled (Fig. 1 right). It allows the optimization of the load values in each window under consideration of a more extensive set of input data, which stretches from the starting point of the time window to the end of the decay phase (Fig. 1 right).

The solution the optimization problem elaborated above is obtained using a trust region optimization algorithm, which achieves super-linear convergence when it is supplied with exact sensitivity information (gradient and Hessian) [18].

### 2.3 Sensitivity analysis

The total derivative of the objective function with respect to a load value \( s_k \) can be determined using the chain rule:

\[
\frac{dF}{ds_k} = \sum_{h=1}^{n_m} \frac{\partial F}{\partial u_h} \cdot \frac{\partial u_h}{\partial s_k} + \sum_{h=1}^{n_m} \frac{\partial F}{\partial \ddot{u}_h} \cdot \frac{\partial \ddot{u}_h}{\partial s_k} + \frac{\partial F}{\partial s_k} \tag{3}
\]

The implicit component of the sensitivity expression in Eq. 3 is determined by analytical differentiation the first two terms on the right side of Eq. 2, while the explicit dependencies of the objective function on the load values are given solely by the analytical differentiation of the penalty functions with respect to \( s_k \). The determination of the sensitivity of displacement and accelerations of the \( h\)-th measured point with respect to the load value \( s_k \) (\( \partial u_h/\partial s_k \) and \( \partial \ddot{u}_h/\partial s_k \)) was also performed analytically. It implies the differentiation of Eq. 1 on both sides with respect to \( s_k \). Considering constant (and thus load independent) system matrices \( K \), \( D \) and \( M \), the differentiation yields:

\[
K \cdot \frac{\partial u(t)}{\partial s_k} + D \cdot \frac{\partial \dot{u}(t)}{\partial s_k} + M \cdot \frac{\partial \ddot{u}(t)}{\partial s_k} = \frac{\partial P(t)}{\partial s_k} \tag{4}
\]
Andrei Firus, Roman Kemmler, Hagen Berthold, Steven Lorenzen and Jens Schneider

Figure 2: HUMVIB experimental pedestrian bridge (the middle support was removed during the experimental investigations)

where $\partial \mathbf{u} / \partial s_k, \partial \dot{\mathbf{u}} / \partial s_k, \partial \ddot{\mathbf{u}} / \partial s_k$ denote sensitivity vectors. Evidently, Eq. 4 has a similar form as Eq. 1, if the term $\partial \mathbf{P} / \partial s_k$ on the right hand side is considered as an equivalent force vector. Therefore, the unknown sensitivity vectors can be obtained through forward analysis using the mode superposition principle and the time-stepping integration method of Newmark. $\partial \mathbf{P} / \partial s_k$ represents the derivative of the vector of external forces with respect to one force in a certain time step. It contains only one value of 1, corresponding to the entry $s_k$, while all the other values are zero. The entries of the analytical Hessian can be determined by differentiating Eq. 4 with respect to another load value $s_i$.

3 INVESTIGATIONS ON AN EXPERIMENTAL PEDESTRIAN BRIDGE

3.1 Investigation object

The experimental HUMVIB-Bridge (Fig. 2) is a simply supported pedestrian bridge with a span of $l = 13.24 \text{ m}$, consisting of two longitudinal steel beams (steel type S235JR) with HEB240 cross section (Fig. 3). The deck plate is made of 13 precast reinforce concrete stripes having the dimensions $250 \times 100 \times 12 \text{ cm}$. The concrete elements and the steel beams are separated by an elastomeric interlayer with a thickness of 5 mm. The total mass of the experimental pedestrian bridge is about 12 tons, leading to a fundamental frequency of the structure.

Figure 3: Experimental pedestrian bridge HUMVIB: a) side view; b) cross section
of 2.04 Hz. The first five mode shapes and their frequencies were determined experimentally using the reference based combined deterministic-stochastic subspace identification algorithm [19, 20] (s. Fig. 7).

3.2 Measurement set-up

The measurement set-up used in the present investigation is shown in Fig. 4 and schematically illustrated in Fig. 5. The structural responses in vertical direction were recorded at 12 different measurement points (MP) disposed along the steel beams. MP1 to MP4 were instrumented with both acceleration and displacement sensors, while only accelerations were recorded at the locations of MP5 to MP12. Besides the measurement of the motion quantities, the reaction forces at the four supports (MP13 to MP16) were acquired using a set of load cells. In addition, a set of five force plates (FP1 to FP5) of type KISTLER 9260AA6 (600 × 500 × 50 mm) and two force plates (FP6 and FP7) of type KISTLER 9287CA (900 × 600 × 100 mm) were installed on the bridge for recording the pedestrian induced GRFs. In order to ensure proper conditions for a natural gait and to reduce the tripping hazard of the subjects, the walking path was leveled using dummy plates with a thickness of 100 mm.

3.3 Structural model

The finite element software ANSYS 2020 R1 was used to generate a numerical model of the experimental pedestrian bridge (Fig. 6a). The steel beams were modeled using beam elements (BEAM188), while the concrete elements were represented through shell elements (SHELL181). Typical (deterministic) material parameters were assigned to the steel beams.
Figure 6: a) Finite element model of the HUMVIB-Bridge; b) Idealized connection between the steel beams and concrete plates

(density $\rho = 7850$ kg/m$^3$, Young’s modulus $E = 2.1 \cdot 10^8$ kN/m$^2$ and Poisson ratio $\nu = 0.3$) and the concrete plates ($\rho = 2500$ kg/m$^3$, $E = 3 \cdot 10^7$ kN/m$^2$ and $\nu = 0.2$). The elastomeric interlayer connecting the concrete elements and the steel structure was idealized using a group of three translational springs ($k_{t,1,x}$, $k_{t,1,y}$ and $k_{t,1,z}$ along the $x$, $y$ and $z$ axis, respectively) and one rotational spring ($k_{r,1,x}$ around the longitudinal $x$-axis) (Fig. 6b). The beam supports were disposed at the lower flanges and are assumed to be rigid in vertical direction, while horizontal displacements at the supports (in $x$ and $y$ directions) are permitted. In this sense, a set of two translational springs, $k_{t,1,x}$ and $k_{t,1,y}$, were defined at each support (Fig. 6a).

The values of the rotational and translational springs were determined by solving an optimization problem, which seeks to minimize the sum of squared differences between the measured and computed natural frequencies for the first three bending modes and first two torsional modes. The optimization process delivered the following set of optimized stiffness coefficients:

- $k_{t,1,x} = 12.64 \cdot 10^3$ kN/m
- $k_{t,1,y} = 10.72 \cdot 10^3$ kN/m
- $k_{t,2,x} = 11.14 \cdot 10^3$ kN/m
- $k_{t,2,y} = 2.52 \cdot 10^3$ kN/m
- $k_{t,2,z} = 18.22 \cdot 10^3$ kN/m
- $k_{r,2,x} = 11.95 \cdot 10^3$ kNm

The resulting mode shapes and their frequencies are shown in Fig. 7 together with the results obtained from the experimental investigations. The MAC (Modal Assurance Criterion) values determined using the measured and computed values of the five considered mode shapes are $0.9998$ (1st mode), $0.9981$ (2nd mode), $0.9933$ (3rd mode), $0.9959$ (4th mode) and $0.9618$ (5th mode). Thus, a very good agreement of the results is achieved both on frequency and mode shape level.

### 3.4 Testing with simulated measurements

In order to generate simulated measurement data, the reference force time history shown in Fig. 10 was applied to the finite element model presented in Section 3.3. The response was evaluated by a forward analysis under consideration of the five modes of vibration shown in Fig. 7. The results of the forward analysis were subsequently polluted with an inconvenient (rather unrealistic) amount of artificial noise, in order to obtain the simulated measurements used for the inverse analysis. Fig. 8 shows exemplarily simulated measurements of displacement and acceleration at the measurement location MP2.

A time step $\Delta t = 0.00333$ s, a window size of 400 samples and an overlapping interval of $1/3$ of the window length (s. Fig. 10) were selected. The weighting factors $w_{p1}$ and $w_{p2}$ were determined by means of a parametric study to $w_{p1} = 5.5 \cdot 10^{-8}$ and $w_{p2} = 1.0 \cdot 10^{-4}$ (s. Fig. 9). Its aim was to determine the optimal combination of weighting factors, which leads to the lowest error between the reference and the identified forces with simulated measurement data:

$$P_{\text{err}} = \frac{\|P_{\text{identified}} - P_{\text{reference}}\|_1}{\|P_{\text{reference}}\|_1} \cdot 100 \%$$ (5)
Input data from eight accelerations (MP1 to MP8) and four displacements (MP1 to MP4) was considered. The corresponding weighing factors are $w_a = 1$ and $w_d = 5 \cdot 10^5$. The latter seeks to balance the order of magnitude of the displacement and acceleration measurements and ensures a dominant contribution of the displacement term within the objective function.

The result of the optimization problem is shown in Fig. 10. The iteration in each window is terminated when the relative drop of the value of the objective function between two subsequent iterations is less than $10^{-8}$. The relative error evaluated according to Eq. 5 at the end of the backward optimization is $4.72\%$. This result indicates a very good global agreement between the reference and the identified force time history. A slightly lower accuracy can be only observed for the rather short intervals, in which the force is located in the proximity of the supports (at the beginning and the end of the bridge). This effect occurs most likely due to the low sensitivities of acceleration and displacement at the measurement points with respect to forces acting at the

Figure 7: Measured (left) and computed (right) mode shapes and the corresponding natural frequencies
beginning and the end of the bridge. However, the penalty functions ensure stable results even at these locations. A further computation with consideration of only four sensors as input data (accelerations and displacements at MP3 and MP4) delivers an error of $7.16\%$, confirming thus the robustness of the method also with a more practicable number of sensors.

### 3.5 Testing with real measured data

The validation procedure with real measurements implies the acquisition of the measurement data during the passage of a subject weighting 747 N with a predefined step frequency of 2 Hz. Fig. 11 shows exemplarily the measured displacement and acceleration time histories at MP2. The measured data was filtered using a lowpass filter with a cut-off frequency of 18 Hz, in order to adapt the frequency content of the measurement to the frequency content of the computation. It is to be mentioned that all computational parameters (time step, weighting factors, window size, convergence criteria etc.) were adopted from Section 3.4. In this sense a resampling of
the measured signals was carried out, because the measurements were recorded at a sample frequency of 1200 Hz. Also in this case signals of eight acceleration (MP1 to MP8) and four displacement (MP1 to MP4) sensors were used as input data.

In order to use the load cell and force plate signals as reference values for the validation of the GRF reconstruction, the inertial effects of the bridge (in case of load cells) and of the force plate masses had to be removed from the measured force signals [13]. The results after the correction are shown in Fig. 12. Furthermore, in order to account for a possible imperfect walking behavior (e.g. unequal step lengths), the time dependent location of the subject was determined by means of static equilibrium, using the signals of the load cells signals (free of dynamic components) at the two ends of the bridge.

Due to the system changes arising because of the additional mass of the biomechanics equipment, a new model adaptation was necessary for the validation process with real measurement data. In this sense, an additional mass of about 60 kg/m was applied to the numerical model described in Section 3.3. This leads to a first natural frequency of 1.98 Hz (first bending mode), confirmed also by Fourier analyses of the free decay phases measured during different trials. The further computational natural frequencies are: 3.97 Hz (1st torsional mode), 7.56 Hz (2nd bending mode), 11.02 Hz (2nd torsional mode) and 16.02 Hz (3rd bending mode).

The results of the optimization problem based on real measured data are shown in Fig. 12 together with the reference force time histories from the load cells and the force plates. The relative error $P_{err,LC}$ of the identified force with respect to the load cell signals (support forces) is 10.18 %. Considering that there are still various uncertainties in the problem definition (e.g. with respect to the modeling, subject velocity, measurement inaccuracies etc.), the result can be interpreted as very satisfactory. However, the quantitative evaluation of the force reconstruction method based on comparisons with the signals of the support forces has to be done with caution,
since $P_{err,LC}$ is highly uncertain due to the inexact elimination of the inertial forces from the measured load cell signals (s. interval between 9 and 10 s in Fig. 12). Nevertheless, the load cell signals provide a valuable tool for the general comparison of the GRFs along the bridge. A more reliable validation of the identified GRF is expected when analyzing the relative error $P_{err,FP}$ of the identified force with respect to the force plate signals for the time interval of passing the force plate array (grey area in Fig. 12). The result is $P_{err,FP} = 3.20 \%$, indicating an excellent agreement of the two force signals.

In order to emphasize the efficiency of the method, a forward analysis was performed with the identified force time history. The displacement and accelerations at MP2 (Fig. 11) revealed a nearly perfect match between the real measured data and the re-built structural responses. A further great achievement of the method is the successful qualitative and quantitative reconstruction of the imperfect GRF time history, which shows lower force amplitudes when the pedestrian is located around the middle of the bridge than in case of a location towards the supports. This effect is thought to occur because of the passive and active HSI effects, which are expectedly higher at locations with higher amplitudes, i.e. towards the middle of the bridge. The computation under consideration of accelerations and displacements measured and MP3 and MP4 (total of four sensors) resulted in $P_{err,LC} = 10.13 \%$ and $P_{err,FP} = 3.48 \%$, indicating a similar results quality as for the configuration with 12 sensors.

4 CONCLUSIONS

- A novel method for an indirect determination of ground reaction forces on vibrating structures was presented. It implies the formulation of an inverse problem in time domain, which is based on the minimization of the difference between a set of computed and a set of measured displacement and acceleration time histories. An important boundary condition of the method is that the location of the force in each time step has to be provided.

- In order to enable the solution of large problems at reasonable computational cost, an approach based on a forward and backward sliding window was developed. It implies the splitting of the total time of analysis into different windows of given length with a certain overlap. An optimization problem of pre-defined dimensions has to be solved in each window both during the forward and backward sliding.

- The tests with simulated measurements under consideration of a worst case noise level indicated that the developed method achieved an accuracy of the identified GRFs of about 5 – 7 \% with respect to the reference forces, indicating thus a very satisfactory agreement of the results. A slightly lower accuracy was revealed solely for the time intervals, where the force enters and leaves the bridge. This is an effect of the low sensitivities of the measured quantities with respect to the forces acting at those locations.

- The method was subsequently tested using real measurement data recorded during walking trials on the experimental HUMVIB-Bridge on the campus of Technical University of Darmstadt. The measurement set-up included load cells at the supports and an array of biomechanical force plates, which were used as reference values for the validation of the method. The reconstructed forces revealed a very good accuracy of about 10 \% with respect to the highly uncertain load cell measurements and 3 \% related to the more accurate force plates signals. These results were obtained for both a configuration with 12 sensors and a configuration with four sensors as input data, confirming thus the robustness of the method for practical applications. Moreover, the experimentally recorded
trend of decreasing force amplitudes towards the middle of the bridge (correlated with higher response amplitudes) could be successfully reproduced by the developed method. The re-built responses using the identified forces revealed a nearly perfect match with the measured time-histories.

- The developed method can be used for the study of HSI effects by means of ground reaction forces induced by a pedestrian during walking on a vibrating structure. So far, the method was tested on a full-scale experimental structure. The promising results indicate that the method is suitable also for the use within field experiments on real footbridges, as long as a relatively accurate structural model is available.

- The force identification method presented in this paper can be adapted and used for different applications, e.g. the reconstruction of the dynamic axle loads of a complete railway vehicle passing a bridge structure [21].
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Abstract. Timber floors are sensitive to vibrations because of their lightweight. Walking on this type of floor could cause motion sickness for the walkers or the other people in the room. Timber floors have to be designed correctly to ensure a good comfort, especially in countries like France where people are used to the vibration comfort level of concrete floors. This paper proposes new methods to assess the dynamical properties of timber floors, and the accelerations due to the walk of an individual. Experimental and numerical tests are made to evaluate the relevance of the method.
1 Introduction

1.1 Problematic

Due to timber buildings lightweight, their dynamical properties must be studied carefully. Vibration comfort level is an important aspect of the quality of a building. Discomfort is dependent on the sensitivity of each person, their activities and mainly of vibration physical values (frequencies, accelerations, velocities and displacements). These physical quantities have to be assessed to design correctly timber floors. This paper presents a methodology to predict the frequency of the first floor mode and assess the vibration level from walking of individual.

1.2 State of the art

The ISO-10137 norm [1] gives some clues to size floors and footbridges against vibrations. The main point of this norm is to assess the vibration effects due to different sources on the comfort of users. A criterion based on the root mean square (RMS) acceleration is proposed which depends on the building use (figure 1).

![Figure 1: Comfort criterion depending of the frequency and the acceleration of the floor](image)

The Eurocode 5 [2] gives also criteria to assess the comfort of wooden floors. Those criteria are different from ISO ones. This norm focuses on only wooden floors with resonance frequency higher than 8Hz. The other ones have to be evaluated differently. The criteria given are based on the Ohlsson works [4] and depends on the floor velocity due to a theoretical impulsive shock and the floor stiffness. The next edition of the Eurocode will provide criteria for each kind of floors and estimations of the floor acceleration due to the walking of a person. Beyond these norms, a large number of guides exist to design floors regarding vibrations and comfort, including the guide from the American Institute of Steel [3]. This guide gives a method to compute floor acceleration by considering a simplified theoretical model and the average frequency content of load due to walking. This acceleration is confronted to the criteria given by the ISO-10137 [1].

In Europe, HIVOSS guidelines [5] aims to assess the floor comfort with a method called OS-RMS90 (one step, root mean square) [6]. The maximal RMS response of a floor is given
for 90% of kind of walking. Some similar guidelines exist for footbridges, which are also very sensitive to vibrations [7, 8].

Recently, specific studies on wooden floor show that every physical values (displacement, velocity, acceleration and frequency) can be used to judge the comfort of floors. Hu and Chui [9] suggest a empiric criterion based on the ratio between the floor displacement and its frequency. Several kinds of criteria have been reviewed and used on CLT (Cross Laminated Timber) by Weekendorf [10]. Patricia Hamm [11] puts forward that the floor frequency is not a discriminatory factor to provide comfort because some high frequencies floor are evaluated uncomfortable. Then, in 2018, a research group has summarized experimental tests on floors in order to determine an ISO criterion [12]. No consensus has actually been built up on a comfort threshold but in order to be able to use a comfort criterion, the dynamic behavior of timber floors must be well known. Few studies estimate accurately the resonance frequency of timber floors considering their boundaries conditions and orthotropy. Then, Eurocode 5 gives a formula to compute acceleration of a low frequency floor. However, a formula for high frequency floor is missing.

1.3 Objectives and methodology

The purpose of this paper is to define a simplified methodology which can be used by professionals or design department to assess the vibration levels on floors due to human activities. The physical values obtained will have to be compared to a comfort criterion. The assessment of vibration levels requires to identify the floor dynamic properties. First, the frequency of the first floor mode is computed, taking into account wood specificities. Then, according to the properties of the walker (weight, walking frequency), the floor acceleration is determine under theoretical assumptions for low and high frequency floors.

2 Modal frequencies assessment

The knowledge of the floor dynamical properties is necessary to assess its dynamical response due to human activities, like resonance frequency and modal mass. The first frequency mode of wooden floors can be difficult to estimate because of the wood orthotropy and boundary conditions. A method is suggested introducing some scalars deduced from analytical and numerical studies in order to take into account specificities of wooden floors.

2.1 Basic formulas

Leissa has analyzed the vibrational response of rectangular plates with different boundary conditions [13]. In civil engineering, two combinations of boundary conditions occur frequently: two opposite simply supported sides and two free side (SS-F-SS-F) or four simply supported sides (SS-SS-SS-SS). In situ experiments show that boundary conditions on the sides of floors are more likely simply supported than clamped conditions, but it exists a rotational stiffness which will be discussed further.

The formula for the (SS-SS-SS-SS) boundary conditions can be determined analytically [13]:

\[
f_{1_{SS}} = \frac{\pi}{2a^2} \sqrt{\frac{D}{\rho h}} (1 + \left(\frac{a}{b}\right)^2)
\]

where \(f_{1_{SS}}\) is the resonance frequency of the first mode in the (SS-SS-SS-SS) condition. \(D = Eh^3/12(1 - \nu^2)\) is the flexural rigidity, \(E\) is Young modulus, \(h\) is plate thickness, \(\nu\) is Poisson’s ratio.
ratio, $\rho$ is mass density per volume, $a$ and $b$ are respectively the largest and smallest dimensions of the studied rectangular floor.

For the (SS-F-SS-F) conditions, the solution has to be estimated from an analytical equation [13]:

$$f_{1SS-2F} = \frac{C}{2\pi a^2} \sqrt{\frac{D}{\rho h}}$$

where

$$C = 0.051\left(\frac{a}{b}\right)^2 - 0.28 \frac{a}{b} + 9.86$$

The equations 1 and 2 are standard results for an isotropic plate with ideal boundary conditions. It is the reference frequency $f_{ref}$ for the rest of the computation. The first step is to homogenize the wooden floor and find the equivalent plate. In most cases, wooden floors are strongly orthotropic. The mechanical parameters in the stiffest direction are the only ones considered in the previous formulas. The effect of orthotropy will be considered further.

Then, three coefficients will be added to take into account the wood specificities:

$$f_1 = R_c R_\lambda R_F f_{ref}$$

$f_1$ is the 'real' frequency of the floor. $R_c$ represents the effect of a continuous floor on several supports on the resonance frequency. $R_\lambda$ represents the effect of orthotropy. This coefficient is always inferior or equal to 1. $R_F$ describes the effect of the added torsional stiffness due to the load at the extremities of the floor. This coefficient is always superior or equal to 1.

### 2.2 Orthotropy

Several authors have worked on the vibration properties of orthotropic plates [14, 15]. The Jayaraman results [16] have been used in this paper. For several set of boundary conditions with at least two parallel sides simply supported, it is possible to find complex relationship between the resonance frequencies and the flexural rigidity $D_x$ and $D_y$ (describing respectively the flexural rigidity on the strongest and the weakest direction).

A numerical resolution has been realized for several ratio of orthotropy $D_x/D_y$, and ratios of floor dimensions $a/b$. The first observation is that for a (SS-F-SS-F) configuration, the orthotropy has a minor influence on the resonance frequency value: the frequency decreases just by 2% for $a/b = 2$ and $D_x/D_y = 20$. Difference are larger for the following modes. For a (SS-SS-SS-SS) configuration, the impact of orthotropy is major. For the same conditions ($a/b = 2$ and $D_x/D_y = 20$), the frequency falls by 39%.

A statistical resolution has been made to establish the factor $R_\lambda$. For a (SS-F-SS-F) configuration, it is possible to consider $R_\lambda = 1$ whereas for a (SS-SS-SS-SS) configuration, $R_\lambda$ is expressed as followed

$$R_\lambda = 1 - (1 - e^{-0.4 \frac{D_x}{D_y}} + 0.4)(0.25 \frac{a}{b} - 0.021\left(\frac{a}{b}\right)^2)$$

### 2.3 Continuous floors

Floors are usually supported on more than two supports. The continuity of the floor can influence its dynamic behavior. In short, the frequency of a span of continuous floor is higher.
than its isostatic equivalent if the neighboring span are shorter and inversely. Then, if one of the support can not be considered as rigid (like a wood joist assembly), it has to be considered in the computation by considering a spring instead of a rigid support. Two situations are presented in this paper.

- **One span floor supported by a rigid support and by a spring.**

  ![Figure 2: One span floor](image1)

  The spring stiffness can be estimated with the average stiffness of a beam resting on two flat supports separated by a length of L.

  \[ k = \frac{120EI}{L^3} \]  

  (5)

  Thanks to numerical computations, it is possible to compute the ratio \( R_c \) which linked the frequency of the beam on rigid support and spring with the frequency of a beam on two rigid supports (figure 3).

  ![Figure 3: Impact of the spring stiffness on the ratio \( R_c \) for a one span floor supported by a rigid support and a spring](image2)

  The ratio \( R_c \) drops when the spring stiffness decreases and moves toward 1 when stiffness increases.

- **Two-spans floor supported on two rigid support and one spring**
This configuration is very usual when a floor is supported by two walls at its extremities and a wood joist (figure 4). Considering the first span of length \( L_1 \), the ratio \( R_c \) corresponds to the resonance frequency of this span divided by the resonance frequency of an equivalent isostatic span with the same length supported on two rigid supports. Results are given in figure 5.

The ratio \( R_c \) will be dependent of the stiffness of the joist, symbolized by a spring and the ratio between the length of the span \( r_L = L_2/L_1 \). When the stiffness of the spring is very high, \( R_c > 1 \) for \( r_L < 1 \) and \( R_c < 1 \) for \( r_L > 1 \). It illustrates the fact that a short span next to a large span increases the rigidity of the large span. Then, when spans have the same length, the ratio \( R_c \) is equal to one. When the stiffness of the spring decreases, the ratio \( R_c \) drops regardless of the \( r_L \) value. When the spring stiffness is very low, the continuous floor can be considered as an isostatic floor with a length \( L = L_1 + L_2 \).

2.4 Wall effect

Loads are often applied on the sides of the floor which can increase its rotational stiffness, and so increase its natural frequency. Experiments have been realized at the FCBA technological institute: natural floor frequency have been measured on CLT or joist-OSB floor while applying an increasing force at their extremities. When the clamping force increases, the floor resonance frequency increases until a threshold. This phenomenon is complex. When a clamped force is imposed on the floor, a rotational stiffness is added but locally, the floor 'crushes' a little in the wall axis. (see figure 6).

This phenomenon depends on several parameters: the ratio \( a/b \), the wall thickness of the...
wall $hw$, the floor thickness $h$, the floor length $L$, the Young modulus in the direction of the wall load $E_z$ and the force $F$ applied by the wall. A numerical statistical study with finite elements has been made to determine the frequency of a (SS-SS-SS-SS) floor with wall load at its extremity and leads to the following $R_F$ expression.

$$ R_F = \sqrt{\frac{1}{\alpha F.10^{-4}}} \quad \text{if} \quad R_F < \sqrt{\frac{1}{\beta}} $$

$$ R_F = \sqrt{\frac{1}{\beta}} $$

with

$$ \alpha = (0.87 \left( \frac{a}{b} \right)^{-0.7}(-0.44L + 3) \frac{9.2 \times 10^{-2}}{h} 5hw - 8.7 \times 10^{-2} \frac{9.2 \times 10^{-2}}{h} 5hw - 8.7 \times 10^{-2} $$

$$ \beta = 0.74 \left( \frac{a}{b} \right)^{-0.2} L^{-0.5} (2h + 0.2)hw^{-0.4}E_z^{-0.09} $$

Several parameters are involved in this phenomenon. In practical terms, it will be difficult to assess precisely these values. Furthermore, even if the wall load can affect the floor frequency, this effect seems limited as illustrated by in situ measures in a building [17]. Our recommendation is to consider $R_F = 1$. The real frequency should be a little be higher than the calculated one.

### 2.5 Modal mass

The modal mass can be computed with the following formula [18]:

$$ M_{mod} = \frac{M}{ab} \int_S \delta^2(x,y) dS $$

with $M$ the floor total mass and $\delta$ the floor modal displacement. In case of isostatic floors with rectangular shapes, it is possible to compute easily the modal mass of the first mode:

$$ M_{mod} = \frac{M}{2} \quad \text{in the SS-F-SS-F configuration} $$

$$ M_{mod} = \frac{M}{4} \left(2 - \frac{a}{b}\right) \quad \text{in the SS-SS-SS-SS configuration} $$
In case of complex floor shapes, continuous floors or stiff partition, the modal mass can be strongly altered and more often its value will be lower than the one predicted by equation 9.

3 Acceleration on floor due to walking

3.1 Footstep model

A simplified model is considered to represent the floor first mode (figure 7). The mass $M$ is equal to the modal mass $M_{mod}$ of the first mode and the stiffness $K = \omega_1^2 M$ with the first resonance pulse $\omega_1 = 2\pi f_1$.

![Figure 7: Spring-dashpot system](image)

The HIVOSS guide [5] proposes to model the force load due to a footstep as below:

$$\frac{F(t)}{Q} = \sum_{i=1}^{8} K_i t^i$$  \hspace{1cm} (10)

With $F(t)$ the footstep load, $Q$ the weight of the walker in Newton and $K_i$ a parameter defined in [5]. With this formulation, the ratio $F(t)/Q$ is given on the figure 8.

The AISC guide [3] formulates a series of footstep load with the following formula:

$$F(t) = \sum_{i=1}^{4} Q\alpha_i \sin(i\omega_1 t)$$  \hspace{1cm} (11)

With $\alpha_i$ a parameters different for the walking frequency and its harmonics. For the walk, Murray gives the values of $\alpha_i : \alpha_1 = 0.4, \alpha_2 = 0.07, \alpha_3 = 0.06, \alpha_4 = 0.05$. The decrease of the parameters $\alpha_i$ broadly follows the function $\alpha(f) = e^{-0.4f}$. 
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3.2 Low frequency floor

The next version of Eurocode 5 proposes a formula to compute the acceleration of a low frequency floor subjected to walking loads. Several assumptions are made:

- Only the first mode is considered, the floor is reduced to a simple spring-dashpot system as presented on figure 7.
- The main acceleration is due to the floor solicitation at its resonance frequency. The effect of the other frequencies are neglected.

Under these assumptions, the system acceleration for a walking load can be written:

$$a_{Lf} = \frac{\alpha(f_1)Q}{2\xi\sqrt{2M_{mod}}}$$  \hspace{1cm} (12)

$\xi$ is the first modal damping of the floor. $Q/(2\xi M_{mod})$ is the response of a spring damping system to a harmonic oscillation with an amplitude $Q$ at its resonance frequency. $\alpha$ is the amplitude of the footsteps signal at the floor resonance frequency and is equal to $\alpha(f_1) = e^{-0.4f_1}$. The factor $1/\sqrt{2}$ takes into account the responsiveness of the walker to the effective acceleration. The expression is multiplied by a factor 0.4 in Eurocode to take into account that the walker is rarely in the center of the floor span. The factor has not be used here.

3.3 High frequency floor

For an high-frequency floor, the second EUROCODE 5 assumption which was previously presented is invalid. The load at the resonance frequency of the floor is marginal, but the effect of the other frequency of the load can not be neglected. In fact, the load can be considered as quasi-static regarding to the floor resonance frequencies and the floor accelerations are then induced by the floor free vibrations.

By using the formulation of the footstep load proposed by HIVOSS (equation 10), it is possible to determine the maximal load during a walk $F_{max}$. 

Figure 8: Ratio $F(t)/Q$ for different walking frequencies. The first peak correspond to the load produced by the heels and the second to the load induced by the toes.
\[ F_{\text{max}} = Q(0.5f_{\text{step}} + 1.5) \] (13)

With \( f_{\text{step}} \) the frequency of the footstep load.

By considering the simplified spring-dashpot system and a quasi-static response of the system during the load increase, the displacement of the mass can be written:

\[ \Delta u = \frac{F_{\text{max}}}{K} \] (14)

Then, at the end of the load increase, the system freely oscillates and the mass acceleration is equal to:

\[ a = -\frac{F_{\text{max}}}{K} \omega_1^2 \cos(\omega_1 t) e^{-\xi \omega_1 t} = -\frac{F_{\text{max}}}{M_{\text{mod}}} \cos(\omega_1 t) e^{-\xi \omega_1 t} \] (15)

Generally, persons have a walking frequency inferior to 2.3 Hz. A conservative simplification can be made by considering \( F_{\text{max}}/Q = 2.4 \).

The ISO 2631-1 norm [20] proposes to compute the effective acceleration as the maximal RMS value of 1s of the signal, to take into account the load variability. To obtain the effective acceleration on 1s of a sinus which decreases exponentially, the maximal acceleration have to be multiplied by a factor:

\[ V_{\text{eff}} = \frac{1}{2} \sqrt{\left( \frac{(2\xi^2 + 1)e^{2\xi \omega_1} - 1)e^{-2\xi \omega_1}}{\omega_1 \xi^3 + \omega_1 \xi} \right)} \] (16)

By the way, the maximal effective acceleration for a high frequency floor can be written:

\[ a_{\text{Hf}} = F_{\text{max}} V_{\text{eff}} \frac{Q}{M_{\text{mod}}} \] (17)

### 3.4 Validation

The equations 12 and 17 can be used to determine the acceleration due to a walker whatever the floor resonance frequencies. The expression 12 should be used when the frequency of the floor is under 8Hz, otherwise the expression 17 is more appropriate.

The formula 10 has been used to create a representative load of ten footsteps with a footstep frequency of 2Hz. The dynamic response of a spring-dashpot system to this load has been computed for different values of system frequency and for a damping of 2%. The maximum of acceleration computed during the test is confronted with formulas 12 and 17 (figure 9).

In this theoretical example, these formulas allow to conservatively predict system maximal effective acceleration. They have also been confronted to experimental tests.
4 Experimental and numerical analysis

4.1 Presentation of the experiments

Two floors have been designed and tested, a squared joist-OSB floor and a squared CLT floor of 4.5 metres in length (figure 10). They have been nailed to a piece of wood to ensure a simply supported condition at two of their extremities in order to be in a (SS-F-SS-F) configuration.

Experimental modal analysis have been done on test floors. With a grid of accelerometers and a CMIF (complex mode indicator function), the mode shapes and the mode frequencies have been identified. The most important modes have been discriminated by using an AutoMAC [19]. The two floors are high frequency floors with a resonance frequency of 17.5Hz for the joist-OSB floor and 13.8Hz for the CLT floor.

Walking experiments have been done on each of the test floors. Around 30 persons have walked along the center span of the floors with several accelerometers located on the displacements peaks of the first five modes (figure 11).

The weights, the average step frequencies and the kind of shoes of each person participating to the experiments have been recorded. The floor maximal effective acceleration during the test
has been computed with the method recommended by ISO 2631-1 norm [20] for a transient solicitation:

\[ a_{RMS}(t_0) = \sqrt{\frac{1}{T} \int_{t_0}^{t_0+T} a(t)^2 dt} \]  (18)

The effective acceleration is computed for short windows of width \( T = 1s \).

4.2 Numerical model

A numerical model using shell or cubic finite elements has been created for each test floors in order to understand phenomena occurring during the walk and to make a sensitivity analysis. The measured parameters (Young’s modulus and density) of each joist have been considered. Its accuracy has been estimated by confronting numerical modal analysis and experimental modal analysis. An example is given on figure 12.

The numerical model and the experimental results have a very good correlation on a MAC analysis for the first six modes. Dynamical computations are realized using a footsteps load along the center of the floors span. The system is reduced on the first 30 modes to reduce computation times and then solved with an explicit integration scheme. The HIVOSS footstep load (equation 10) is used with randomly generated mass and frequency chosen through a representative distribution law. The maximal effective acceleration is computed just as the experimental tests, with the equation 18.

4.3 Campaign results and interpretation

The effective acceleration identified experimentally and computed numerically can be plotted according to different factors. The most relevant ones seem to be the weight of the walkers and their walking frequencies (figure 13 and 14).

Results are similar for CLT floor. The numerical and the experimental results have the same order of magnitude (figures 13 and 14). Numerical results are broadly superior to experimental
Thomas Catterou, Jean-Baptiste Castaing, and Patrice Garcia

Figure 12: First mode computed numerically and identified experimentally for the joist-OSB floor

ones. It can be explained by the fact that, in the numerical model, the footsteps are very regular with a constant walking frequency whereas during experimental test, the walking frequency varied slightly which induced a lower impact of the harmonics of walking frequency. With the numerical model, the effective acceleration increases with the weight of the walker (figure 13). The uncertainties are greater experimentally and it is difficult to extract a tendency. The same observation can be made by confronting the effective acceleration with the walking frequency (figure 14).
Figure 13: Maximal effective acceleration depending on the weights of the walkers on the joist-OSB floor

Figure 14: Maximal effective acceleration depending on the walking frequency of the walkers on the joist-OSB floor
4.4 Confrontation to simplified computation

The equation 17 enables a conservative estimation of the acceleration due to the walk of an individual. This formula has been confronted to experimental results. Figure 15 gives an example of results for a 80kg person walking on the joist-OSB floor.

![Figure 15: Maximal acceleration measured during the walk by 3 accelerometer on each side of the floor. The dashed line in red correspond to the maximal acceleration predicted by the formula 17](image)

Note that in this figure, the peak of acceleration is considered, so the coefficient $V_{eff}$ of the equation 17 has not been used. This equation gives an accurate value of the acceleration peak, without overestimating it. Based on all the experiments, a margin coefficient has been created, which links the effective acceleration predicted by the formula 17 with the effective acceleration measured experimentally. Results are given in the form of a boxplot on figure 16.

![Figure 16: Boxplot of the margin coefficients between simplified formulation and experimental results](image)
The results remain always conservative: the margin coefficient is always superior or very close to 1. On average, the simplified formulation overestimates the floor response, probably because the theory used to build this formula considers an homogeneous floor and a constant walking frequency. By the way, the average coefficient is higher for a joist-OSB floor than for a CLT floor. The joist-OSB floor is very heterogeneous, the joists have different densities and stiffnesses. Moreover, the connections can dissipate some energy. It explains why the joist-OSB floor has a better behavior regarding vibration than the one predicted with the theory.

5 Conclusion

This article presents a new simplified method to compute resonance frequency for a timber floor and its acceleration during walking of an individual. This method is based under theoretical assumptions and numerical computations. The simplified method has been confronted to experimental results on two kind of floors and gives conservative results with a moderate overestimation. This method has to be applied for in situ floors in order to validate its relevance.

Thereafter, the influence of a group of persons on the floor vibrations will be studied, depending on their activities. Then several ways to mitigate floor vibrations, with construction method adjustment or passive system should be conceived. However, one of the most important step is to define criteria to assess the comfort level of timber floors depending on the physical values of the vibration.
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Abstract. In recent years, various man-made structures, such as grandstands and footbridges, have shown significant vibration problems during human jumping causing concern for maintenance and serviceability. To understand the interactions observed between a human and a structure, a 5.5m timber beam was constructed and instrumented. This was designed to simulate a cantilever tier of a grandstand, with similar natural frequency and damping ratio to the full-scale structure and with a similar mass ratio of a single human to the beam as for a crowd to the full-scale structure. Measurements of accelerations and displacements of both the jumper and beam, and of the contact force between them, were acquired. Tests for a range of target jumping frequencies, from below to above the structure’s natural frequency, were performed to identify the jumper’s dynamics and the induced vibrations of the structure and to observe interactions. System identification techniques were performed to evaluate and model the human leg mechanics of a jumper on a vertically oscillating surface. Force-displacement curves, for both relative (jumper to beam) and absolute displacements, have been obtained. The corresponding leg spring stiffness has been evaluated using a linear fit. Variations in the stiffness for different jumping frequencies is discussed.
1 INTRODUCTION

Previous experimentation into human-structure interaction (HSI) during rhythmic jumping and bobbing on a perceptibly moving surface has shown that periodic jumping close to the natural frequency of the structure was not possible [1,2,3]. A simple reduced-order model [4] was presented to provide an explanation for this problematic jumping. The model assumes an approximate linear spring-mass-damper-actuator system, as an approximation, that is included in IStructE guidelines [4] and other literature [5,6]. Unfortunately, the values of the parameters of the system, are uncertain. Furthermore, a frequency-invariant linear model may not be sufficient. In this paper, force-displacement curves, for absolute and relative displacement, are presented to characterise the leg stiffness from direct measurements of force and displacement. This is performed for low-and high jumping frequencies, above and below a structure’s natural frequency. A linear polynomial is applied, using regression analysis, to capture and model the leg stiffness. The evaluated coefficients are observed to be frequency-dependent.

2 EXPERIMENTAL MODELLING

To investigate the interactions of a human jumping rhythmically on a perceptibly moving surface a small beam section was constructed. This was assembled to simulate an oscillating cantilever tier of a grandstand structure due to human jumping loads. These have been known to contain low frequency resonant modes in the region of 1-6Hz with low damping ratios as a result of the long, thin slender structures [7]. This makes them susceptible to significant vertical excitation from humans jumping at various jumping frequencies.

2.1 Beam construction & instrumentation

The beam was designed to be cost effective and simple to construct. The main beam span was constructed from five 150mm x 47mm x 5500mm C24 structural timber beams fixed together side-by-side using thirteen 750mm x 20mm x 100mm plywood slats evenly and symmetrically distributed. This is displayed in Figure 1(a) and 1(b). The beam was clamped at both supports, 75mm from the ends. The clamps were formed from scaffolding pipe tubes, 50mm cross-sectional diameter, cut a length of 900mm. This is shown in Figure 1(c). 10mm holes were drilled into the top and bottom to allow secure fastening of the clamps to the beam using M8 threaded rods. The beam was built into a simple scaffolded system to raise it to provide a clearance of 300mm from the underside of the beam to the finished floor level. This was to ensure that the beam would not make contact with the floor during experimentation. An AMTI OR6-7 force-plate was mounted in the centre of the beam. The total mass of the beam was approximately 170kg. Handrails were constructed for safety of the test subjects. The linear natural frequency and damping ratio of the first bending mode were measured as $f_1=1.89\text{Hz}$ and $\zeta_r=0.11\%$.

Direct measurements of displacement and acceleration of the beam were acquired using two Sétéra uniaxial accelerometers and reflective motion capture markers. These were positioned either side of the force plate, across the width of the beam section, at mid-span. The generalised beam dynamics were evaluated by averaging the measurements from each pair of sensors, to evaluate a single measurement for acceleration and displacement respectively.
2.2 Procedure and human instrumentation

Biomechanical jumping experiments on the beam were performed for a single male test subject, age 26, mass 74.5kg, height 189cm, leg length 114cm. The test subject’s bodyweight corresponded to a human-structure mass ratio of 0.44. Experimental tests were performed above and below the beam’s natural frequency. The test subject was given a two-minute rest between each jumping test to ensure that fatigue or physical exhaustion did not occur. Each test were performed over a 50s window with a rhythmic jumping period of 30s. 20s was allowed for the person to step on and off the beam comfortably. Jumping tests were performed at multiple frequencies above and below the beam’s natural frequency, \( f = 1.89 \)Hz: 1.25Hz, 1.50Hz, 2.70Hz and 3.00Hz.

A 14-marker body system was adopted for the tracking of the human jumping kinematics using Qualisys motion capture software. Markers were fastened using double-sided medical (hypo-allergenic) tape. The test subject wore fitted gym attire to minimise any soft tissue artefacts. From the marker setup, a nine – segment body model was defined following the procedure illustrated by Winter [8] to locate the human body centre of mass (COM) during the tests. This is common practice within the biomechanics research field.

3 DATA PROCESSING

During acquisition of force plate and accelerometer measurements an anti-aliasing low-pass Butterworth filter with a cut-off frequency of 1400Hz was used. The force plate and accelerometer sensor measurements were down-sampled and decimated to the motion capture system’s sampling frequency of 100Hz for data processing and analysis. A fourth order low-pass Butterworth filter with a cut-off frequency of 20Hz was applied to all measurements to mitigate any high-frequency noise effects, whilst still capturing higher harmonic responses. Using the 30s jumping record, for each test, a 20s record was extracted for analysis of displacement, acceleration and force data measurements.

The force plate instrumented on the beam measured the loading induced by a human jumper for each target jumping frequency test performed. To quantify the contact force, the inertial force of the force plate itself was first evaluated from a free vibration test. This provided the
‘dynamic mass’ of the force plate which was found to be 15.3 kg. The contact force of the test subject was evaluated as follows:

\[ F_{\text{GRF}} = F_{\text{meas}} - m_{fp} \ddot{x}_b \]  \hspace{1cm} (1)

where \( F_{\text{GRF}} \) is the contact force exerted between the test subject and beam, \( F_{\text{meas}} \) is the directly measured force from the force plate, \( m_{fp} \) is the dynamic mass of the force plate, \( \ddot{x}_b \) is the measured acceleration at midspan of the beam.

The three-dimensional coordinates of the subject body COM were calculated as follows:

\[
\begin{pmatrix}
  x_{\text{COM}} \\
  y_{\text{COM}} \\
  z_{\text{COM}}
\end{pmatrix} = \frac{1}{m_p} \sum_{i=1}^{N_s} m_{\text{seg},i} \begin{pmatrix}
  x_{\text{seg},i} \\
  y_{\text{seg},i} \\
  z_{\text{seg},i}
\end{pmatrix}
\]  \hspace{1cm} (2)

where \( x_{\text{COM}}, y_{\text{COM}}, \) and \( z_{\text{COM}} \) are three-dimensional coordinates of the position of the COM of the subject’s body, \( m_p \) is the subject’s total body mass, \( N_s \) is the total number of body segments (nine in this case), \( i \) is the segment index, \( m_{\text{seg},i} \) is the mass of the \( i \)-th segment and \( x_{\text{seg},i}, y_{\text{seg},i}, \) and \( z_{\text{seg},i} \) are three-dimensional coordinates of the position of the COM of the \( i \)-th segment.

Considerable variability in loading/displacement from cycle to cycle was observed in these jumping tests. This is a direct result of the oscillating surface affecting the jumper to be slightly in or out-of-phase with the beam. One consequence was a difficulty in defining, based on period, the flight and contact phases. In order to distinguish the flight and contact phases of the jump cycle, and to allow for noise on the force measurements, the times of take-off and landing were defined as when the contact force equalled 5% of the bodyweight. Smaller values were zeroed as they were assumed to be during the flight phase.

Figure 2 depicts a time-history breakdown for the test subject’s dynamics of a test at their preferred jumping frequency. Figure 2(a) indicates the jumper’s body segments and centre-of-mass trajectories, as described in Eq.2. This is detailed as grey and black respectively. Figure 2(b) shows the processed contact force to distinguish clear contact and flight phases, normalised to the person’s bodyweight. Figure 2(c) displays the beam mid-span displacement. The positive sign convention for the jumper COM and beam displacements are defined as the downward displacement corresponding to a positive contact force indicating compression. The reference (zero) displacement for the jumper is defined as the static COM displacement. These measurements are processed further into overlaid cycle-by-cycle time-histories to signify the jumper’s variability performing rhythmic jumping on the oscillating beam, as shown in Figure 3.
Figure 2 Example time-histories of test subject’s dynamics jumping at their preferred frequency (a) jumper COM (grey indicates the defined body segment trajectories and black indicates the evaluated centre-of-mass); (b) Contact force; (c) Beam mid-span displacement

Figure 3 displays the time-histories of the contact force (a), relative displacement (b), jumper to bridge, jumper COM displacement (c) and beam displacement (d) for a test at the test subject’s preferred jumping frequency. The relative displacement is defined as the jumper COM to bridge displacement. The mean achieved jumping frequency for this test was found to be $1.26 \pm 0.05$Hz. A jumping cycle is characterised by the contact and flight phases. These are indicated in Figure 3 as a comparative measure of the time spent and response shape for each phase. The dashed grey lines indicate approximate contact and flight phases. For this specific test, the contact phase is observed to be the majority of the period of oscillation and displays significant deflection of both the jumper and beam resulting in a large relative displacement (leg compression).
Figure 3 Example time-histories of test subject jumping at their preferred frequency, mean 1.26Hz (a) Contact force; (b) Relative displacement; (c) Jumper centre-of-mass displacement; (d) Beam centre-of-mass displacement

Table 1 summarises the dynamics observed during jumping tests above and below the structure’s natural frequency. These are evaluated as the mean peak values observed for each test case. The peak contact force is normalised to the test subject’s bodyweight, BW.
<table>
<thead>
<tr>
<th>Jumping frequency [Hz]</th>
<th>Displacement (mm)</th>
<th>Beam acceleration (m/s²)</th>
<th>Peak contact force (BW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Jumper centre-of-</td>
<td>Relative</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mass</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.26</td>
<td>216</td>
<td>106</td>
<td>125.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9.56</td>
</tr>
<tr>
<td>1.50</td>
<td>172</td>
<td>151</td>
<td>321.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14.21</td>
</tr>
<tr>
<td>2.70</td>
<td>105</td>
<td>55.8</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12.7</td>
</tr>
<tr>
<td>3.00</td>
<td>52.9</td>
<td>37.8</td>
<td>91.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>13.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.05</td>
</tr>
</tbody>
</table>

Table 1 Summary of mean peak values of dynamics measured for jumping frequency test cases above and below the structure’s natural frequency (f₁=1.89Hz)

4 FORCE-DISPLACEMENT CURVES

Force-displacement curves for the coupled oscillating jumper and beam system have been plotted for the absolute (jumper’s COM) and relative displacement (jumper to bridge). This is performed as a comparison to explore the leg stiffness effects for each case to understand the underlying interactions.

The compressing and extending stages of the contact phase were identified for each jumping test case to examine the loading and unloading relationships. These are overlaid in Figures 4 and 5. The red dots denote compressing, whilst blue indicates extending. This was important to understand any subtle changes in the leg stiffness during each stage of the contact phase. In order to distinguish the compressing and extending stages during the contact phase, the velocity was evaluated, for each displacement measurement, to identify the loading conditions. To be consistent with the positive sign convention of downward displacement, corresponding to a positive contact force, compressing was defined as positive velocity, whilst extending was defined as negative velocity.

A simple linear relationship, Eq.(5), was applied to each jumping test case, for both displacements, to characterise the leg stiffness profile during the compression and extension stages of the contact phase.

\[ F_{GRF} = kZ \]  

Where \( k \) is the linear stiffness coefficient of Eq.(5) and \( Z \) is the displacement of interest (absolute or relative). These were found using regression analysis.

4.1 Relative displacement

Figure 4 displays the force-displacement curves for jumping at 1.25Hz, 1.50Hz, 2.70Hz and 3.00Hz, using the measured relative displacement. Below the structure’s natural frequency (\( f₁=1.89Hz \)), the 1.25Hz and 1.50Hz test cases indicate large relative displacements with similar contact forces. The shapes are observed as being approximately linear with the compressing and extending stages following very similar paths indicating similar stiffness. For the 1.50Hz test case, the compressing stage of the cycle is seen to be considerably variable. Table 1 indicates that the beam displacement amplitude is largest at the 1.50Hz which could be due to a jumping frequency near resonance.

Above the structure’s natural frequency, the 2.70Hz and 3.00Hz cases indicate less deflection (approximately 200mm max displacement corresponding to 2kN of force, 2.36BW). Interestingly, both curves of these test cases display hysteresis loops indicating that the energy exchanged during the leg compression and extension is significantly different. The stiffness
profiles during each stage of contact are observed to be considerably different suggesting a larger stiffness spring during compression in comparison to extension.

![Graphs showing contact force vs. relative displacement for different frequencies](image)

*Figure 4 Contact force - relative displacement relationships for jumping frequencies above and below the structure's natural frequency ($f_i=1.89\text{Hz}$). Red dots denote compression, whilst blue indicates extension.*

### 4.2 Absolute displacement

Figure 5 displays the force-displacement curves for jumping at 1.25Hz, 1.50Hz, 2.70Hz and 3.00Hz, using the measured jumper’s COM displacement. Below the structure’s natural frequency ($f_i=1.89\text{Hz}$), the jumper’s COM observes large displacements, approximately 300mm max deflections corresponding to 2kN of force (a bodyweight factor of 2.36). The 1.25Hz test case shows a clear linear trend with the compressing and extending stages following very similar paths. The 1.50Hz jumping is rather variable, particularly during compression, suggesting the test subject found this frequency difficult to periodically jump at. The extension is observed to be clearly linear.
The force-displacement relationship, for the absolute displacement at 2.70Hz jumping, is observed to be linear. The evaluation of the compressing and extending stages, of the contact phase, indicates slightly different leg stiffnesses. This suggests tentative evidence of a hysteresis loop like the relative displacement case. At 3.00Hz, the force-displacement curve observes a subtle hysteresis loop, mirroring the effects of the relative displacement case. The compressing and extending stages follow distinctly different paths corresponding to distinctive stiffness profiles. The relationship during extension is observed to be linear in comparison to compression which is clearly complex in nature.
5 LEG STIFFNESS

Figure 6 displays the frequency-dependency of the linear fits. The compression stiffness coefficients are indicated as red crosses whilst the extension stiffness coefficients are presented as blue circles. The leg stiffness coefficients, displayed in Figure 6, are computed using the calculated stiffness coefficients, in Figures 4 and 5, divided by the test subject’s body mass. The stiffness coefficients evaluated from the relative and absolute displacements are represented in Figure 6(a) and 6(b) respectively. In Figure 6(a), the compressing and extending stiffness are seen to increase at high frequency jumping whilst the stiffness indicates a decrease from 1.25Hz to 1.50Hz. The rates of increase for the stiffness coefficients are suggestive of being non-linear. Figure 6(b) displays an increase in stiffness from 1.25Hz to 1.50Hz followed by an increase in 2.70Hz to 3.00Hz. The compressing stiffness at these frequencies increase significantly in comparison to the extending stiffness. At low jumping frequencies, the stiffness coefficients for the two stages, obtained for both absolute and relative displacement, are approximately the same in value. Above the structure’s natural frequency ($f_i=1.89$Hz), the compressing and extending stiffness coefficients are observed to differ considerably indicating a complex stiffness mechanism of the leg. This is more evident in the case of the absolute displacement, Figure 6(b).

![Figure 6](image_url)

*Figure 6 Frequency dependency of linear stiffness coefficients (a) relative displacement; (b) absolute displacement*

6 CONCLUSIONS

Force-deflection curves for absolute and relative displacement measurements have been presented with the corresponding stiffness profile being explored. At low jumping frequencies, the force-displacement relationships are observed to be close to pseudo-linear. However, at high jumping frequencies, the relationships are observed to be more complex. The relative displacement exhibits hysteresis loops, indicating a complex energy exchange at high frequency jumping. Hysteresis is subtly mirrored in the absolute displacement case for the 3.00Hz jumping case. The frequency-dependencies of the stiffness coefficients suggest that at low jumping frequencies the stiffness profile during compression and extension are extremely similar. At high jumping frequencies, the stiffness is observed to be larger and complex during...
compression in comparison to extension. This suggests that the leg stiffness mechanism is considerably more complex at high jumping frequencies.
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Abstract. Modern office floors (featuring slender slabs, longer spans, open-plan spaces, less furniture) are increasingly susceptible to walking-induced excessive vertical vibrations. Therefore, vibration serviceability has become the governing design criterion for office floor structures. Structural modifications are normally performed to tackle this problem, but they considerably increase the amount of construction materials needed, which is directly linked to the embodied energy (EE) and embodied carbon (EC) in floor design. In fact, reduction of EE and EC is becoming a necessary feature in building construction due to urgent global sustainability issues.

However, structural modifications are frequently carried out with no optimisation analysis, resulting in reduced sustainability of office floor design. This paper investigates the environmental impact of structural modifications to satisfy vibration serviceability, in terms of embodied energy and carbon, for a finite element model of a steel-concrete composite office floor, featuring a trapezoidal steel deck supported by downstanding steel beams. The original floor design has minimal structural dimensions to comply with all design criteria (i.e. strength, thermal comfort, acoustic insulation, fire protection, maximum deflection), except for vibration serviceability under walking-induced loads.

The desktop study was performed by employing structural modifications in the slab depth and beam profiles until the response factor of 4 was achieved over the whole floor area, for pacing frequencies from 1.4 Hz to 2 Hz. Results showed that the compliant floor design nearly features 14 %, 27 % and 37 % extra EE, EC and structural weight (SW), respectively, compared with their counterparts in the original design. This is one of very few studies in the public domain demonstrating the huge financial and environmental costs of meeting current vibration serviceability criteria for office floors.
1 INTRODUCTION

The built environment is responsible for nearly 40% of CO₂-related energy globally consumed and construction of the built environment accounts for 13% of the international gross domestic product (GDP) [1]. Also, as rigorous goals for minimisation of the overall energy (i.e. embodied and operational) consumption have been established for the near future [2] and the operational energy of buildings has been successfully reduced, embodied energy (including carbon footprint) is becoming crucial to minimise in the life cycle of modern buildings [1].

Related to this, vibration serviceability is well known as the floor design criterion that frequently leads to structural modifications that is increasing embodied energy in modern office floors.

Modern office floors are frequently long-span supporting open-plan paperless working environments. This feature has led to lowering of the vertical fundamental natural frequency of the floor to below 10 Hz [3], reduced modal damping ratios (lower than 2%) and lightweight structure (lower than 150 kg/m²). These characteristics, in turn, have made modern office floors more susceptible to excessive near-resonant walking-induced vibrations.

Structural modifications are commonly carried out to make office floors vibration serviceable, especially steel-concrete composite slabs. Such modifications are normally carried out by increasing the slab depth and placing heavier downstanding beam profiles. These modifications can substantially increase the amount of embodied energy (EE), embodied carbon (EC), and structural weight (SW) per unit area of the floor.

This paper, therefore, presents a parametric study of structural modifications in a modern steel-concrete composite office floor design to meet vibration serviceability requirements. The vibration performance of the floor design was assessed and compared with different potential structural solutions. The EE, EC, and SW of each redesign were evaluated for their energy consumption, carbon footprint, and material usage.

2 PROTOTYPE OFFICE FLOOR STRUCTURE

A steel-concrete composite office floor was sized to just about satisfy all floor design criteria apart from vibrations (i.e. strength, thermal comfort, acoustic insulation, fire protection, maximum deflection). The floor was then assessed against the criterion for vibration serviceability under walking-induced loads.

The structure was a 30 m x 44.1 m floor composed of seven spans of 6.1 m length and three bays of 10 m width (21 panels in total) supported by a composite slab (8 cm deep concrete deck and an 1 mm thick 6 cm deep steel deck profile), as shown in Figure 1.

The floor was modelled using finite element (FE) software ANSYS [4]. Each panel was supported by I-profiled universal steel beams: two secondary beams (UB 356 x 171 x 51) in the x-direction, spaced by 2.1 m; two secondary beams, between columns, in the x-direction (UB 356 x 171 x 57); and two primary beams in the y-direction (UB 406 x 140 x 53). The primary beams were connected to 3 m high I-profiled universal steel columns (UC 203 x 203 x 60).

The floor area was modelled using SHELL181 (isotropic, four-noded) elements. Beams and columns were modelled using BEAM189 (three-noded) elements. Both shell and beam elements featured six degrees of freedom (translations and rotations relative to X, Y, and Z axes) in all nodes. The FE model featured 4,186 nodes, forming a 70 x 70 cm grid. For vibration serviceability assessment purposes, the columns were modelled assuming fixed end supports (Figure 1).
Modal analysis was performed and 36 modes of vibration, up to 15 Hz, were calculated. The first four unit-scaled modes of vibration are shown in Figure 2.
3 ANALYSIS APPROACH

The goal was to design a modern steel-concrete composite office floor compliant with all design criteria, including vibration serviceability, using as little steel and concrete as possible. The vibration serviceability assessment procedure of the CCIP-016 design guide [5] was used in this study.

The excitation was placed at each node of the floor area, and the response was calculated at the same location. The R factor was then calculated and assessed over the whole floor area, for walking frequencies from 1.4 Hz to 2 Hz, in steps of 0.005 Hz. A damping ratio of 2% was assumed for all modes. The starting office floor configuration (Model 1), in turn, did not comply with the assessment criterion (Figure 3).

![Figure 3: Percentage of the floor area that exceeded R factor of 4 at different walking frequencies.](image)

A contour plot of the response factors calculated over the floor area, for a walking frequency of 1.85 Hz (that corresponds to the highest percentage in Figure 3), is shown in Figure 4.

![Figure 4: Contour plot of R factors over the floor area at the walking frequency of 1.85 Hz. White circle indicates the most responsive location.](image)
In Figure 4, an adequate floor vibration performance across the whole floor would be represented by a flat line at 0% from 1.4 Hz to 2 Hz, which means that no floor area exceeds R factor of 4. Nearly 20% of the floor area of Model 1 exceeded the R factor of 4, which meant the need for redesign.

Different redesigns were carried out (generating FE models 2 to 10), by modifying the slab depth and both primary and secondary steel beam profiles, until a response factor of less than 4 was achieved for the whole floor area. Table 1 shows all redesigns and their corresponding structural modifications of primary beams (PUB), secondary universal beams (SUB), secondary universal beams between columns (SUBC), relative to Model 1. All models feature the same column profiles (UC 203x203x60).

<table>
<thead>
<tr>
<th>Model</th>
<th>Slab depth [cm]</th>
<th>PUB</th>
<th>SUB</th>
<th>SUBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>406x140x53</td>
<td>356x171x51</td>
<td>356x171x57</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>406x140x53</td>
<td>356x171x51</td>
<td>356x171x57</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>406x140x53</td>
<td>356x171x51</td>
<td>356x171x57</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>406x140x53</td>
<td>356x171x51</td>
<td>356x171x57</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>406x140x53</td>
<td>356x171x51</td>
<td>356x171x57</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>406x140x53</td>
<td>356x171x51</td>
<td>356x171x57</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>406x140x53</td>
<td>356x171x51</td>
<td>356x171x57</td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>406x140x53</td>
<td>356x171x57</td>
<td>356x171x57</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>406x140x53</td>
<td>406x140x53</td>
<td>406x140x53</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>406x140x53</td>
<td>406x140x53</td>
<td>406x140x53</td>
</tr>
</tbody>
</table>

Table 1: Structural dimensions of all office floor designs (Models 1 to 10).

Table 2 shows the first four natural frequencies of all floor designs.

<table>
<thead>
<tr>
<th>Model</th>
<th>$f_1$ (Hz)</th>
<th>$f_2$ (Hz)</th>
<th>$f_3$ (Hz)</th>
<th>$f_4$ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.41</td>
<td>7.43</td>
<td>7.49</td>
<td>7.60</td>
</tr>
<tr>
<td>2</td>
<td>7.26</td>
<td>7.30</td>
<td>7.38</td>
<td>7.53</td>
</tr>
<tr>
<td>3</td>
<td>7.13</td>
<td>7.18</td>
<td>7.29</td>
<td>7.49</td>
</tr>
<tr>
<td>4</td>
<td>7.59</td>
<td>7.61</td>
<td>7.67</td>
<td>7.79</td>
</tr>
<tr>
<td>5</td>
<td>7.58</td>
<td>7.60</td>
<td>7.66</td>
<td>7.77</td>
</tr>
<tr>
<td>6</td>
<td>7.16</td>
<td>7.23</td>
<td>7.36</td>
<td>7.59</td>
</tr>
<tr>
<td>7</td>
<td>7.06</td>
<td>7.14</td>
<td>7.30</td>
<td>7.58</td>
</tr>
<tr>
<td>8</td>
<td>6.97</td>
<td>7.06</td>
<td>7.26</td>
<td>7.57</td>
</tr>
<tr>
<td>9</td>
<td>7.62</td>
<td>7.67</td>
<td>7.80</td>
<td>8.01</td>
</tr>
<tr>
<td>10</td>
<td>7.38</td>
<td>7.47</td>
<td>7.65</td>
<td>7.67</td>
</tr>
</tbody>
</table>

Table 2: First four natural frequencies of office floor redesigns (Models 2 to 10).

A comparison of the floor vibration performance of all designs is shown in Figure 5.
It is important to mention here that structural modifications can make the office floor susceptible to near-resonant vibrations at other walking frequencies without solving the problem: Models 4 and 5 became more susceptible to frequencies close to 1.9 Hz (instead of 1.85 Hz, in Model 1) and still have nearly 20% and 15% of the floor area, respectively, exceeding R factor of 4. Therefore, modifications of this kind should be carefully interpreted, as increasing weight and stiffness will not always improve the vibration serviceability performance of the floor.

Once the vibration serviceability was achieved in floor Model 10, the next stage was the quantification of the structural weight of each floor design relative to Model 1 (Table 3).

<table>
<thead>
<tr>
<th>Model</th>
<th>Concrete %, floor SW</th>
<th>Steel %, floor SW</th>
<th>Total SW [t]</th>
<th>SW relative to Model 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>81 %</td>
<td>19 %</td>
<td>341.1</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>82 %</td>
<td>18 %</td>
<td>366.2</td>
<td>+7 %</td>
</tr>
<tr>
<td>3</td>
<td>83 %</td>
<td>17 %</td>
<td>391.4</td>
<td>+15 %</td>
</tr>
<tr>
<td>4</td>
<td>80 %</td>
<td>20 %</td>
<td>343.6</td>
<td>+1 %</td>
</tr>
<tr>
<td>5</td>
<td>82 %</td>
<td>18 %</td>
<td>368.6</td>
<td>+8 %</td>
</tr>
<tr>
<td>6</td>
<td>84 %</td>
<td>16 %</td>
<td>419.0</td>
<td>+23 %</td>
</tr>
<tr>
<td>7</td>
<td>85 %</td>
<td>15 %</td>
<td>444.2</td>
<td>+30 %</td>
</tr>
<tr>
<td>8</td>
<td>85 %</td>
<td>16 %</td>
<td>469.3</td>
<td>+38 %</td>
</tr>
<tr>
<td>9</td>
<td>84 %</td>
<td>14 %</td>
<td>416.6</td>
<td>+23 %</td>
</tr>
<tr>
<td>10</td>
<td>86 %</td>
<td>14 %</td>
<td>466.9</td>
<td>+37 %</td>
</tr>
</tbody>
</table>

Table 3: Comparison of structural weight for office floor designs.

The embodied energy (EE) and embodied carbon (EC) were calculated based on the amount of concrete (2 GJ per ton, 1 tCO₂ per ton) and steel (20 GJ per ton, 3 tCO₂ per ton) used [6]. Values, relative to Model 1, are also shown in Table 4.
The structural modifications converted the original office floor design (Model 1) into a vibration serviceable floor (Model 10). However, the whole redesigning process was very time-consuming: nine attempts were made to get the structural design needed. Relative to Model 1, Model 10 had 14%, 27%, and 37% extra EE, EC, and SW, respectively, just to satisfy the vibration serviceability criterion.

The structural weight also increased substantially and resizing of structural elements of lower storeys, as well as building foundations, may be required, resulting in further structural modifications. All these implications can indicate the need for a more efficient design process for a sustainable vibration serviceable office floor.

4 CONCLUSIONS

Structural modifications were carried out in the design of a modern steel-concrete composite office floor to make the structure vibration serviceable. The structure was initially sized to just about satisfy all typical floor design criteria (i.e. strength, thermal comfort, acoustic insulation, fire protection, maximum deflection), except for the vibration serviceability requirement. Subsequently, structural redesigns were carried out through gradual structural modifications: increase of slab depth and changes of primary and secondary steel beam profiles.

The fully compliant office floor design met vibration serviceability criteria but required 14%, 27%, and 37% extra embodied energy, embodied carbon and structural weight, respectively, which is quite a lot just to satisfy vibration serviceability.
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Abstract. Excessive vibrations of temporary grandstand due to crowds who had rhythmic motions can cause human in panic, which have been attracted increasing attention in recent years. This paper based on an experiment that a temporary steel grandstand occupied 20 participants is oscillated by crowd with rhythmic swaying motions at lateral direction. And then a series of vibration perception questionnaires about crowd reactions are obtained. Evaluation of annoying level derives from concept of degree of membership and annoying rate method is proposed, then the human comfort of vibration serviceability of temporary grandstand is assessed with acceleration vibration dose value (VDV). The result shows that standing crowds have more tolerant to vibration than seated crowds. The measured vibrations generated by crowd activities on temporary grandstand can cause panic in crowd. New relationship between the annoyance rate and structural acceleration VDV at logarithmic coordinate is proposed. The findings of this study may be utilized to manage the vibration of temporary grandstand and assess the human comfort when structure was oscillated at lateral excitations.
1 INTRODUCTION

The problems of vibration serviceability of structure such as in long-span floor structures[1], footbridges[2] and grandstands[3,4], have become more prevalent in recent years, because the structures can gather large crowd. It is different in the safety of structure due to the failure of structural component; excessive vibration of structure can cause crowd discomfort or panic. Vibration serviceability of grandstand relates to the comfort of spectators, and human perception is of primary importance with any tendency to panic or feeling of discomfort being related to the dynamic response of the structure[5]. This seems to be a common problem in temporary demountable grandstands (TDGs), the lightweight structural components of TDG can be rapidly assembled, easily dismantled and reused that result in low stiffness of structure at lateral direction, so it can be susceptible to vibrations that caused by active crowds.

It is a fact that human can feel the vibration from structure, the degrees of perception for structural vibration but cannot be measured with any direction assessment methods or instruments. Studying the relationship between human perception and spur belongs to the branch of psychophysics subject. Vibration environments, in terms of human sensation of vibration levels, need to be quantified by psychological research. Introspection is used to describe an experimental technique that was first developed by psychologist Wilhelm Wundt, in Wundt's lab, there were two key components that make up the contents of the human mind: sensations and feelings, and Wundt believed that researchers needed to do more than simply identify the structure or elements of the mind, instead, it was essential to look at the processes and activities that occur as people experience the world around them[6]. Therefore, it is necessary to conduct a psychophysical experiment survey by means of a category judgment method[7]. Although evaluation and assessment of vibration serviceability is a complicate task, it is a reasonable and available method that using experimental introspection with questionnaire to evaluate the reaction of human perception. So from the early years such as in 1931 Reiher and Mesiter used a shaking platform[8], 1971 Khan and Parmelee used a rotating display table[9], 1972 Chen and Roberts experimented human at a wheeled windowless test room[10] and 1974 Wiss and Parmelee measured human at a rise floor[11], all of them used this method to investigate the vibration serviceability of structure.

A number of research projects have, to date, largely focused on producing load models to accurately represent the dynamic crowd load and the human-structure interaction, however, the vibration response of grandstand structure is becoming better understood, the question arises as to what level of dynamic response is acceptable to the users[12]. There have been few findings on the subject of serviceability of grandstands, for example Kasperski has carried out full scale test on one bay of a permanent cantilevered stand[3]; Browning determined the key factors of influencing human perception and acceptability of vibrations in permanent grandstands through by synchronized crowd loading with 17 persons[12]. Meanwhile, a resemblance grandstand occupied 15 spectators that attached to a motion simulator located on each corner has been experimented, in order to investigate human vibration perception and comfort states[13]. In particular, Setareh proposed new relationships between the current vibration evaluation parameters along with guidance for the assessment of human exposure to vibration owing to rhythmic activities[4]. What these reviews have highlighted is that vibrations were induced by human have vertical motions and few research analyzed the human vibration perception in the TDG. And what's more, lateral vibration is more likely to be induced than vertical vibration happen in reality for TDG[14]. This remains an open problem in the area, the aim here is to investigate the vibration serviceability of TDG.
So with this aim in mind, this paper presents a new experiment that a TDG occupied 20 persons which vibrations derived from crowd motions, to investigate the human horizontal vibrations perception with vibration questionnaires. Based on these experimental results, the vibration acceptability of the TDG is analyzed by an annoyance rate method that the fuzzy logic method and the probability theory was combined with the signal detecting theory of psychophysics[15-17]. As alluded to earlier, this method has been available for appraising the vibration comfort of vehicle suspension system[18,19], high-speed train[20], pedestrian bridge[21], floor structure[22,23], and noise annoyance[24,25].

The next section presents the lateral oscillation experiment in this study. In Section 3, the evaluation method is introduced and the relationships of evaluation parameters of structural vibration are analyzed. New relationship between annoyance rate and structural acceleration VDV is proposed, and the main findings and discussions are outlined in Section 4. The conclusions will be presented in the final chapter.

2 LATERAL VIBRATION EXPERIMENTS OF TEMPORARY GRANDSTAND

Experimenting was executed on the basis of a rigorous risk assessment and approval of the experiment program by the University's research ethics committee, using its standard procedures for protect the safety of participants and acquired sensible data. For simulating the lateral vibration of temporary grandstand, structural vibration derived in the active crowd when they have rhythmic movements on the test temporary grandstand, and it is considered as internal excitation to investigate the passive and/or active crowd annoying levels of vibration.

2.1 Ethics statement

This study was approved by the School of Civil Engineering and the Key Lab of Structures, Dynamic Behavior and Control of the Ministry of Education at the Harbin Institute of Technology. All participants provided written informed consent, and agreed to put their photos with no argument.

2.2 Test condition

The details of test structure and instruments can be found in the document[35]. For crowds excitation, there are 11 experiment conditions that crowd has swaying activities at temporary grandstand, the detail of swaying person's number, test conditions and crowd swaying frequencies are shown in the Table 1. For the first and second condition twenty persons finished nine frequencies swaying movements, some of them finished six frequencies swaying movements in the rest conditions. In order to follow the tempo of swaying more better for participants, they were asked to sway the hips to the left on one beat and then to the right on the next which guided by a constant metronome beat, just as the Fig.1 depicts crowd followed the one beat at the time of $t_1$ and next beat at the time of $t_2$, so participants completed a sway cycle that will need two beats, and the frequency $f_{\text{metronome}}$ was inspired by metronome which is twice the frequency of participant swaying $f_{\text{crowd}}$. All participants moved in a way that was natural to him or her according to the frequency of metronome.
Table 1: Details of crowd rhythmic activities

<table>
<thead>
<tr>
<th>Test condition number</th>
<th>Test conditions</th>
<th>( f_{\text{metronome}} ) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>All standing persons swaying</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4, 1.5, 1.7, 1.8</td>
</tr>
<tr>
<td>2</td>
<td>All seated persons swaying</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4, 1.5, 1.7, 1.8</td>
</tr>
<tr>
<td>3</td>
<td>Number 6-20 person standing swaying, 1-5 person seated</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4</td>
</tr>
<tr>
<td>4</td>
<td>Number 11-20 person standing swaying, 1-10 person seated</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4</td>
</tr>
<tr>
<td>5</td>
<td>Number 16-20 person standing swaying, 1-15 person seated</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4</td>
</tr>
<tr>
<td>6</td>
<td>Number 6-20 person standing swaying, 1-5 person standing</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4</td>
</tr>
<tr>
<td>7</td>
<td>Number 11-20 person standing swaying, 1-10 person standing</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4</td>
</tr>
<tr>
<td>8</td>
<td>Number 6-20 person seated swaying, 1-5 person seated</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4</td>
</tr>
<tr>
<td>9</td>
<td>Number 11-20 person seated swaying, 1-10 person seated</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4</td>
</tr>
<tr>
<td>10</td>
<td>Number 16-20 person seated swaying, 1-15 person seated</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4</td>
</tr>
<tr>
<td>11</td>
<td>Number 6-20 person seated swaying, 1-5 person seated</td>
<td>0.5, 0.75, 1.0, 1.1, 1.25, 1.4</td>
</tr>
</tbody>
</table>

2.3 Vibration perception questionnaire

As mentioned previously, no standard or code can provide specific clause on the assessment of human vibration acceptability for TDG, even not to mention the vibration comfort when the excitation main from lateral direction. But, a series of classic experiments about human perception that participants rate their feeling of the vibration were carried out[3,8,9,12,13]. All these researchers classed the human perception and vibration level three to six categories, which based on the concept of equidistance followed human psychological changes. Some achievements have been adopted by BS6472-1[27] and ISO2631-1[28] standards. So, according to these findings, the level of vibration perception (Six categories) and comfort are provided with vibration perception questionnaires, which require participants to select their subjective perception and/or levels of comfort during exposure to vibration are used in this paper. The questionnaires contain the level of vibration perception with the level comfort and shows in the Table 2.
3 EVALUATION METHOD

According to record the human sensation of vibration levels from participant's perception and comfort, the basic evaluation methods for measuring vibration is calculated using three forms of acceleration: peak acceleration limits (was cited in NBCC[29]); acceleration root mean square (RMS) of weighted frequency; vibration dose value (VDV). The latter two are acceptable by most standards (BS7085[30], BS6472[31] and ISO10137[32]) to quantify vibration levels. They are calculated by the Eq.(1).

\[
a_{n}(t) = W(f) \cdot a(t)
\]

\[
a_{wp} = \max[a_{n}(t)]
\]

\[
a_{nwm} = \left[ \int_{0}^{T} a_{n}^{2}(t) dt \right]^{0.5} = \left( \lim_{\lambda \to \infty} \sum_{i=1}^{n} a_{n}^{2}(\xi_{i}) \cdot \Delta t_{i} \right)^{0.5} = \left( \sum_{i=1}^{n} [W(f) \cdot a(t)]^{2} \cdot f^{\lambda} \right)^{0.5}, \lambda = \max \{ \Delta x_{1}, \Delta x_{2}, \ldots, \Delta x_{n} \}
\]

\[
a_{nvd} = \left[ \int_{0}^{T} a_{n}^{2}(t) dt \right]^{0.25} = \left( \lim_{\lambda \to \infty} \sum_{i=1}^{n} a_{n}^{2}(\xi_{i}) \cdot \Delta t_{i} \right)^{0.25} = \left( \sum_{i=1}^{n} [W(f) \cdot a(t)]^{2} \cdot f^{\lambda} \right)^{0.25}, \lambda = \max \{ \Delta x_{1}, \Delta x_{2}, \ldots, \Delta x_{n} \}
\]

With \(a_{n}(t)\)=frequency weighted acceleration in \(m\cdot s^{-2}\);

\(W(f)\)=the overall frequency weighting function from ISO2631-1[28];

\(a_{wp}(t)\)=frequency weighted peak acceleration in \(m\cdot s^{-2}\);

\(a_{nwm}\)=frequency weighted RMS of acceleration in \(m\cdot s^{-2}\);

\(a_{nvd}\)=frequency weighted VDV of acceleration in \(m\cdot s^{-1.75}\);

\(f\)=sample frequency in s;

\(T\)=vibration duration in s.

3.1 Annoyance rate method

Although the limit acceleration value was given in some standards like ISO2631-1[28], the membership between the limit value and comfortable level was not reasonable extrapolated. The result of questionnaires includes the ambiguity of seismesthesia and the sensitivity randomness existing in participants' response to vibration environment. All these uncertainties need to be analyzed from a view psychophysics. So firstly the seismesthesia of membership function and corresponding conditional probability distribution[14] is calculated by Eq.(2) based on the Table 1 and questionnaires.

\[
v_{j} = \frac{j-1}{K-1}, j=1,2,\ldots,K
\]

With \(v_{j}\)=the seismesthesia of membership value of the \(j\)th type of the unacceptable range;

\(K\)=the class number of the subjective response, according to Table 2, \(K=6\).

So the subjective response corresponding to the value of the membership value can be shown in the Table 3.
<table>
<thead>
<tr>
<th>Subjective response</th>
<th>Membership value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j=1$ No response</td>
<td>0.0</td>
</tr>
<tr>
<td>$j=2$ Normal</td>
<td>0.2</td>
</tr>
<tr>
<td>$j=3$ Acceptable</td>
<td>0.4</td>
</tr>
<tr>
<td>$j=4$ Litter nervous</td>
<td>0.6</td>
</tr>
<tr>
<td>$j=5$ Nervous</td>
<td>0.8</td>
</tr>
<tr>
<td>$j=6$ Panic</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 3: Seismesthesia membership values

Secondly, a new evaluation index annoyance rate method is presented, which is a fuzzy stochastic model for participant response to vibrations. The method considers these uncertainties with the fuzzy logic method and the probability theory, combined the objective experimental data statistics. So, annoyance rate is the proportion of some kind of subjective response under certain external stimulus intensity, which considers synthetically response ambiguity and randomness with fuzzy membership value. It is useful as a benchmark to determine the annoyance threshold for vibration serviceability criteria, that threshold indicates the ration of people who cannot accept the vibration to the statistical that total number. Under discrete distribution, the annoyance rate can be calculated by Eq.(3):

$$R(x=i) = \frac{\sum_{j=1}^{K} v_{ij} n_{ij}}{\sum_{j=1}^{K} n_{ij}}$$  \hspace{1cm} (3)

With $R(x=i)$= Annoyance rate of the $i$th vibration intensity;
$v_{ij}$= the membership of value is calculated by Eq. (2) at the $i$th vibration intensity;
$n_{ij}$= the number of subjective response of the $j$th type of the $i$th vibration intensity;
$K$= The class number of the subjective response, $K=6$ (see Table 3).

### 3.2 Relationship of structural vibration evaluation parameters

For human induced vibration experiment, the results are investigated. For example, Fig.2(a) shows one of the time history of structural acceleration which was oscillated by twenty persons when they have rhythmic movements. Then the peak acceleration, RMS and VDV of each test condition (Table 1) results are calculated, and the scatter plots the three measures plotted against crowd swaying frequencies is shown in Fig.2(b). In this Figure, also the hollow dots stand for peak accelerations, square dots stand for RMS values and diamond dots stand for VDV. It is found that RMS values are higher than peak value and VDV, the max value is about $13.49\text{m/s}^2$, which is out of the limits were given by Kasperski[3], Setaerh[4], Nhleko[13], BS6841[26], BS6472[27], and BRE[34]. According to these above results, when enquired the vibration serviceability of these participant, they are in panic.
When the scatter $a_{wp}$, $a_{wrms}$ plotted against $a_{wvdv}$ respectively, as shown in Fig.3, both of them have a linear relationship with $a_{wvdv}$ and the fitting curve is Eq.(4):

$$a_{wvdv} = 0.9995a_{wp} - 0.1486$$
$$a_{wvdv} = 0.6873a_{wrm} - 0.0316$$

(4)

Bearing all this in mind, the structure was oscillated by crowd have rhythmic activities with linear increasing swaying frequencies, the structural acceleration VDV have a linear relationship with RMS and peak acceleration at Logarithmic coordinate system. And what's more, crowd swaying movements can induce structure has more than 1g acceleration, which can cause crowd have panic.

4 ASSESSMENT OF THE EXPERIMENT RESULTS

4.1 Acceptable VDV limits

Due to VDV is versatility than RMS that has been calculated to quantify human reaction to numerous types of vibration, and VDV will be used for finding the relationship with annoyance ratio in this paper.

Active crowd induced structure vibration experiment results are also investigated to find the relationship between annoyance rate and structural VDV. Due to when the VDV is high than $2.8m/s^{1.75}$, the crowd have in panic, and the annoyance rate is 1.0, So only the corresponding value which the annoyance rate is lower than 1.0 are shown in Fig.4(a). It may indi-
cates standing crowd can tolerate more strong structural vibration than seated crowd when the structural vibration was induced by swaying crowd, this finding consistent with Nhleko's re-
search[13]. In order to demonstrate the nonlinear relationship between VDV and annoyance rate, the two kinds of data were fitted by a 3-rd degree polynomial formula respectively, and shown in Eq.(5):

$$
R_{\text{seated}}^* = 0.0777 a_{\text{vwbh}}^3 - 0.4280 a_{\text{vwbh}}^2 + 0.9642 a_{\text{vwbh}} + 0.0041 \\
R_{\text{standing}}^* = 0.0585 a_{\text{vwbh}}^3 - 0.3224 a_{\text{vwbh}}^2 + 0.7594 a_{\text{vwbh}} + 0.0430
$$

(5)

With $R_{\text{seated}}^*$ is the annoyance rate of seated crowd at human induced vibration experiments; $R_{\text{standing}}^*$ is the annoyance rate of standing crowd at human induced vibration experiments.

Fig.4 The distribution of crowd annoyance rate at human induced structural vibration

Also, a linear relationship between structural VDV and annoyance rate at Logarithmic coordinate system is fitted by Eq.(6) when considered the seated crowd data and standing crowd data as a whole sample, and the fitting curve is shown in Fig.4(b):

$$
\log_{10} (R_{\text{crowd}}^*) = 0.67556 \log_{10} (a_{\text{vwbh}}) - 0.25358
$$

(6)

With $R_{\text{crowd}}^*$ is the annoyance rate of crowd at human induced vibration experiment.

In this paper, when $R$ is lower than 0.4, which indicates crowd in comfort at structure; $R$ varies at 0.4 to 0.6 means some persons in crowd have uncomfortable feelings; $R$ varies at 0.6 to 0.8 means most of them in crowd have uncomfortable feelings; and when $R$ is larger than 0.8 that shows crowd in panic. Based on this annoyance levels of vibration and according to the Eq.(6), the structural acceleration VDV $1.11m\cdot s^{-1.75}$ that corresponding to $R=0.6$ as the serviceability limit, and $1.71m\cdot s^{-1.75}$ that corresponding to $R=0.8$ as the serviceability limit of the upper boundary.

4.2 Discussion with other standards or guides and research

The obtained comfort levels data in this paper are compared with the limits recommended in the provisions of BS6841[26], which are mainly for vibrations encountered in transportation and industrial activities. This standard used RMS as the limit and given five vibration levels. According to the annoyance rate with structural vibrations of the experiment data in this paper, the VDV can be calculated by Eq.(6) at each value of annoyance rate $R$ firstly, and then the corresponding RMS can be calculated by Eq.(4). So on the basis of the conversion procedure, the level of comfortable corresponding to $R=0.2$ and RMS is $0.365m\cdot s^{-2}$; the level of little uncomfortable corresponding to $R=0.4$ and RMS is $0.936m\cdot s^{-2}$, the level of fairly
uncomfortable corresponding to $R=0.6$ and RMS is $1.661\ m\cdot s^{-2}$; the level of very uncomfortable corresponding to $R=0.8$ and RMS is $2.186\ m\cdot s^{-2}$; and the level of extremely uncomfortable corresponding to $R>0.8$ and assumed RMS is greater than $2.186\ m\cdot s^{-2}$. It is found that the experiment data is slightly higher than the design criteria when the specified level under fairly uncomfortable and the data $2.29-3.69\ m\cdot s^{-2}$ appear in the specified limits when the level is very uncomfortable. This means that the limits for temporary grandstand appear upper the design criteria for public facilities such as permanent concrete structure, that is reasonable for believe temporary structures can allow to with big displacement or vibration.

The standard BS6472[31] has given some acceleration limit curves for labs, residential, office building and workshops. Nhleko[13] used 25 times the base curve and 50 times the base curve specified in this standard as a basis and the upper boundary of acceleration limit for grandstand design (shown as two purple broken lines), respectively. In addition, NBCC2005[29] specifies serviceability acceleration limits at $0.4-0.7\ m\cdot s^{-2}$ for grandstand, and IStructE2008[33] also recommends values of $0.3m\cdot s^{-2}$, $0.75m\cdot s^{-2}$ and $2.0m\cdot s^{-2}$ for grandstand hosting predominantly seated crowd, pop music concerts and extreme events(crowd has strong rhythmic activities), respectively. If the mean of the 'fairly uncomfortable' of comfortable obtained in this study is used to defined the serviceability limit state for temporary grandstand, the value of limit is $2.18m\cdot s^{-2}$, which is higher than Nhleko's research and NBCC2005[29] limits, but it remains in the range of IStructE2008[33] specifies limits.

When the VDV as serviceability limit, the guide BRE[34] based on the standard BS6841[26] and BS6472[31] given the limit with human perception of vibration, and Seitaerh[4] based on Kasperski's[3] experiment results also gives the limits. It is noticeable that the published standards and literatures have given the limits for permanent grandstand, and the structure was induced by vertical human motions. So the serviceability limits are different from the results in this paper. It may be possible that the vibration direction and more flexible temporary grandstand have larger effects on crowd reactions than they occupied at stiffness permanent grandstand when subjected to excitations which mainly derived from vertical vibration and using different frequency weighting value may also influence the results. Due to the participants are just only young individuals, not including children and/or old persons, the distribution of annoyance rate may be different when participants are a typical population sample, and although the experiment environment is quiet, the vibration annoyance may be influenced by the noise, it is need to focus on combined or interactive effect of noise and vibration exposures on annoyance for TDGs, so it will be researched in the future work. Also, more research is needed to investigate different and bigger temporary grandstands with different crowds, along with better identification of human reactions.

5 CONCLUSION

This paper addresses the annoyance levels of lateral vibration on temporary grandstand. A temporary grandstand occupied 20 participants was induced by crowd with rhythmic swaying activities, meanwhile the vibration questionnaires of participants are obtained. Occupant comfort was evaluated by annoyance rate method and assessed by the RMS and VDV of structure. There are some conclusions are obtained:

- Crowd annoyance rate has not a linear relationship with vibration, and indicated crowd may adjust their reaction for comfort when they under a certain range of vibration intensity.
- Standing crowd may have more tolerant to vibration than seated crowd.
• The serviceability limit of $1.11 m \cdot s^{-1.75}$ and the upper boundary of $1.71 m \cdot s^{-1.75}$ suggested by VDV are obtained.
• It may be useful for analyzing the vibration serviceability of temporary grandstand.
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Abstract. An aeroelastic experimental study is ongoing at the NSF designated Experimental Facility Wall of Wind (WOW) aiming at advancing the knowledge pertaining to the dynamic behavior of power transmission infrastructure during strong windstorms including hurricanes. The WOW is a large open jet wind testing facility capable of simulating hurricane winds at different wind speeds and up to 70 m/s (Category 5 hurricane). The study is motivated by the increasing storms including hurricanes which recently are reported to cause substantial losses to the U.S. energy infrastructure. A multi-spanned aeroelastic transmission line system is designed and constructed at the WOW using a length scale of 1:50 for the tower and a distorted length scale of 1:150 for the conductors. The selected length scales enable considering several test configurations including various wind directions ranging between 0° to 90°. While adopting the Froude number scaling, the tests are conducted at speeds ranging between 5 m/s to 10 m/s, representing full-scale wind speeds ranging between 35 m/s to 70 m/s. The aeroelastic test results are analyzed in order to assess the dynamic response of the transmission towers during the simulated hurricane conditions. This includes an investigation of the modal properties, the development of a new technique to estimate structural and aero-dynamic damping, and comparison of the resulting drag coefficients with values specified in ASCE 7-16.
1 INTRODUCTION

Electric power grids in the United States are constantly threatened by wind-induced loads caused by hurricanes, tornadoes and downbursts. Generation, supply and delivery of power to several areas of the country have been severely impacted by these wind hazards. Between 2003 and 2012, 87% of all power outages were triggered by severe weather, making it the leading cause of blackouts in the United States [1]. Weather-related power outages exacted huge losses on the U.S economy, with figures ranging between $20 to $55 billion [1]. Therefore, it is of the utmost importance to improve the resiliency of the transmission grid against threats from strong winds including hurricanes.

Support towers, conductors, ground wires and insulators are the main components of overhead transmission lines systems. Electricity is transported from the generation station to different cities through conductors that span for kilometers. Conductors are attached to the towers using porcelain insulators. The function of ground wires is to protect the line from possible lightning strikes [2]. In general, many structures are not designed to withstand hurricane or tornado loads because of the very low probabilities of occurrence and exposure to them. However, that is not the case for transmission systems due to the fact that they are long span structures and extend for kilometers. Therefore, in the event of occurrence of high intensity winds coming from a hurricane or tornado, their probability to hit one of the towers become significantly larger. Subsequently, the failure of one tower can lead to cascading failures of other towers due to the unbalanced forces triggered by the snapping of one or more conductors [3, 4, 5, 6]. The responses of transmission lines to wind-induced dynamic loading can be divided into three phenomena: galloping, vortex shedding and buffeting from incoming turbulence [2, 7, 8]. On the one hand, the tower’s natural frequency is typically higher than 1 Hz, leading to insignificant resonant tower responses. On the other hand, the tower’s conductors have a frequency ranging between 0.2 and 0.3 Hz. This range could be very close to the natural frequency of the turbulent winds. Various studies have reported that, at high wind speeds, the conductor’s behavior increases the aerodynamic damping, thus, rendering the resonant effect almost negligible [3, 7, 9, 10, 11, 12]. In general, wind tunnel experiments on transmission structures can be grouped into aerodynamic testing and high-frequency force balance testing. For the latter, by carefully estimating aerodynamic coefficients from the previous methods and combining them with analytical approaches, one can estimate the dynamic responses of a certain system [10, 11]. However, such tests do not consider the aeroelastic forces induced by motions of the structure and its various components. In addition, the response of transmission towers and conductors as one system was barely examined by previous wind tunnel studies due to the complexity of satisfying basic scaling laws concerning geometric, dynamic and kinematic similitudes [12, 13]. Other experimental studies on tower-conductor systems only considered a single span system and did not properly model the boundary effects caused by the presence of adjacent spans when a multi-span system is subjected to turbulent winds [14, 15].

The aim of this research is to advance the current knowledge by conducting an extensive experimental program to study the aeroelastic response of a multi-spanned transmission line system subjected to hurricane winds. These tests will provide deeper insights into the highly complex coupled dynamic behavior at system levels.
2 METHODOLOGY

2.1 Wall of Wind Experimental Facility

The aeroelastic model was designed, constructed and tested at the NSF Natural Hazards Engineering Research Infrastructure (NHERI) Wall of Wind Experimental Facility (WOW EF). The WOW EF is designated as an open-jet testing facility capable of testing full- and large-scale structures using a powerful 12-fan system. The 12 fans are arranged in two arced rows, which can generate wind speeds up to 70 m/s along with specified turbulence characteristics of terrain exposures [16]. Figure 1 depicts the WOW intake side along with the 12-fan system.

![Figure 1: WOW intake side and 12-fan system](image1.png)

2.2 Full-Scale Model

For this project, the transmission tower illustrated in Figure 2 is selected. This tower is classified as double circuit vertical self-supported steel lattice tower with a height of 27.5 m, and a rectangular base having a length of 7.6 m and a width of 2.7 m. The tower has three different levels of identical cross-arms. Such a configuration allows the attachment of six bundles of conductors, two at each vertical level. The conductors span a horizontal length of 180 m between supporting transmission towers and have a diameter of 0.028 m. Moreover, the conductors are sagged at midspan by around 3.6 m and they are attached to the towers by porcelain insulators having a length of 1.5 m and diameter of 0.08 m.

![Figure 2: Three-dimensional view of the transmission tower](image2.png)
2.3 Aeroelastic Model Design and Construction

Whenever the geometry and physical properties of a prototype have to be reproduced as a model at a smaller scale, great care needs to be taken in order to reproduce the same dynamic behavior. For aeroelastic modelling, this scaling exercise becomes more tedious. This means that the scaling relationship between elastic, inertia, viscous, gravity and damping forces needs to be maintained. While preserving the geometry is essential for the reproduction of the aerodynamic loads, maintaining the mass and stiffness is vital for the dynamic loads associated with the response of the model [18]. Some of the advantages of using aeroelastic models include: (i) the proper simulation of turbulence effects and wind-structure interaction, (ii) the subtle interactions between the coupled modes of vibration of the system and (iii) local, topographical as well as three-dimensional effects can be investigated [19]. Generally, for any quantity $Q_p$ measured on the prototype, Equation 1 can be used to calculate its model counterpart $Q_m$, where $\lambda_Q$ is the scaling factor:

$$Q_m = Q_p \times \lambda_Q$$  \hspace{1cm} (1)

Normally, it is preferred to use prototype material in the construction of the aeroelastic model to maintain the structural damping which is crucial in the dynamic responses of the system [20]. However, since lattice towers are lightweight structures, it is challenging to satisfy the mass scaling using prototype steel material. Therefore, a different metal such as aluminum is usually selected to satisfy the mass scaling requirement. In addition, it is worthwhile mentioning that the damping ratio of aluminum is close to that of its steel counterpart.

For this project, a length scale $\lambda_L$ of 1:50 is selected. Moreover, Froude number scaling is maintained in the model as that in the prototype. This means that the ratio between the inertial and gravitational forces is preserved. This is simply achieved by linking the velocity scale $\lambda_U$ to the square root of the length scale $\lambda_L$, i.e., the velocity scale is equal to 1:7.07. Some of the essential parameters required to correctly design the aeroelastic model along with their scaling ratios are presented in Table 1.

<table>
<thead>
<tr>
<th>Quantity $Q$</th>
<th>Scaling factor $\lambda_Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length $L$</td>
<td>1:50</td>
</tr>
<tr>
<td>Velocity $U$</td>
<td>1:7.07</td>
</tr>
<tr>
<td>Mass $m$</td>
<td>1:50$^3$</td>
</tr>
<tr>
<td>Mass moment of inertia $I$</td>
<td>1:50$^5$</td>
</tr>
<tr>
<td>Time $t$</td>
<td>1:7.07</td>
</tr>
<tr>
<td>Acceleration $a$</td>
<td>1</td>
</tr>
<tr>
<td>Damping $\zeta$</td>
<td>1</td>
</tr>
<tr>
<td>Elastic stiffness $EI$</td>
<td>1:50$^5$</td>
</tr>
<tr>
<td>Elastic stiffness $EA$</td>
<td>1:50$^3$</td>
</tr>
<tr>
<td>Force $F$</td>
<td>1:50$^3$</td>
</tr>
<tr>
<td>Bending and torsional moments $M$, $T$</td>
<td>1:50$^4$</td>
</tr>
</tbody>
</table>

Table 1: Essential scaling parameters required for aeroelastic design

The system of this experimental program consists of three transmission towers, two rigid end frames and six conductors spanning in between (Figure 3). This means that four full spans are considered. This is an improvement over previous synoptic wind tunnel testing on transmission lines that considered single spans and did not consider the boundary effects caused by the presence of adjacent spans [11, 17]. However, in order to accommodate the entire system
on the WOW turntable, a distorted length scale of 1:150 will be used for the span length only. This new approach of horizontally distorting the cable length by a factor of three while maintaining the properties of the non-distorted model, i.e. frequency, drag and mass along with the conductor sag does not significantly alter the behavior of the conductors [21]. This approach is reinforced by the idea that conductors’ natural frequencies are controlled by their sags when the tension they carry is not high, such as the case of transmission lines. All other parameters are kept the same, i.e. scaled down to a length scale $\lambda_L$ of 1:50, including wind tunnel simulation [21]. Figure 3 shows a CAD drawing of the entire system to be constructed at the WOW.

Figure 3: CAD drawing showing the entire system

In order to replicate the behavior of its full-scale counterpart, the aeroelastic transmission tower is designed and constructed in two parts: (i) an aluminum rectangular spine that encompasses the structural properties of the lattice structure and (ii) non-structural cladding elements that replicate the exact shape of the tower angle members to maintain its geometry and aerodynamics. The spine has a height of 55 cm and is embedded inside an aluminum bearing plate at the bottom to create a fixity. Furthermore, the spine has cross-sectional dimensions of 5.6 mm depth and 14.7 mm width. The previous dimensions were calculated using the factors stated in Table 1. This ensured the replication of the along-wind, across-wind and torsional behavior of the prototype. The non-structural cladding elements are 3D printed using a plastic like material and are glued to the spine. For the conductors, a steel wire having a diameter of 0.56 mm was utilized. Likewise, non-structural foam rods were attached over the entirety of the spans to maintain the same drag, distributed weight and average diameter over the entire length as the prototype. The insulators are represented by aluminum cylindrical rods with lengths of 3 cm and diameter of 0.25 mm. The insulators are connected to the cross-arms at their top and conductors at their bottom using 3D printed sections. Finally, aluminum rigid frames constructed from hollow rectangular tubes are used as end supports to the system to carry unbalanced tensile forces in the conductors. Figures 4a, 4b and 4c portray the single tower, the entire system and the insulator along with its connections, respectively.
2.4 Instrumentation and Testing Protocol

To measure the complex and coupled response of the system to synoptic winds, the model was carefully instrumented. At the base of each tower (total of three), one six-degrees-of-freedom (6-DOF) load cell was mounted to capture the base shears and moments. In addition, three 3-DOF accelerometers were attached on the middle transmission tower to collect accelerations and subsequently, system frequencies. Lastly, a total of twenty strain gauges were applied at different parts of the spines and cross-arms to record forces and stresses. Strain gauges mounted on cross-arms allow the collection of drag forces experienced by the conductors.

The testing protocol consisted of varying wind speeds ranging between 5 m/s and 10 m/s at model height (0.55 m), representing full-scale speeds of approximately 35 m/s and 71 m/s at prototype height (27.5 m). The model was exposed to various wind directions ranging between 0° (wind normal to conductors) and 90° (wind parallel to conductors) at 15° increments. The duration of each test case was about 2 min (equal to 14 min, full-scale) and the exposure

Figure 4: Models constructed at the WOW; a) Transmission tower with no insulators, b) Entire system, and c) Insulator with top and bottom connections
simulated was open terrain. Figures 5a and 5b depict some of the instrumentation used in the testing.

![Figure 5: Some of the instrumentation used; a) Accelerometers mounted on the top cross-arm, and b) 6-DOF load cell installed at the base of the spine](image)

### 3 VALIDATION OF THE AEROELASTIC MODEL

Two layers of validation are conducted. First, the generation of the aeroelastic model on a Finite Element Method (FEM) software allows the checking of selected materials and sections for design purposes. Second, a free vibration test is conducted inside the WOW facility for the test model. Such testing will ensure the accuracy of the construction and material selection since human errors are inherent in any experiment, especially at such a small-scale. For both validation procedures, the model natural frequencies of the system are compared with the target ones, which are obtained from their scaled prototype counterparts.

<table>
<thead>
<tr>
<th>System</th>
<th>Mode of vibration</th>
<th>Prototype frequency $f_p$ (Hz)</th>
<th>Target frequency $f$ (Hz)</th>
<th>Model frequency $f_m$ (Hz) (design)</th>
<th>Model frequency $f_m$ (Hz) (construction)</th>
<th>Percent difference (%) (design, construction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single tower</td>
<td>Longitudinal</td>
<td>2.25</td>
<td>15.88</td>
<td>15.56</td>
<td>16.01</td>
<td>2.02, 0.82</td>
</tr>
<tr>
<td></td>
<td>Transverse</td>
<td>5.10</td>
<td>36.08</td>
<td>35.82</td>
<td>35.10</td>
<td>0.72, 2.72</td>
</tr>
<tr>
<td>Full model</td>
<td>Conductor only</td>
<td>0.25</td>
<td>1.80</td>
<td>1.77</td>
<td>1.61</td>
<td>1.67, 10.56</td>
</tr>
<tr>
<td></td>
<td>Longitudinal</td>
<td>2.28</td>
<td>16.10</td>
<td>15.65</td>
<td>16.52</td>
<td>2.17, 8.82</td>
</tr>
<tr>
<td></td>
<td>Torsional</td>
<td>5.11</td>
<td>36.11</td>
<td>36.1</td>
<td>32.22</td>
<td>0.03, 10.74</td>
</tr>
<tr>
<td></td>
<td>Transverse</td>
<td>5.12</td>
<td>36.24</td>
<td>37.1</td>
<td>39.95</td>
<td>2.37, 10.24</td>
</tr>
</tbody>
</table>

Table 2: Target and aeroelastic model frequencies

For the validation of the aeroelastic model design, a FEM replica is generated using the scaled down sections and materials selected in section 2.3, above. The software used for design validation in terms of frequency comparison is SAP2000 [22]. Concerning the validation of the construction, the aeroelastic model is carefully and meticulously assembled together. The tower-insulator and insulator-conductor connections are reproduced to depict the realistic boundary conditions and behavior in prototype transmission lines systems. Subsequently, a free vibration test is conducted to evaluate the natural frequencies of the model. The latter are obtained from the peaks in the power spectral density (PSD) of the acceleration responses when the system is excited in its natural modes of vibration. Table 2 shows the modes of vi-
ibration of interest for two models: a single lattice tower with no insulators and the complete aeroelastic model previously described. As indicated in Table 2, the model frequencies for both design and construction phases are in good agreement with the target ones for the single tower system. Obtained frequencies for the design of the full model system are also well in agreement with a maximum difference of around 2.37%. However, the frequencies obtained from the free vibration tests yielded a maximum difference of about 10.74% with the target ones. This could be due to some discrepancies in the distribution of the masses along the model during construction. Another reason for the minor discrepancies could be attributed to unequal sags in the conductors of the transmission lines system, which could alter the behavior of the model during dynamic loading since the sags greatly contribute to the frequency of the conductors. Nevertheless, the obtained results and percent differences gave enough confidence for the team to carry on with the wind tunnel testing and subsequent data analysis.

4 DAMPING ESTIMATION

The self-supported transmission tower can be compared to a single-degree-of-freedom (SDOF) system. For approximation purpose, the system consists of a particle of mass $M$ concentrated at the top of the tower. The tower has a linear elastic behavior and negligible mass with the particle being subjected to an aeroelastic force $F_{ae}(t)$. The displacement at the top of the tower $x(t)$ is opposed by: (i) a restoring force $-kx$ where $k$ is the stiffness of the tower, and (ii) a damping force $-c\ddot{x}$ where $c$ is the damping coefficient [22]. Equation 2 shows Newton’s second law of motion of the system, which states that the product of the particle’s mass $M$ by its acceleration $\ddot{x}$ is equal to the total aeroelastic force applied to the particle above:

$$M\ddot{x} = -c\ddot{x} - kx + F_{ae}(t) \tag{2}$$

Assigning $n = \sqrt{(k/M)/(2\pi)}$ and $\zeta_{\text{eff}} = c/(2\sqrt{(kM)})$ as the frequency of vibration and the effective damping ratio in the direction of the motion respectively, Equation 2 can then be rewritten as Equation 3:

$$\ddot{x} + 2\zeta_{\text{eff}}(2\pi n)x + (2\pi n)^2x = F_{ae}(t)/M \tag{3}$$

In case of free vibrations of a SDOF system in one direction, the damping ratio $\zeta_{\text{eff}}$ becomes the structural damping of the system $\zeta_{\text{st}}$ and the term on the right side of Equation 3 becomes zero. Chowdhury et al. [24] developed a new system identification technique, called the Iterative Least Squares (ILS) approach in order to obtain all eighteen flutter derivatives for a streamlined bridge deck from free vibrations displacement time histories. In order to obtain the flutter derivatives using the ILS approach, it is imperative to first find the aeroelastically modified effective damping $C_{\text{eff}}$ and stiffness $K_{\text{eff}}$ matrices, respectively, which include the aeroelastic vector component [25, 26]. In this case, the latter component in the aeroelastic drag force $D_{ae}$. Subsequently, if the free vibrations tests are done twice, with and without the WOW fans turned on, then one can obtain the structural and effective damping ratios $\zeta_{\text{st}}$ and $\zeta_{\text{eff}}$, correspondingly. Hence, the aeroelastic damping ratio $\zeta_{\text{aero}}$ can be calculated by subtracting $\zeta_{\text{st}}$ from $\zeta_{\text{eff}}$. However, Equation 3 needs to be represented as the state-space model shown in Equation 4:

$$\dot{X} = AX \text{ with } X = \begin{bmatrix} Y \\ \dot{Y} \end{bmatrix}, A = \begin{bmatrix} 0 & I \\ -K_{\text{eff}} & -C_{\text{eff}} \end{bmatrix} \tag{4}$$
The $A$ matrix is a $2n \times 2n$ square matrix, where $n$ is the number of degrees of freedom for the dynamic system and $I$ is the identity matrix of size $n \times n$. Consequently, the $A$ matrix in Equation 4 can be determined if the acceleration $\ddot{y}$, the velocity $\dot{y}$ and the displacement $y$ can be recorded for all $n$ degrees of freedom ($n = 1$ in the case of the transmission tower) for at least $2n$ different instants of time [24, 27].

A mechanism was constructed at the WOW using steel supports and electromagnets in order to free vibrate the transmission tower by giving it an initial displacement in both strong and weak axes ($0^\circ$ and $90^\circ$). The three accelerometers previously used in the wind testing were also utilized in this set of experiments in order to record the acceleration time histories of the transmission tower at its topmost point. Subsequently, a MATLAB [28] code was developed in order to integrate the acceleration data and obtain the subsequent velocity and displacement time histories using the Newmark integration method [29]. Last but not least, the ILS method was adopted along with the obtained time histories until the convergence of $A$ matrix was determined to be sufficient. Hence, $C_{eff}$ and $K_{eff}$ are determined and the damping ratios, both structural and effective, could be estimated.

For the purpose of this paper, the ILS algorithm will be applied to a no wind loading case in order to extract the structural damping $\xi_{st}$. Consequently, the transmission tower was given an initial displacement of 2 cm, then the structure was allowed to freely oscillate until reaching its rest position, with the WOW fans turned off. The time histories of acceleration data at the top of the tower were recorded. This exercise was repeated five times for each direction ($0^\circ$ and $90^\circ$) and the values were averaged. This paper will only tackle the $0^\circ$ direction (displacement along the weak axis). Then, the obtained results of the variable were the following: $K_{eff} = 9,350$ N/m and $C_{eff} = 0.56$. The mass of the aeroelastic transmission tower is around 1.1 kgs. By using the equations of the natural frequency $n$ and damping ratio $\zeta$ previously stated, the obtained values are: $n = 14.7$ Hz and $\zeta = 0.25\%$ for mode shape 1. Figure 6 shows the acceleration time history of the free vibration test conducted along the weak axis.

$$\zeta = \frac{1}{(2\pi j)} \times \ln \left( \frac{x_i}{x_{i+1}} \right)$$  \hspace{1cm} (5)
the estimation of the damping coefficient using the decay of motion (Figure 6), the obtained structural damping $\zeta_{st}$ using the ILS approach is also well in agreement. From Figure 6, the estimated structural damping using the decay of motion (Equation 5) is around 0.21%. The previous results show the accuracy of the ILS approach in obtaining the stiffness and the damping ratio of the system in any direction. This approach will be used later to estimate the damping ratio in the strong axis. Moreover, the ILS approach will be adopted to obtain the effective damping ratio (experiment repeated with the WOW fans turned on) and therefore, propose values for the subsequent aerodynamic damping for along- and across-wind directions at different wind speeds.

5 DRAG COEFFICIENT COMPARISON

This section tackles the determination of the drag coefficients from the aeroelastic transmission tower model and compares the values to the ones suggested in the ASCE 7-16 [30] standard. Note that during the design stage of the model and more specifically the cladding elements, the tower geometry was divided into seven zones. Each zone had its own drag coefficient, based on its solidity ratio. For the sake of this paper, the drag coefficients of the entire tower are assessed with respect to both wind speeds and directions. The drag coefficients are calculated based on the data collected from the strain gauges installed on different parts of the spine and cross-arms, as shown in Equation 6:

$$C_D = 2\varepsilon EI/bM$$  \hspace{1cm} (6)

In Equation 6, $\varepsilon$ is the strain in the direction of loading, $E$ is the modulus of elasticity of the material in N/m², $I$ is the moment of inertia of the section in m⁴, $b$ is the distance to the centroid and $M$ is the measured bending moment at the point of location of the strain gauge. Likewise, $M$ is given in Equation 7:

$$M = \sum F_d d_i = \sum 0.5\rho A_i C_D U^2 d_i$$ \hspace{1cm} (7)

In Equation 7, $i$ represents the zone number (total of seven zones), $U$ is the wind speed at the height of the zones in m/s, $A_i$ is the area of the elements in the plane perpendicular to the wind direction in zone $i$ in m² and $d_i$ is the distance from the strain gauge to the point of application of the force on zone $i$ in m. Figure 7 shows a schematic of the forces on the spine.

![Figure 7: Schematic of forces applied on the seven zones of the spine](image)

Similarly, and for squared trussed towers as in the case of the aeroelastic transmission tower, ASCE 7-16 [30] suggests Equation 8 for the calculation of the force coefficients (or drag coefficients per zone). Equation 8 presents $C_D$ as a function of the solidity ratio $\phi$, which is defined as the ratio of the solid area to the gross area of the tower zone, in the direction of
loading. Figure 8 showcases the comparison between values of $C_D$ calculated using Equation 6 using experimental data and ASCE 7-16 [30] recommended ones (Equation 8).

$$C_D = 4\phi^2 - 5.9\phi + 4$$  \hspace{1cm} (8)

![Figure 8: Comparison between experimental and ASCE 7-16 $C_D$ values for 0º wind direction](image)

By inspecting Figure 8, it can be noted that the experimental values of $C_D$ obtained using strain gauge data are well in agreement with values suggested in ASCE 7-16 [29] using Equation 8. This trend is seen for all experimental values besides one. For a solidity ratio $\phi$ of 0.5, and at a wind direction of 0º (across conductors), the drag coefficient $C_D$ obtained from the experiment was almost half the value suggested in the standard. This could possibly be explained by a large vibration in the across-wind direction, leading to bending moments $M$ higher than the expected ones (Equation 7). This would lead to a decrease in the value of $C_D$. Nevertheless, for the rest of the wind directions, the $C_D$ values were well in range of the theoretically suggested ones. Further data analysis is required in order to obtain force and moment coefficients $C_F$ and $C_M$, respectively, and compare them with values suggested in ASCE 7-16 [30] for truss structures.

6 CONCLUSION

An aeroelastic model for a multi-spanned transmission line system was designed and constructed at the NSF NHERI WOW EF. This paper only discussed the behavior of a single self-supported lattice tower to synoptic winds. The geometric scale of the tower model was selected to be 1:50. A detailed description of the design, instrumentation and construction of the aeroelastic model is presented in this paper. The specimen was validated for both design and construction by comparing the subsequent natural frequencies to their prototype counterparts. The results were well in agreement. An ILS method was introduced in order to suggest values for the aerodynamic damping of lattice towers for both along- and across-wind directions. Last but not least, drag coefficient values obtained from experimental data were in good agreement with the ones suggested in the ASCE 7-16 [30] standard. In the future, more detailed data analysis will be conducted to obtain force and moment coefficients for the transmission tower and the entire system.
REFERENCES


Keywords: Long span bridges, Wind Induced Vibrations, Machine Learning.

Abstract. The Hardanger bridge is a long span suspension bridge located in western Norway and it is subjected to wind-induced-vibrations (WIV). Since the existing methods for WIV simulation demand high computational effort, it is appealing to use Machine Learning models to perform faster analyses. Therefore, this study applies Artificial Neural Network (ANN) and Support Vector Regression (SVR) algorithms to the analytical buffeting response predictions of the Hardanger bridge. The aim is to develop a strategy for training Machine Learning models that can be extended to real datasets. The samples of WIV features were analyzed with three different models: the single hidden layer perceptron, the multilayer perceptron and the support vector regression. Using the Normalized Root Mean Square Error as the performance metric, it was possible to obtain similar results with the different models.

1 INTRODUCTION
The Hardanger bridge is by now the longest suspension in Norway and among the slenderest bridges in the world. It has been the subject to several research campaigns focusing on wind-induced-vibrations (WIV), on which high computational effort in analytical predictions was a constant [1] [2] [3] [4]. Thus, the deployment of a surrogate model for faster WIV assessment in real datasets is required to extend the experience gained with the Hardanger bridge not only for structural health monitoring applications, but also, for design of structures with similar characteristics. Nevertheless, the application of Machine Learning to datasets of WIV on long span bridges has not been well documented yet, and the comparable studies do not cover the specific category of structure and/or dynamic effect [5] [6]. Therefore, this document presents the application of Machine Learning algorithms, specifically Artificial Neural Network (ANN) and Support Vector Regression (SVR), to the Hardanger Bridge WIV simulations with the purpose of developing a training strategy that could be extended to real datasets. This development involved the construction of a training dataset with simulated WIV of the Hardanger bridge which was fed into a group of Machine Learning models. Successively, the models’ predictions were tested using a new dataset. The quality of the predictions was verified and compared using the Normalized Root Mean Squared Error (NRMSE). Finally, the training and testing procedure were repeated for different noise conditions added to the structural response fields.
2 MATERIALS & METHODS

2.1 Artificial neural network

An ANN is an assembly of connected and layered sets of units, where: the unit (also known as neuron or node) is an operational entity that stores and distributes information, the layers are the set of neurons, and the connections are the arrays governing the transformation rule between nodes in the contiguous layers. The neurons in a generic layer are stimulated by numeric values or signals coming from those of the previous layer. Then, a neuron is said to be activated or “fired” whenever the algebraic sum of the incoming signals overcomes a certain threshold [8]. To generalize the concept of the linear discriminant involved in the algebraic sum [9], a non-linear activation function, \( f(\boldsymbol{\theta}) \), is applied to the result as shown in Equation (1).

The type of neural network used in this study was the so-called Multilayer Perceptron, schematically shown in Figure 1. This type of model overcomes the limitations of the single layered network by allowing the representation of higher complexity functions with their consecutive transformations of the input signals [9]. Nevertheless, to avoid feedback loops, they must be restricted to a feed-forward information flow only.

Equation (1) shows the output of a \( j \)-th node in the arbitrary \( k \)-th layer of a Multilayer Perceptron (MLP), where \( y_j^k \) is related to an activation threshold, \( \theta_j^k \) and with, \( w_{i,j}^{k-1} \) are the connection weight and \( x_i^{k-1} \) is the incoming stimulus from the \( i \)-th node of the previous layer. Subsequently, Equation (2) presents the operations in matrix notation. Combining these operations until the \( M \)-th layer corresponding to the model physical output, it is possible to obtain an estimation of the of the same \( \hat{y} \) as shown in Equation (3). This process is known as feed-forward mapping.

\[
\begin{align*}
y_j^k &= f \left( \sum_{i=1,j=j}^{N} w_{i,j}^{k-1} x_i^{k-1} + \theta_j^k \right) \\
y^k &= f \{ (w^{k-1})^T \ast x^{k-1} + \theta^k \} \\
\hat{y}^{k=M} &= f \{ (w^{M-1})^T \ast \ldots \ast (w^1)^T \ast x^1 \} + \theta^M
\end{align*}
\]

In the training step of the analysis, the actual output of the network is known. Therefore, a measure in the accuracy of the network can be obtained as shown in Equation (4).

\[
\mathbf{\epsilon} = L(\hat{y}_j, y_j)
\]

Where \( \mathbf{\epsilon} \) denotes the actual error and \( L(\boldsymbol{\theta}) \) denotes the “loss” or “cost” function.

The learning process consists of minimizing the loss function. For multilayered models, this is achieved by transmitting the error through all the layers within the network resulting in an
iterative optimization procedure which is known as backpropagation [10]. It is worth noting that the backpropagation procedure refers only to the error feeding and it is independent of the optimization algorithm used. Since the initial input signal, or origin, is fixed to the dataset, the only parameters to be updated in each iteration are the network weights and the neuron thresholds. Thus, the optimization problem can be written as Equation (5).

\[
\text{find } (W_k \& \theta_k) : \quad L(\hat{y}_j, y_j) = \min (\varepsilon)
\]  

(5)

2.2 Supporting vector regression

Supporting vector regression is a machine learning tool developed by Vapnik et al. and its historical background can be found in [11]. It is the application of the supporting vector approximation to a regression problem using an \( \varepsilon \)-insensitive loss function [12]. Given a dataset with corresponding input and output features \( \{x_i, y_i \mid x_n, y_n\} \), the idea is to find a function \( f(x) \) that approximates \( y_i \) with a certain tolerance \( \varepsilon \). The regression estimation can be obtained with the linear function shown in Equation (6).

\[
f(x) = x'w + \theta
\]  

(6)

Introducing the \( \varepsilon \)-insensitive loss function \( L(\cdot) \) equal to zero when the difference of the estimation \( f(x) \) and the target is less than \( \varepsilon \), the constraint shown Equation (7) is added.

\[
L(y_i - f(x, w)) = \begin{cases} 0 & \text{if } |y_i - f(x, w)| \leq \varepsilon \\ |y_i - f(x, w)| & \text{otherwise} \end{cases}
\]  

(7)

The best estimation minimizes the loss function and thus, the problem can be written as a convex optimization problem shown in Equation (8).

\[
\text{minimize } \frac{1}{2}||w||^2 \\
\text{with constraints: } \quad y_i - f(x, w) \leq \varepsilon \quad f(x, w) - y_i \leq \varepsilon
\]  

(8)

To make the solution more feasible, the tolerance margin is softened by adding a set of slack variables \( \xi, \xi^* \). The optimization then becomes as shown in Equation (9), where \( C \) is the so-called box constraint, a positive valued parameter that balances the accuracy of the model by imposing the penalty of the estimations outside the \( \varepsilon \)-margin.

\[
\text{minimize } \frac{1}{2}||w||^2 + C \sum_{i=1}^{N} (\xi_i + \xi^*_i) \\
\text{with constraints: } \begin{cases} y_i - f(x, w) \leq \varepsilon + \xi_i \\ f(x, w) - y_i \leq \varepsilon + \xi^*_i \\ \xi_i, \xi^*_i \geq 0 \end{cases}
\]  

(9)

Solving the posted optimization problem with inequality constraints is equivalent to finding the saddle point in the Lagrange functional of Equation (10).

\[
L(\alpha) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (\alpha_i - \alpha^*_i)(\alpha_j - \alpha^*_j)x_i^jx_j + \varepsilon \sum_{i=1}^{N} (\alpha_i + \alpha^*_i) + \sum_{i=1}^{N} y_i(\alpha^*_i - \alpha_i)
\]  

(10)

Where \( \alpha_n \) and \( \alpha^*_n \) are the Lagrange multipliers with following constraints:

\[
\sum_{n=1}^{N} (\alpha^*_n - \alpha_n) = 0; \quad 0 \leq \alpha_n \leq C \& 0 \leq \alpha^*_n \leq C
\]  

(11)

The \( w \)-parameters may be found by:
\[ w = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) x_i \]  

Finally, the estimate is found by the expansion of the supporting vectors:

\[ f(x) = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) (x_i' x) + \vartheta \]  

The parameters \( \vartheta \) can be obtained by exploiting the Karush Kun Tuker (KKT) conditions [13] [14], which state that the product between dual variables and constraints vanishes at the optimal solution. Thus, the constraints shown in Equation (14) are added to the problem.

\[
\begin{align*}
\alpha_i (\varepsilon + \xi_i - y_i + x_i' w + \vartheta) &= 0 \\
\alpha_i^* (\varepsilon + \xi_i^* + y_i - x_i' w - \vartheta) &= 0 \\
\xi_i (C - \alpha_i) &= 0 \\
\xi_i^* (C - \alpha_i^*) &= 0
\end{align*}
\]

To extend the formulation to nonlinear regression problems, it is required to replace the dot product \((x_i' x)\) with a nonlinear mapping function, known as the kernel function \(K(x_i' x)\)

\[ f(x) = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) K(x_i' x) + \vartheta \]  

In this study, a polynomial kernel function of degree \(d\) is chosen as shown in Equation (16).

\[ K(x_i' x) = (1 + x_i' x_j)^d \]  

### 2.3 Dataset simulations

The simulations of the structural response were carried out using the multimode theory in the frequency domain, more details in [15]. The along-wind turbulent spectrum \((S_u)\) on the bridge girder was obtained from a Kaimal-type spectrum [16] given in Equation (17), where the frequency axis is represented by \(f\), the wind field is characterized by its mean and standard deviation \(V\) and \(\sigma\), respectively. The subscript \(u\) indicates the along-wind turbulent components and the term \(A\) represents the spectral quantity related to the turbulence length scale at a reference height \(z\).

\[
\frac{S_u f}{\sigma_u^2} = \frac{A u f z}{(1 + 1.5 A u f z)^{5/3}} f z = \frac{zf}{V}
\]

The inputs for the dataset were the first two statistical moments of the random wind field. Therefore, several realizations of the couples \((V, \sigma_u)\) were generated and introduced in Equation (17) to obtain the wind turbulence spectra. Further, the CPSD of the structure’s response for each generation was computed. Finally, by numerical integration, the output features, namely the standard deviation of the lateral, vertical and torsional responses at the midspan \((\sigma_{x}, \sigma_{z}, \sigma_{\theta})\) were obtained.

According to the observations of the Hardanger bridge measurement campaign reported in [1] (Figure 2), most of the data points lay in a central region. This uneven spread of the samples over the variable-space leads to a strong challenge for training the machine learning models. Therefore, the couples of input features in the training dataset were generated from a uniform linearly spaced function (Figure 3) which evenly distribute the samples. On the other hand,
those of the testing set were random numbers generated from two independent normalized functions (Figure 4) which represent a behavior closer to the real observations. The parameters for the numeric generation are reported in Table 1.

![Figure 2: Structural response at midspan](image)

![Figure 3: Training dataset](image)

![Figure 4: Validation dataset](image)

<table>
<thead>
<tr>
<th>Set</th>
<th>Function</th>
<th>Mean velocity</th>
<th>Turbulence Intensity</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set</td>
<td>Uniform Linear Spaced</td>
<td>$[4; \Delta=3.44:35]$. [$0.05; \Delta=0.27:0.3]$.</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Testing set</td>
<td>Rnd. Normal</td>
<td>$\mu = 20 \sigma = 5$</td>
<td>$\mu = 0.15 \sigma = 0.05$</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 1: Dataset input generation.

### 2.4 Noise addition

With the aim of reproducing the challenges found on the measurement campaign, the training procedure was modified by adding a white noise to the output. The mean noise levels were of 2, 15 and 20% added to the structural responses. Nevertheless, since a decrease in the prediction’s accuracy is expected with the addition of noise, a strategy for increasing the dataset size was adopted. First, several sets of random numbers were generated from a uniform
distribution according to Equation(18). Then, the different $N$-terms were added independently to the original output and stacked together to create a new larger dataset, Equation(19). The original dataset input was stacked $N$-times to match the size of the noise-output.

$$
seed_i = \text{Rand[magnitude: }[-0.5 \div 0.5]\text{size:OutputSet}_{\text{original}} \}
$$

$$
output_{\text{noise}}(seed_i) = \text{OutputSet}_{\text{original}} \otimes \left[ 1 + \frac{\text{Noise level}}{25} \frac{\text{seed}_i}{\text{OutputSet}_{\text{original}}} \right]
$$

Noise level $\equiv \text{mean}(\text{output}_{\text{noise}} - \text{output}_{\text{original}})$

where $\otimes$ stands for point wise multiplication

$$
\text{DataSet}_{\text{new}} = \left[ \begin{array}{c}
\text{InputSet}_{\text{original}} \\
\text{InputSet}_{\text{original}} \\
\vdots \\
\text{InputSet}_{\text{original}} \\
\end{array} \right] = \left[ \begin{array}{c}
\text{OutputSet}_{\text{original}} + \text{output}_{\text{noise}}(seed_1) \\
\text{OutputSet}_{\text{original}} + \text{output}_{\text{noise}}(seed_2) \\
\vdots \\
\text{OutputSet}_{\text{original}} + \text{output}_{\text{noise}}(seed_n) \\
\end{array} \right]
$$

2.5 Models

Two ANN models were trained and validated: A Single Hidden Layer (SHL) and a Multi-layer Perceptron (MLP). The MLP model is as introduced before and the SHL perceptron model is obtained when the maximum layer index, $k$, in Equation (1) is equal to 2. The main challenge facing ANN training is the so-called hyperparameter setting. Equation (5) can only find the optimal weights and thresholds (parameters of the problem) as functions of the given network settings. Therefore, the size of the networks, the number of nodes, the learning rate and the selection of the networks functions (activation and loss) were tuned in advance and reported in Table 2.

<table>
<thead>
<tr>
<th>Setting</th>
<th>SHL</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activation function</td>
<td>Sigmoid</td>
<td>Relu</td>
</tr>
<tr>
<td>Cost function</td>
<td>Mean Squared error</td>
<td>Mean Squared error</td>
</tr>
<tr>
<td>Optimization</td>
<td>Bayesian</td>
<td>Bayesian-Adaptive moment</td>
</tr>
<tr>
<td>Layers</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Size</td>
<td>64</td>
<td>32-32</td>
</tr>
<tr>
<td>Learning rate</td>
<td>-</td>
<td>Min=1e-7</td>
</tr>
<tr>
<td>Number of cycles</td>
<td>-</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 2: Networks settings.

The main challenge for training SVR models is that Equation (15) must be solved separately for each output feature. Therefore, three different models, one for each component of the structural response, were trained with the settings presented in Table 3. The numerical values reported correspond to the hyperparameter optimization result.

<table>
<thead>
<tr>
<th>Setting</th>
<th>SVR-$\sigma_y$</th>
<th>SVR-$\sigma_z$</th>
<th>SVR-$\sigma_\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Box constrained</td>
<td>0.1689</td>
<td>0.5511</td>
<td>1.1781</td>
</tr>
<tr>
<td>Epsilon</td>
<td>0.0010</td>
<td>0.0016</td>
<td>0.0013</td>
</tr>
<tr>
<td>Kernel Function</td>
<td>Polynomial degree:4 scale:2.1438</td>
<td>Polynomial degree:4 scale:2.1438</td>
<td></td>
</tr>
<tr>
<td>Solver</td>
<td>Sequential Minimal Optimization SMO</td>
<td>Sequential Minimal Optimization SMO</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: SVR settings.
3 RESULTS

For each sample point in the testing set, a prediction was obtained. A comparison plot of the standard deviation of the lateral response component $\sigma_y$ is shown in Figure 5 where the stars represent the model predictions while the dots show the simulated data. The global performance of the models in terms of their NRMSE are as reported in Table 4. The results indicate that the SVR and MLP models showed better performance than the SHL model.

<table>
<thead>
<tr>
<th>Error</th>
<th>$\sigma_y$</th>
<th>$\sigma_z$</th>
<th>$\sigma_\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>4,528e-05</td>
<td>4,101e-05</td>
<td>8,682e-04</td>
</tr>
<tr>
<td>SHL</td>
<td>5,686e-05</td>
<td>4,487e-05</td>
<td>2,738e-04</td>
</tr>
<tr>
<td>MLP</td>
<td>6,481e-06</td>
<td>1,235e-05</td>
<td>2,035e-04</td>
</tr>
</tbody>
</table>

Table 4: NRMSE.

![Figure 5: Prediction Scatter plot for $\sigma_y$](image)

The performance comparison was extended to the experiment with the noise addition. The dataset creation followed Equation (19). Table 5 reports the Mean Average Percentual Error (MAPE) for the $\sigma_y$ response component estimated with SVR and MLP models and with noise levels ranging from 2 to 20%. Further, Figure 6 shows a graphical comparison of the target and the estimation of the quantities for noise levels of (a) 2% and (b) 20%. The MAPE was used for the accuracy metrics because it has comparable units with the added noise level.

<table>
<thead>
<tr>
<th>Noise</th>
<th>SVR</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1,02</td>
<td>1,12</td>
</tr>
<tr>
<td>15</td>
<td>10,95</td>
<td>6,86</td>
</tr>
<tr>
<td>20</td>
<td>26,97</td>
<td>6,91</td>
</tr>
</tbody>
</table>

Table 5: $\sigma_y$ MAPE for different noise levels.
The 27% error reported for a noise level of 20% in the case of the SVR model is particularly high. Nevertheless, after applying the dataset size-increasing strategy (Figure 7) the accuracy improves significantly. Table 6 reports the evolution of the MAPE-$\sigma_y$ for the different noise levels as the dataset size is increased.

**Figure 7: $\sigma_y$ MAPE evolution with data size increase for 20% noise level**

<table>
<thead>
<tr>
<th>Random Terms</th>
<th>Dataset Size</th>
<th>Noise Level 2% SVR</th>
<th>Noise Level 2% MLP</th>
<th>Noise Level 15% SVR</th>
<th>Noise Level 15% MLP</th>
<th>Noise Level 20% SVR</th>
<th>Noise Level 20% MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>1.0246</td>
<td>1.1211</td>
<td>10.9553</td>
<td>6.8677</td>
<td>26.9745</td>
<td>6.9103</td>
</tr>
<tr>
<td>4</td>
<td>400</td>
<td>0.7315</td>
<td>1.6877</td>
<td>8.4082</td>
<td>3.5602</td>
<td>17.8352</td>
<td>5.4231</td>
</tr>
<tr>
<td>7</td>
<td>700</td>
<td>2.4330</td>
<td>1.7832</td>
<td>3.6389</td>
<td>3.8424</td>
<td>8.6487</td>
<td>4.9967</td>
</tr>
<tr>
<td>11</td>
<td>1100</td>
<td>3.2335</td>
<td>0.8224</td>
<td>3.4141</td>
<td>6.2085</td>
<td>3.1915</td>
<td>2.4334</td>
</tr>
<tr>
<td>13</td>
<td>1300</td>
<td>0.7284</td>
<td>1.5060</td>
<td>3.4606</td>
<td>9.8955</td>
<td>1.3829</td>
<td>4.9280</td>
</tr>
</tbody>
</table>

**Table 6: $\sigma_y$ MAPE evolution for different Random terms.**
4 DISCUSSION

The scatter plots from Figure 5 show that the methods can describe the behavior of the structural response in the testing set with reasonable accuracy. This is supported by the NRMSE reports in Table 4. The predictions of the Multilayer perceptron model gave the lowest error for all three response components; however, the other two methods also described the behavior reasonably well.

With the addition of noise to the response, an increase in the MAPE of the predictions were observed. In particular Table 5 reported that for a 20% noise level the error in the SVR model was 27% while that of the MLP model was around 7%. Therefore, the MLP model seems to be more resilient to noise addition than SVR. However, by increasing the size of the dataset the SVR model performance becomes better than the MLP model. According to Table 6, after adding 13 random terms to the dataset with 20% noise level the SVR model showed 25% reduction in the MAPE compared to almost 1% for the MLP. It is also remarkable that for the low noise level i.e. 2%, no appreciable improvement was obtained by increasing the data size. Additionally, the MAPE was almost half of magnitude of the added noise. It is worth noting that the MAPE does not necessarily decreases with increasing data size. For the MLP model an increase in the error was observed for all the noise levels. This behavior implies overtraining phenomena in this type of model.

5 CONCLUSION

The paper showed that it is possible to train machine learning models with the simulated wind induced vibrations of the Hardanger bridge dataset and obtain accurate results. The testing procedure showed a good match between the predictions and the simulations, confirmed by the low NRMSE values. The Multilayer perceptron algorithm implemented in the study gave better results mainly because of the tuning of the hyper parameters. However, to apply the methods to real datasets further analysis must be performed by adding noise to the training samples and checking the accuracy of the predictions.

The MLP model is more resistant to noise for reduced data sizes. Nevertheless, the SVR model improves with increasing data size. Additionally, the MLP model shows a tendency to overtraining as the data size increases. Therefore, extending this experience to the measurement campaigns, it is recommended to use ANN models, specifically MLP, for small datasets with high noise level and SVR models for larger datasets.
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Abstract. Wind-induced vibrations are an issue not only for the structure safety, but also for the comfort of its occupants, especially in residential buildings. This paper provides the setup, methodology and results of wind tunnel aeroelastic model tests of twin high-rise (95 m high) residential buildings located in Warsaw, Poland. The aim of the tests was to assess the degree in which vibrations may be uncomfortable or harmful to the occupants of these buildings. The evaluation of vibrational comfort was conducted according to the general rules provided in ISO 6897. Measurements during both the tuning and the wind tunnel tests were performed with a system of accelerometers which allowed for direct measurement of structure accelerations, comparable with threshold values provided in the standard. The tests for each building were performed for 12 different angles of wind attack. Main non-dimensional dynamic numbers considered in the analysis were the ratios of corresponding natural frequencies in model and real-life scales, Strouhal numbers, mass scales and logarithmic decrements of damping. A mathematical model was developed which allowed for addressing the problem of coupling between the vibrations in the two main directions for angles of wind attack that are not perpendicular to the main axes of the building. As the buildings are located in dense urban development with many even taller neighbors, the influence of aerodynamic interference was crucial for the tests. Moreover, performing the tests on two buildings with a similar shape allows for comparison and assessment of the scale of influence of this interference. Besides the direct results which could be applied by the designers, these tests show the practical aspects of scaling and dimensional analysis for model tests of complicated physical phenomena, which can be used for solving actual technical and engineering problems.
1 INTRODUCTION

The aim of this paper is to present aeroelastic wind tunnel model tests of a complex of two high-rise buildings connected with a lower link. The purpose of the tests was to assess the level of wind-induced vibrations in the buildings and compare the results with thresholds for human discomfort. This allowed to identify potential uncomfortable or unhealthy conditions at the stage of construction design, when such problems can still be mitigated to great effect through the inclusion of mechanical or mass dampers, or structural stiffening elements.

1.1 Subject of model tests

Subject of the model tests is a complex of two high-rise (95 m high) buildings connected with a lower link. The buildings are located in the inner center of Warsaw, where they will be surrounded by other buildings of similar height (or even higher), of which The Hub (complex of three buildings of 86-130 m high) and Skyliner (195 m high) are the most notable. The visualization of the buildings can be seen in Figure 1, while their location in plan is shown in Figure 2.
1.2 Criteria of evaluation

Evaluation of perceptibility degree of horizontal vibrations by residents of high buildings was conducted in accordance with ISO/6897 91983 [1]. This document only takes into account the influence of horizontal vibrations of the building in the limited frequency range: \( f \in \left(0.063; 1\right)\text{Hz} \). The limit values of vibrations (criteria of vibrations perceptibility, levels of vibrations perception) for residents are presented on the charts in logarithmic rectangular coordinate system: standard deviation of acceleration \( \sigma_a \) – frequency of vibrations \( f \).

Criteria of vibrations perceptibility depends on buildings type (general buildings, special buildings, maritime constructions) and on the nature of dynamic action (non-frequently repetitive, frequently repetitive). Charts of levels (thresholds) of vibrations perceptibility by residents are presented in Figure 3.

![Figure 3. Limit values of horizontal vibrations of general buildings 1 and maritime constructions 2 in the case of non-frequently repetitive dynamic actions [1]](image)

The criteria of vibrations perceptibility cannot be applied in the case of specific dynamic actions, such as earthquakes, explosions, etc. or in the case of coastal floating buildings.

Level of vibrations perception by occupants concerns people of so-called normal, mature population. No other correction factors considering age, sex, etc. were introduced.
Moreover, the influence of the following factors on the level of vibrations perception was not taken into account: body position (vertical, sitting, horizontal, aslant), visual sensations during building movements (horizontal or torsional vibrations of the building, minimal displacements of the objects inside the building). However, it should be mentioned that even minimal torsional vibrations of the building can reduce permissible level of vibrations perception significantly [2].

Level of vibrations perceptibility in the case of non-frequently repetitive vibrations depends on return period \( L \) of special intensity events and duration time of each of special intensity event; the shorter return period \( L \), the lower limit level of vibrations perceptibility.

Criterion of vibrations perception by occupants in general buildings can be characterised as follows: vibrations causing complaints or unfavourable comments (concerning the influence of vibrations on residents comfort) in no more than 2% of residents who are in these parts of buildings where the highest vibrations appear, are considered as permissible. The considered time of vibrations are the worst 10 minutes of strong wind (storm) with return period \( L = 5 \) years (or more).

Available data which is necessary to determine criterion of vibrations permisibility usually concerns return periods shorter than 5 years. Regarding to this, the additional criterion of vibrations permisibility for return period of \( L = 1 \) year was introduced in ISO document [1]. It should be mentioned that values of permissible acceleration in the case of frequently repetitive loads (of everyday nature) are four times lower for special buildings (where precision and routine work is performed) than for general buildings.

The highest values of acceleration for high buildings appear mostly in their higher parts and usually refer to basic natural frequency of buildings vibrations \( f_1 \). However, considering the level of vibrations permisibility by the buildings occupants, it may happen that accelerations related to second (or higher) natural frequency of building vibrations are more dangerous/uncomfortable for people.

Investigations of the level of vibrations perceptibility by residents were conducted in wind tunnel, where acoustic effects were not taken into account. It should be emphasised that air flows in the nature can cause infrasounds effects or noise, which influence on the level of vibrations perception by residents of buildings.

2 EXPERIMENTAL SETUP

2.1 Similarity criteria and their fulfilment

The most important similarity criteria for aeroelastic models of buildings and resulting similarity scales which were taken into account in wind tunnel model tests are presented below [3]:

Geometrical similarity scale

Wind tunnel tests were conducted using the models in scale of 1:300, hence geometrical similarity scale:

\[
k_D = \frac{D_{ref,M}}{D_{ref,P}} = \frac{1}{300}
\] (1)
where indexes: „M” and „P” concern model and prototype, respectively. Moreover, external surfaces of aeroelastic models were accurately simulated comparing with the prototype (real life scale). Considering above, it can be concluded that geometrical similarity criteria were fulfilled in wind tunnel model tests.

**Similarity criteria for inflowing air**

Basic similarity criteria for inflowing air are the most commonly the following quantities:

- exponent \( \alpha \) of power-law profile of mean wind velocity;
- the level of turbulence intensity \( I_v \) and profile of turbulence intensity;
- direction of inflowing air defined by mean angle of wind attack \( \bar{\Theta} \);
- Reynolds number \( Re = \frac{v_{ref} D_{ref}}{v} \), where: \( v \) – kinematic viscosity of air.

Profiles of mean wind velocity and turbulence intensity, obtained from wind tunnel tests, are shown in Fig. 4. and Fig. 5., respectively. They correspond to the profiles in nature with sufficient accuracy. Discrete values of angle \( \bar{\Theta} \), with increment of 30°, were adopted during wind tunnel tests to take into account the influence of mean wind direction. The analysed buildings are low flow bodies, so the influence of Reynolds number is negligible in this case.

![Vertical wind profile](image-url)  
**Figure 4.** Vertical wind profile obtained in wind tunnel for the measurements
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Summing up, it can be concluded that basic similarity criteria of inflowing air were almost fully fulfilled in wind tunnel tests.

**Mechanical similarity criteria**

**Similarity criterion of mass (inertia forces)**

Similarity criterion of mass can be expressed by the formula:

\[ M_{PM} = M_{PP} \]  \hspace{1cm} (2)

or:

\[ \frac{M_{PM}}{M_{PP}} = k_{MP} = \left( \frac{\rho D_{ref}^2 M_{total}^H}{H} \right)_M = \left( \frac{H_M}{H_P} \right)^3 \frac{(M_{total})_P}{(M_{total})_M} = 1.0 \]  \hspace{1cm} (3)

where:

\( \rho \) – density of atmospheric air; \( M_{total} \) – total mass of aboveground part of the building; \( \tilde{M} \) – dimensionless generalized mass, taking into account free vibrations modes of the building.

Assuming that free vibrations modes of the buildings and their models corresponding to frequencies of free vibrations \( f_{1X} \) and \( f_{1Y} \) are similar and that equivalent masses of aboveground part of the buildings and their models on the unit of height are distributed uniformly – it can be adopted that: \( \tilde{M}_M \equiv \tilde{M}_P \). Then:

\[ k_{MP} \equiv \left( \frac{H_M}{H_P} \right)^3 \frac{M_{total,P}}{M_{total,M}} = 1.0 \]  \hspace{1cm} (4)

which results in the following relationship:

\[ \frac{M_{total,M}}{M_{total,P}} = \left( \frac{H_P}{H_M} \right)^3 = 300^3 = 27 \cdot 10^6 \]  \hspace{1cm} (5)
Similarity criterion of vibrations damping (damping forces)

Mean logarithmic decrements of vibrations damping \( \Delta_{\text{mean},X}, \Delta_{\text{mean},Y} \) (or decrements of critical damping \( \gamma_{\text{mean},X}, \gamma_{\text{mean},Y} \)) for equivalent systems of one degree of freedom for directions \( X \) and \( Y \), respectively, can be defined as follows:

\[
\Delta_{\text{mean},X} = \frac{1}{N} \ln \frac{A_{1,X}}{A_{N+1,X}} \quad (6)
\]

\[
\Delta_{\text{mean},Y} = \frac{1}{N} \ln \frac{A_{1,Y}}{A_{N+1,Y}} \quad (7)
\]

where: \( N \) – number of the consecutive amplitudes of damped free vibrations adopted to determine mean values of \( \Delta_{\text{mean}} \).

Quantities \( \Delta_{\text{mean},X} \) and \( \Delta_{\text{mean},Y} \) are dimensionless quantities constituting another similarity criteria, hence:

\[
\left( \frac{\Delta_{\text{mean},X}}{\Delta_{\text{mean},X}} \right)_M = k_{\Delta_{\text{mean},X}} = 1; \quad \left( \frac{\Delta_{\text{mean},Y}}{\Delta_{\text{mean},Y}} \right)_p = k_{\Delta_{\text{mean},Y}} = 1 \quad (8)
\]

Similarity criteria of vibrations frequency (elastic forces)

Similarity criteria of vibrations frequency \( f_{1,X} \) and \( f_{1,Y} \) result from respective kinematic Strouhal numbers \( S_{\text{t}X} \) and \( S_{\text{t}Y} \):

\[
S_{\text{t}X,M} = S_{\text{t}X,p}; \quad S_{\text{t}Y,M} = S_{\text{t}Y,p}
\]

\[
\left( \frac{f_{1,X} \text{D}_{\text{ref}}}{v_{\text{ref}}} \right)_M = \left( \frac{f_{1,X} \text{D}_{\text{ref}}}{v_{\text{ref}}} \right)_p \quad (9)
\]

\[
\left( \frac{f_{1,Y} \text{D}_{\text{ref}}}{v_{\text{ref}}} \right)_M = \left( \frac{f_{1,Y} \text{D}_{\text{ref}}}{v_{\text{ref}}} \right)_p \quad (10)
\]

or:

\[
\left( \frac{f_{1,Y}}{f_{1,X}} \right)_M = \left( \frac{f_{1,Y}}{f_{1,X}} \right)_p \quad (11)
\]

It results in the following similarity criteria:

\[
k_{f1,X} = \frac{f_{1,X,M}}{f_{1,X,p}} = \frac{\text{D}_{\text{ref},M}}{\text{D}_{\text{ref},p}} \frac{v_{\text{ref},M}}{v_{\text{ref},p}} \quad (12)
\]

\[
k_{f1,X,Y} = \frac{f_{1,Y,M}}{f_{1,Y,p}} = \frac{f_{1,X,M}}{f_{1,X,p}} \quad (13)
\]

Assessment of fulfilment of similarity criteria for aeroelastic models

Aeroelastic model for each of the buildings was created and calibrated taking into account fulfilment of the most important mechanical similarity criteria with iterative method. The assessment of fulfilment of mechanical similarity criteria, considering the parameters of adopted aeroelastic model, can be characterised as follows:

**Total mass of aboveground part of model:** \( M_{\text{total},M} = 0.149 \text{ kg} \)

Hence:
According to above, it can be concluded that criterion of similarity of masses is not fulfilled. Taking this into account, if other similarity criteria were fulfilled with enough approximation, the results of measurements of the response of such aeroelastic model (e.g. vibrations acceleration) should be decreased $\kappa$ times (in this case, divided by 7.25).

### Mean logarithmic decrements of vibrations damping

Mean logarithmic decrements of vibrations damping

For the first frequency of free vibrations in the direction of the $X$ axis, it results that:

$$k_{f1,X} = \frac{11.66}{0.27} = 300 \frac{v_{ref,M}}{18.8}$$

From criterion of kinematic Strouhal number (1.11) for first frequency of free vibrations in the $X$ direction it results that:

$$k_{f1,X} = \frac{11.66}{0.27} = 300 \frac{v_{ref,M}}{18.8}$$

(16)
hence:

\[ v_{\text{ref}} = \frac{11.66 \cdot 18.8}{0.27 \cdot 300} = 2.71 \text{ m/s} \]  

(17)

Wind tunnel tests should be conducted at mean wind velocity \( v_{\text{ref}} \). However, this velocity was increased to value of \( v_{\text{ref}}^* = 3.4 \text{ m/s} \) because of small vibrations amplitudes at lower velocity (amplitudes were close to measurement range of measuring instruments). Because of this measurements results should be scaled with the use of respective factor.

When increasing \( v_{\text{ref},M} \) from 2.7 m/s to 3.4 m/s fluctuations of wind velocity are increased from \( v'_{M} \) to \( v'_M^* \) as well. It can be assumed with a good approximation that \( \frac{v_{\text{ref},M}^*}{v_{\text{ref},M}} = \frac{v'_{M}^*}{v'_M} \). Therefore, dimensionless dynamic component of wind action, appearing on the right side of the motion equation of models is almost unchanged. Nevertheless, kinematic Strouhal number changes as follows: \( \frac{St_{\text{ref},M}}{St_{\text{ref},M}} = \frac{v_{\text{ref},M}^*}{v_{\text{ref},M}} = \frac{2.7}{3.4} = 0.79 \). In turn, this change causes that model responses in resonance zones increase by the factor resulting from the following relation:

\[ \mu = \frac{1}{\frac{St_{\text{ref},M}}{St_{\text{ref},M}}} = \frac{v_{\text{ref},M}^*}{v_{\text{ref},M}} = \frac{3.4}{2.7} = 1.26 \]  

(18)

The second similarity criterion for vibrations frequency has the following form:

\[ \frac{f_{1,Y,M}}{f_{1,X,M}} = \frac{18.34}{11.66} = 1.57 \]  

(19)

\[ \frac{f_{1,Y,P}}{f_{1,X,P}} = \frac{0.47}{0.27} = 1.74 \]  

(20)

Taking into account uncertainties given above (concerning real values of frequencies of buildings free vibrations \( f_{1,X,P} \) and \( f_{1,Y,P} \)), it can be concluded that above similarity criterion regarding ratio of frequency of free vibrations is fulfilled with a good approximation.

**Relationships for other similarity scales**

Assuming that:

- geometrical scale \( k_D \) is:

\[ k_D = \frac{D_{\text{ref},M}}{D_{\text{ref},P}} = \frac{1}{300} \]  

(21)

- frequency scale \( k_f \) is:

\[ k_f = k_{f1,X} = \frac{11.66}{0.27} = 43.18, \quad k_{f1,X}^* = \frac{D_{\text{ref},P}}{D_{\text{ref},M}} \frac{v_{\text{ref},M}^*}{v_{\text{ref},M}} = \frac{300}{1} \frac{3.4}{18.8} = 54.25 \]  

(22)

- time scale \( k_t \) is:

\[ k_t = \left( \frac{1}{k_f} \right) = \frac{0.27}{11.66} = 0.023, \quad k_t^* = \frac{1}{k_f^*} = \frac{1}{54.25} = 0.01843 \]  

(23)

Then velocity scale \( k_v \) is:

\[ k_v = \frac{k_D}{k_t} = \frac{\frac{1}{300}}{0.023} = 0.145, \quad k_v^* = \frac{k_D}{k_t^*} = \frac{\frac{1}{300}}{0.01843} = 0.181 \]  

(24)

and acceleration scale \( k_a \) is:
\[ k_a = \frac{k_D}{k_t^2} = \frac{1}{\frac{300}{0.023^2}} = 6.30, \quad k_a^* = \frac{k_D}{k_t^2} = \frac{1}{\frac{300}{0.01843^2}} = 9.814 \] (25)

Hence, due to unfulfilment of criterion of kinematic Strouhal number, relationships between accelerations of building models \(a_M^*\) and prototypes \(a_P\) are as follows:

\[ a_M^* = k_a^* a_P = \mu \cdot k_a \cdot a_P \] (26)

Moreover, taking into account remarks about unfulfilment of similarity criteria of mass for buildings models and their prototypes, relationships between accelerations measured on the buildings models \(a_M^{**}\) and on their prototypes \(a_P\) can be defined as:

\[ a_M^{**} = \kappa \cdot \mu \cdot k_a \cdot a_P \] (27)

or in another form:

\[ a_P = \frac{a_M^{**}}{\kappa \cdot \mu \cdot k_a} = \frac{a_M^{**}}{7.25 \cdot 1.26 \cdot 9.814} = 0.0112 \cdot a_M^{**} \] (28)

2.2 Wind tunnel parameters and apparatus

Wind tunnel tests were conducted for 12 angles of wind inflow, with increment of 30°. The accelerometers, placed in upper parts of the model, were used to register building accelerations in X and Y direction. The measurement results were processed using narrow-band filter for first frequencies of free vibrations for directions X and Y. Then, the results of this process were multiplied by scale factors resulting from similarity criteria. Finally, they were compared with limit accelerations.

Model tests were conducted at the boundary layer aerodynamic tunnel of Wind Engineering Laboratory of Cracow University of Technology. The dimensions of the working section are 1.6 m height and 2.2 m width; however, with adjacent compensation chambers bordered by slotted walls on both sides, the width is about 3.5 m. Such design allows for a significant reduction of boundary layer disturbances during partially blocked flow, enabling for investigations on larger model while minimizing the errors resulting from blockage effect. Details of the wind tunnel are shown in Fig. 8 and Fig. 9.

Figure 8: Longitudinal cross section of Wind Engineering Laboratory of Cracow University of Technology wind tunnel (all dimensions in [cm]).
The working section is ended with a cascade of horizontal airfoil profiles that reduces the influence of vortices generated by the fan on an air flow in the area of the rotational table. Guide vanes, inlet, beehive frame, stabilization chamber, confusor are the elements designed to take over the stream either returning through the return channel or taken from above the building roof by external air scoop and direct it respectively, making the stream homogeneous and of a very low turbulence before the inflow to the working section. The diffuser which is behind the working section is of a rectangular shape at the beginning part and of a circular shape at the end part (cross-section of the fan) and its length is equal to 5 m.

The axial fan, single-stage of efficiency 0.8 – 0.9, the outer diameter 2.72 m and the velocity of the end of the fan blade up to 100 m/s, is located on the suction side of the wind tunnel. The engine of the alternate current, shorted, driving the fan with a power of 200 kW, of nominal revolutions 750 rpm and supply voltage 220 V, controlled by inverter. Maximum mean flow velocity in the working section is 40 m/s.

The vibrations of aeroelastic model were measured with Brüel & Kjær Type 3050-B-060 module with DeltaTron Accelerometers Type 4507 B 002. This allowed for direct measurement of amplitudes of model accelerations under the effect of strong wind.

2.3 Wind and dynamic characteristics adopted in model tests and in analysis of tests results for subject buildings

Wind characteristics of inflowing air according to [4] and dynamic characteristics of the analysed buildings which were adopted in model tests and in analysis of tests results are as follows:

- Category of terrain roughness: IV; exponent of power law wind profile: $\alpha = 0.24$;
- Basic wind velocity: $v_b = 22$ m/s;
- Reference height in the nature: $z_{ref} = 102.5$ m;
- Mean wind velocity at the reference height:
  \[
  v_{ref} = v_m(102.5) = 22.0 \cdot 0.62 \left(\frac{102.5}{10}\right)^{0.24} = 23.8 \text{ m/s}
  \] (29)
- Reference velocity for 5-years return period:
The following denotations are used: \( v_L \) – mean wind velocity with \( L \) years return period, \( v_k \) – characteristic wind velocity (i.e. mean wind velocity with \( L = L_k = 50 \) years return period). Assuming Gumbel distribution and averaged values of the parameters of this distribution in European conditions, the following relationships can be written [3]:

\[
v_L = U - \frac{1}{a} \ln \left( -\ln \left( 1 - \frac{1}{L} \right) \right) \approx (0.1 + 0.3); \text{ on average: } \frac{1}{a} \approx 0.13U \tag{30}
\]

\[
\frac{v_L}{v_k} \approx \frac{1 - 0.13 \ln \left( -\ln \left( 1 - \frac{1}{L} \right) \right)}{1 - 0.13 \ln \left( -\ln \left( 1 - \frac{1}{L_k} \right) \right)} \tag{31}
\]

Assuming \( L_k = 50 \) years, values of \( \frac{v_L}{v_k} \) were calculated using different values of \( L \). This value can be calculated for return period of \( L = 5 \) years:

\[
v_{ref,L(5\text{year })} = v_{ref,L(50\text{years})}(0.79) = 23.8 \cdot 0.79 = 18.8 \frac{m}{s} \tag{32}
\]

Above relationship concerns mean wind velocity in open agricultural area at the height of 10 m above ground. However, it can be assumed (due to lack of data) that this relationship can also be adopted for mean wind velocity at any height \( z \) above terrain of other type and, in consequence, for dynamic component of wind action \( \omega(z,t) \) which linearly depends on mean wind velocity \( \bar{v}(z) \) and its fluctuations \( v'(z,t) \). Fluctuations \( v'(z,t) \) depend on mean wind velocity \( \bar{v}(z) \) and decrease with decreasing of mean wind velocity \( \bar{v}(z) \). Then, it can be assumed that dynamic component of wind action corresponding to \( v_k \) (ie. \( L = 5 \) years) is \( (0.79)^2 \) times smaller than this component in the case if \( v_k = v_5 \).

- Building height: \( H_A = H_B = 102.5 \) m;
- Total mass of aboveground part of each building: \( M_{total,P} = 29.113 \cdot 10^{6} \) kg;
- Total mass of aboveground part of each model: \( M_{total,M} = 0.149 \) kg;
- Basic frequencies of free vibrations of the buildings for direction \( X \) and \( Y \), received from the consulting engineers basing on the calculations of free vibrations of these buildings, are as follows: \( f_{1X} = 0.27 \) Hz; \( f_{1Y} = 0.47 \) Hz. It is worth to mention that adopted frequencies \( f_{1X} \) and \( f_{1Y} \) can differ from these for real objects because of the following reasons:
  1. Stiffness of so called non-structural elements of the buildings are not taken into account;
  2. Mass of the buildings resulting from variable payload of the buildings can be different;
  3. Material and mechanical characteristics of structural elements of the buildings adopted in dynamic calculations can differ from these for real objects;
- Basic frequencies of free vibrations of the buildings models in direction \( X \) and \( Y \) are: \( f_{1X} = 11.66 \) Hz; \( f_{1Y} = 18.34 \) Hz
- Logarithmic decrements of vibrations damping for each building relating to frequencies \( f_{1X} \) and \( f_{1Y} \) should be in the range of: \( \Delta \in (0.08 \div 0.15) \) [5].

### 2.4 Models for the tests

The models for the aeroelastic tests were created in the scale of 1:300. Such scale allowed for recreation of the surroundings of the subject buildings in a radius of 300 m. Due to its close
proximity to the subject buildings and towering height, possibly impacting the results, also the Warsaw Spire building (180 m) was added to the model, despite its location outside of the surroundings radius. Fig. 10 shows the computer model of the buildings and their surroundings, while the physical model in the working space of wind tunnel is presented in Fig. 11.

![Figure 10: Computer model of the analyzed buildings (marked in red) and their surroundings.](image1)

On the contrary of the rest of the model which was made as rigid models from PVC, ABS and HIPS plastics, the aeroelastic models of the two subject buildings were made from light plywood (cover) and steel or aluminum core (depending on the variant of the model). Three different variants were created with different structural design (see Fig. 12). For each of the variants, dynamic characteristics were investigated, which allowed for the comparison and final choice of the model which best corresponds to the real life characteristics of the buildings.
Model shown in Fig. 12c was chosen. Subsequently, this model has been tuned and calibrated to the real life dynamic characteristics of the buildings (mostly concerning the ratio of first two natural frequencies and damping).

Figure 12: Different variants of aeroelastic model of the subject buildings.

3 RESULTS AND ANALYSIS

3.1 Results of aeroelastic tests

Basing on the results of wind tunnel model tests conducted on aeroelastic models of buildings A and B, RMS values of filtered signals of vibrations acceleration in natural scale were determined. The appropriate similarity scales were taken into account. Then, RMS values were compared with limit values of vibrations acceleration $RMS_{\text{dop}}$ in accordance with Fig. 3.

RMS values obtained for directions $X$ and $Y$ ($RMS_X$ and $RMS_Y$) and values of $RMS_{\text{max}} = \sqrt{RMS_X^2 + RMS_Y^2}$ as well as limit values of $RMS_{\text{lim}}$ were summarised in Tab. 1, 2 and were presented in Fig. 13 and 14.
Table 1: RMS values of vibrations acceleration due to vibration comfort of residents for building A, in [m/s²]

### Filtration X1

<table>
<thead>
<tr>
<th>Angle $\bar{\theta}$</th>
<th>Central frequency [Hz]</th>
<th>$RMS_x$</th>
<th>$RMS_y$</th>
<th>$RMS_{max}$</th>
<th>$RMS_{lim}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>0.22</td>
<td>0.014</td>
<td>0.004</td>
<td>0.015</td>
<td>0.050</td>
</tr>
<tr>
<td>30°</td>
<td>0.22</td>
<td>0.005</td>
<td>0.003</td>
<td>0.006</td>
<td>0.050</td>
</tr>
<tr>
<td>60°</td>
<td>0.22</td>
<td>0.007</td>
<td>0.005</td>
<td>0.008</td>
<td>0.050</td>
</tr>
<tr>
<td>90°</td>
<td>0.22</td>
<td>0.004</td>
<td>0.003</td>
<td>0.005</td>
<td>0.050</td>
</tr>
<tr>
<td>120°</td>
<td>0.22</td>
<td>0.005</td>
<td>0.002</td>
<td>0.005</td>
<td>0.050</td>
</tr>
<tr>
<td>150°</td>
<td>0.22</td>
<td>0.009</td>
<td>0.001</td>
<td>0.009</td>
<td>0.050</td>
</tr>
<tr>
<td>180°</td>
<td>0.22</td>
<td>0.007</td>
<td>0.001</td>
<td>0.007</td>
<td>0.050</td>
</tr>
<tr>
<td>210°</td>
<td>0.22</td>
<td>0.005</td>
<td>0.001</td>
<td>0.005</td>
<td>0.050</td>
</tr>
<tr>
<td>240°</td>
<td>0.22</td>
<td>0.005</td>
<td>0.001</td>
<td>0.005</td>
<td>0.050</td>
</tr>
<tr>
<td>270°</td>
<td>0.22</td>
<td>0.008</td>
<td>0.001</td>
<td>0.008</td>
<td>0.050</td>
</tr>
<tr>
<td>300°</td>
<td>0.22</td>
<td>0.013</td>
<td>0.002</td>
<td>0.013</td>
<td>0.050</td>
</tr>
<tr>
<td>330°</td>
<td>0.22</td>
<td>0.010</td>
<td>0.002</td>
<td>0.010</td>
<td>0.050</td>
</tr>
</tbody>
</table>

### Filtration Y1

<table>
<thead>
<tr>
<th>Angle $\bar{\theta}$</th>
<th>Central frequency [Hz]</th>
<th>$RMS_x$</th>
<th>$RMS_y$</th>
<th>$RMS_{max}$</th>
<th>$RMS_{lim}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>0.35</td>
<td>0.009</td>
<td>0.005</td>
<td>0.011</td>
<td>0.042</td>
</tr>
<tr>
<td>30°</td>
<td>0.35</td>
<td>0.004</td>
<td>0.004</td>
<td>0.006</td>
<td>0.042</td>
</tr>
<tr>
<td>60°</td>
<td>0.35</td>
<td>0.006</td>
<td>0.006</td>
<td>0.008</td>
<td>0.042</td>
</tr>
<tr>
<td>90°</td>
<td>0.35</td>
<td>0.004</td>
<td>0.004</td>
<td>0.006</td>
<td>0.042</td>
</tr>
<tr>
<td>120°</td>
<td>0.35</td>
<td>0.005</td>
<td>0.006</td>
<td>0.008</td>
<td>0.042</td>
</tr>
<tr>
<td>150°</td>
<td>0.35</td>
<td>0.007</td>
<td>0.004</td>
<td>0.008</td>
<td>0.042</td>
</tr>
<tr>
<td>180°</td>
<td>0.35</td>
<td>0.006</td>
<td>0.004</td>
<td>0.007</td>
<td>0.042</td>
</tr>
<tr>
<td>210°</td>
<td>0.35</td>
<td>0.004</td>
<td>0.003</td>
<td>0.005</td>
<td>0.042</td>
</tr>
<tr>
<td>240°</td>
<td>0.35</td>
<td>0.005</td>
<td>0.004</td>
<td>0.006</td>
<td>0.042</td>
</tr>
<tr>
<td>270°</td>
<td>0.35</td>
<td>0.007</td>
<td>0.004</td>
<td>0.008</td>
<td>0.042</td>
</tr>
<tr>
<td>300°</td>
<td>0.35</td>
<td>0.010</td>
<td>0.005</td>
<td>0.011</td>
<td>0.042</td>
</tr>
<tr>
<td>330°</td>
<td>0.35</td>
<td>0.008</td>
<td>0.004</td>
<td>0.008</td>
<td>0.042</td>
</tr>
</tbody>
</table>
Building B, $v_{ref, L(5 \text{ years})} = 18.8 \text{ m/s}$

### Filtration X1

<table>
<thead>
<tr>
<th>Angle $\bar{\theta}$</th>
<th>Central frequency [Hz]</th>
<th>$RMS_X$</th>
<th>$RMS_Y$</th>
<th>$RMS_{max}$</th>
<th>$RMS_{lim}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>0.27</td>
<td>0.009</td>
<td>0.004</td>
<td>0.010</td>
<td>0.046</td>
</tr>
<tr>
<td>30°</td>
<td>0.27</td>
<td>0.008</td>
<td>0.004</td>
<td>0.009</td>
<td>0.046</td>
</tr>
<tr>
<td>60°</td>
<td>0.27</td>
<td>0.008</td>
<td>0.004</td>
<td>0.009</td>
<td>0.046</td>
</tr>
<tr>
<td>90°</td>
<td>0.28</td>
<td>0.005</td>
<td>0.004</td>
<td>0.007</td>
<td>0.045</td>
</tr>
<tr>
<td>120°</td>
<td>0.24</td>
<td>0.007</td>
<td>0.004</td>
<td>0.008</td>
<td>0.048</td>
</tr>
<tr>
<td>150°</td>
<td>0.24</td>
<td>0.006</td>
<td>0.004</td>
<td>0.007</td>
<td>0.048</td>
</tr>
<tr>
<td>180°</td>
<td>0.24</td>
<td>0.005</td>
<td>0.004</td>
<td>0.006</td>
<td>0.048</td>
</tr>
<tr>
<td>210°</td>
<td>0.28</td>
<td>0.004</td>
<td>0.003</td>
<td>0.005</td>
<td>0.045</td>
</tr>
<tr>
<td>240°</td>
<td>0.28</td>
<td>0.006</td>
<td>0.003</td>
<td>0.007</td>
<td>0.045</td>
</tr>
<tr>
<td>270°</td>
<td>0.28</td>
<td>0.006</td>
<td>0.003</td>
<td>0.006</td>
<td>0.045</td>
</tr>
<tr>
<td>300°</td>
<td>0.28</td>
<td>0.006</td>
<td>0.003</td>
<td>0.007</td>
<td>0.045</td>
</tr>
<tr>
<td>330°</td>
<td>0.27</td>
<td>0.007</td>
<td>0.003</td>
<td>0.007</td>
<td>0.046</td>
</tr>
</tbody>
</table>

### Filtration Y1

<table>
<thead>
<tr>
<th>Angle $\bar{\theta}$</th>
<th>Central frequency [Hz]</th>
<th>$RMS_X$</th>
<th>$RMS_Y$</th>
<th>$RMS_{max}$</th>
<th>$RMS_{lim}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>0.37</td>
<td>0.005</td>
<td>0.007</td>
<td>0.009</td>
<td>0.041</td>
</tr>
<tr>
<td>30°</td>
<td>0.37</td>
<td>0.005</td>
<td>0.007</td>
<td>0.008</td>
<td>0.041</td>
</tr>
<tr>
<td>60°</td>
<td>0.37</td>
<td>0.005</td>
<td>0.007</td>
<td>0.008</td>
<td>0.041</td>
</tr>
<tr>
<td>90°</td>
<td>0.37</td>
<td>0.005</td>
<td>0.006</td>
<td>0.008</td>
<td>0.041</td>
</tr>
<tr>
<td>120°</td>
<td>0.37</td>
<td>0.002</td>
<td>0.007</td>
<td>0.008</td>
<td>0.041</td>
</tr>
<tr>
<td>150°</td>
<td>0.37</td>
<td>0.002</td>
<td>0.008</td>
<td>0.009</td>
<td>0.041</td>
</tr>
<tr>
<td>180°</td>
<td>0.37</td>
<td>0.002</td>
<td>0.007</td>
<td>0.007</td>
<td>0.041</td>
</tr>
<tr>
<td>210°</td>
<td>0.37</td>
<td>0.003</td>
<td>0.005</td>
<td>0.006</td>
<td>0.041</td>
</tr>
<tr>
<td>240°</td>
<td>0.37</td>
<td>0.005</td>
<td>0.005</td>
<td>0.007</td>
<td>0.041</td>
</tr>
<tr>
<td>270°</td>
<td>0.37</td>
<td>0.004</td>
<td>0.005</td>
<td>0.007</td>
<td>0.041</td>
</tr>
<tr>
<td>300°</td>
<td>0.37</td>
<td>0.005</td>
<td>0.006</td>
<td>0.007</td>
<td>0.041</td>
</tr>
<tr>
<td>330°</td>
<td>0.37</td>
<td>0.005</td>
<td>0.007</td>
<td>0.008</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Table 2: RMS values of vibrations acceleration due to vibration comfort of residents for building B, in [m/s²]
Figure 13. RMS values of vibrations acceleration due to vibration comfort of residents of building A: a) filtration \(X1\), Building A, \(v_{ref.L(5\text{ years})} = 18.8\) m/s

RMS values of vibrations acceleration \([\text{m/s}^2]\) with respect to the angle of wind inflow \(\bar{\theta}\); Filtration \(X1\), Building A, \(v_{ref.L(5\text{ years})} = 18.8\) m/s

RMS values of vibrations acceleration \([\text{m/s}^2]\) with respect to the angle of wind inflow \(\bar{\theta}\); Filtration \(Y1\), Building A, \(v_{ref.L(5\text{ years})} = 18.8\) m/s
3.2 Results analysis and evaluation of vibrational comfort

RMS values of vibrations acceleration meet the requirement of vibration comfort in all considered cases:

\[ RMS_{\text{max}} \leq RMS_{\text{lim}} \]

which proves there is sufficient stiffness of the analysed buildings.

It should be mentioned that one can observe unevenness of vibrations level with respect to the angle of wind inflow in the Figure 5 and 6. It may be the result of significant aerodynamic
interference appearing between the analysed buildings and the neighbouring buildings (mainly from the east). However, the observed phenomena are not dangerous for the analysed buildings. It can be concluded that the stiffness of the building is sufficient and the building meets requirements of vibrational comfort.

4 CONCLUSIONS
The proposed method allowed for obtaining reliable results, which could be implemented in practical engineering design. Combining the deeply developed mathematical model based on similarity criteria with tests in wind tunnel on physical models proved to be a good solution of the problem. The authors are planning to extend this approach in further works by also including the torsional mode of vibrations along with two basic axial ones. In this case the torsional frequency was much higher, but in taller slender buildings it also plays an important role in the evaluation of the vibrations as it can have values which are even below 1 Hz.

The obtained results are what can be expected for buildings of this height and massing. The problems with vibrational comfort of building’s occupants occur mostly in taller buildings with lower natural frequencies. In this case, there clearly should be no problem with harmful wind-induced vibrations (in light of employed evaluation criteria) as the measured and calculated values are much below the limit thresholds. However, the buildings – due to their regular shape and similarity – provided to be a good way of validating the used method. Furthermore, the differences of vibration acceleration RMS values, which can be noticed between Fig. 13 and Fig. 14 for each of the buildings, highlight the significant role of aerodynamic interference of surrounding buildings. The location between two other tall buildings (comp. Fig. 10) of building B seems to be having a significant impact on the values of its vibrations along $X$ axis, which are considerably smaller than what can be observed for building A.
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Abstract. In 2009, a crack was discovered in the bracing member around the intermediate pier of Ikitsuki Bridge, a truss bridge in Nagasaki Prefecture, Japan. As a result of a field oscillation measurement by Nagasaki University, the main cause of the crack was identified as the Kármán vortex-induced vibration. However, aerodynamic vibrations were also observed even in the wind speed range lower than the resonance wind speed of the Kármán vortex-induced vibration. Conventionally, according to the result of a wind tunnel test using side ratios of B/D=2.0-8.0 (B: along-wind length, D: cross-wind length), the motion-induced vortex vibration caused by unification of the separated vortex from leading edge and the secondary vortex at trailing edge was recognized. However, considering the fact that the side ratio of the section of the bracing member of Ikitsuki Bridge is B/D=1.18, there has been a little past research on motion-induced vortex vibration on a rectangular cross section of B/D of less than 2. Therefore, the authors moved forward with a research of the motion-induced vortex vibration, focusing on the rectangular cross sections with small side ratios including B/D=1.18. In order to clarify the generation of motion-induced vortex vibration, a spring-supported test and a smoke flow visualization test were conducted on the said cross sections. A possibility was shown that without the formation of the secondary vortex at trailing edge, a motion-induced vortex vibration might occur. Based on the wind tunnel test results, this research aimed to verify whether or not the secondary vortex at trailing edge is essential for the generation of motion-induced vortex vibration. As a result, it was found that it is considered that the secondary vortex at trailing edge is not always necessary not only for rectangular cross-sections with less than a side ratio of B/D=2, but also for a cross section similar to the rectangular cross section at both small amplitude range at the onset reduced wind speed of motion-induced vortex vibration and a comparatively large amplitude range where the maximum response amplitude of motion-induced vortex vibration occurs.
1 INTRODUCTION

The vortices separated from rectangular cross sections are broadly classified into Kármán vortices and motion-induced vortices (separated vortices from leading edge) [1, 2]. The former are those that are accompanied by the interferences of two separated shear layers at both the top and bottom surfaces of the structures. The latter are the ones that are shedding separately from the leading edges of the top and bottom surfaces caused by the separated shear layers at the top and bottom surfaces excited alternately due to the vibration of the rectangular cross section. The vibration caused by the latter vortices was found in the past wind tunnel tests [3, 4]. The vibration is known as either motion-induced vortex vibration [1, 2] or impinging-shear-layer instability [5-8]. The onset wind speed of this vibration depends on the side ratio of the rectangular cross section and this relation was schematically clarified [1, 8]. The mechanisms of the motion-induced vortex vibration of the rectangular section and H-shaped section cylinders were also revealed [9-12]. This research is involved in the motion-induced vortex vibration generated in a bracing member of a real truss bridge in Japan.

In 2009, Ikitsuki Bridge, a truss bridge in Nagasaki Prefecture with a center span length of 400 m, was discovered to have a crack in the bracing member of the bridge [13]. As a result of the subsequent vibration measurement at the site, the main cause of the crack was identified as Kármán vortex-induced vibration. However, vibrations were also observed in the wind speed range of 7-8 m/s, which was lower than the resonance wind speed of Kármán vortex-induced vibration. Conventionally, according to the results from a wind tunnel test using a side ratio of $B/D=2.8$, the motion-induced vortex vibration was confirmed [1]. However, the side ratio of the section of the bracing member is $B/D=1.18$, and there has been a little past research on motion-induced vortex vibration on a rectangular cross section of $B/D$ of less than 2. Therefore, in the past research, a spring-supported test was carried out targeting a rectangular cross section of $B/D=1.18$. Furthermore, unsteady aerodynamic lift measurement and flow field visualization were performed and the results of the spring-supported test were discussed. It was found in the past research that it is considered that the secondary vortex at trailing edge is not always essential for the generation of the motion-induced vortex vibration for the cross section of $B/D=1.18$ at the onset reduced wind speed region.

The purpose of this research is to further assure the conclusions of past research. Specifically, in this research, the necessity of a secondary vortex at trailing edge not only at the onset reduced wind speed region, but also at the reduced wind speed region where the maximum response amplitude of motion-induced vortex vibration occurs were discussed through spring-supported tests and flow visualization tests using the models of three kinds of cross-sectional shapes where a secondary vortex at trailing edge is considered less likely to occur.

2 PAST RESEARCH RESULTS

Figure 1 shows the result of the spring-supported test of the cross section of $B/D=1.18$ for an angle of attack of 0 degrees [14]. Vibrations were confirmed from the neighborhoods of reduced wind speed $Vr=2$ and 8. Because the reduced wind speed at motion-induced vortex vibration is calculated as $Vr=1.67B/D=1.67 \times 1.18=2.0$ [1], vibrations around $Vr=2$ were considered to be motion-induced vortex vibrations. The effects of the existence or non-existence of flange on the maximum response amplitude of motion-induced vortex vibration are extremely small.

The Strouhal number measured on the cross-section with flanges was $St=0.124$ [14]. Its inverse number is the critical reduced wind speed of the beginning of the Kármán vortex-induced vibration. In other words, because $Vr=1/St=1/0.124=8.1$, a vibration beginning in the neighborhood of a reduced wind speed of 8 can be judged as Kármán vortex-induced vibra-
tion. However, from the fact that the Scruton number in this experiment’s case was small at $Sc=1.32$, it was found that Kármán vortex-induced vibration was changed to a galloping along with the increase in wind speed.

![Graph showing the non-dimensional amplitude of vibration vs reduced wind velocity](image)

Figure 1: Spring-supported test result ($B/D=1.18$, angle of attack, $\alpha=0$ deg.) [14]

Figure 2 shows unsteady aerodynamic lift coefficients $C_{L_{\text{un}}}$ in the wind speed range of $V_r=0$-5. $C_{L_{\text{un}}}$ in the ranges of the wind speed of motion-induced vortex vibration are positive values and they correspond to the responses in Figure 1. This shows the same tendency as the result that was confirmed by Yagi et al [15] that unsteady aerodynamic force coefficient $H_{I*}$ of rectangular cross-section with a side ratio of $B/D=1$ becomes a positive value in the neighborhoods of $V_r=1.67B/D=1.67$ and $V_r=1/St$. Furthermore, Nakamura and Mizota suggested the existence of low speed instability from the results of measuring unsteady aerodynamic lifts using a rectangular cross section of $B/D=1$ [16,17].

![Graph showing unsteady aerodynamic lift coefficients](image)

Figure 2: Unsteady aerodynamic lift coefficients [14]
Figures 3(a) shows the relation between the amplitude of forced-oscillation and the generation probability of the secondary vortex at trailing edge, regarding a model of $B/D=1.18$. The generation probability of the secondary vortex at trailing edge is defined as (the number of secondary vortex at trailing edge/20) $\times 100(\%)$. Figures 3(b) shows the relation between reduced wind speed, $V_r$ and non-dimensional double amplitude, $2\eta/D$ which is obtained on a time-averaged basis. Figures 3(c) shows the results of the flow visualizations. Additionally, the generation of the secondary vortex at trailing edge for the model with a side ratio of $B/D=1.18$ is usually recognized when the amplitude of oscillation is more than $2\eta/D=0.05$, shown in Figure 3(a). However, according to the result of the spring-supported test of this model, shown in Figure 3(b), the motion-induced vortex vibration was observed to form in the amplitude below $2\eta/D=0.05$ at a reduced wind speed of $V_r=2.0$. There was a hysteretic behavior observed in between $V_r=2.6$ and $V_r=3.3$.

![Figure 3: $B/D=1.18$, (a) Generation probability for secondary vortex at trailing edge at $V_r=2.0$, (b) Relation between $V_r$ and $2\eta/D$, (c) Flow visualization test results of forced-oscillating model at the top displacement in $2\eta/D=0.05$ and 0.15, at the bottom displacement in $2\eta/D=0.10$ [18].](image)

### 3 EXPERIMENTAL SETUP

#### 3.1 Section models

Cross-sectional shapes where a secondary vortex at trailing edge is considered not to occur or to be less likely to occur during vibration were selected, as shown in Figure 4. The gradient $\theta$ was provided in a mainstream direction at the downstream side of a rectangular cross-section of a side ratio of $B/D=2$, and $\theta$ was changed to $\theta=5$ degrees, 10 degrees and 15 degrees. In addition to that, a rectangular cross section with a side ratio of $B/D=2$ was added for a spring-supported test for comparison, and the wind-tunnel tests were conducted in a smooth flow for four cross-sections in total.
3.2 Spring-supported tests

The spring-supported test was conducted in the middle-sized wind tunnel (cross-section: 1.8m high × 0.9m wide) at Kyushu Institute of Technology. Main experimental conditions for the model were: mass per unit length = 2.82 - 5.43 kg/m, natural frequency of heaving vibration = 5.25 - 7.29 Hz, logarithmic decrement of structural damping = 0.004 - 0.008 and Scruton number = 4.7. Table 1 shows the conditions for the spring-supported tests. Figure 5 shows a photo of the section model installed in the wind tunnel.

<table>
<thead>
<tr>
<th>Test</th>
<th>B (mm)</th>
<th>D (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring-supported tests</td>
<td>180</td>
<td>90</td>
</tr>
<tr>
<td>Flow visualization tests</td>
<td>40</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1: Spring-supported test conditions.

<table>
<thead>
<tr>
<th>$\theta$ (deg.)</th>
<th>$D$ (m)</th>
<th>Air density $\rho$ (kg/m$^3$)</th>
<th>Natural frequency $f$ (Hz)</th>
<th>Mass per unit length $m$ (kg/m)</th>
<th>Logarithmic decrement $\delta$</th>
<th>Scruton Number $Sc=2m \delta / \rho D^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0$^\circ$</td>
<td>0.09</td>
<td>1.21</td>
<td>5.25</td>
<td>5.43</td>
<td>0.00428</td>
<td>4.75</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>1.19</td>
<td>7.23</td>
<td>2.87</td>
<td>0.00791</td>
<td>4.73</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>1.20</td>
<td>7.27</td>
<td>2.83</td>
<td>0.00812</td>
<td>4.73</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>1.19</td>
<td>7.29</td>
<td>2.82</td>
<td>0.00796</td>
<td>4.67</td>
</tr>
</tbody>
</table>

*) Rectangular cross section of $B/D=2$

Figure 5: Section model for a spring-supported test mounted in Kyushu Institute Technology wind tunnel.

3.3 Flow visualization tests

Figure 6 shows the experimental system of the flow visualization test. The flow field visualizations around the model during forced-oscillating times were conducted using a small-sized wind tunnel (0.4m high × 0.4m wide) at Kyushu Institute of Technology. It was considered that the wind speeds in the wind tunnel of $V=0.6$ - 1.0 m/s are good for visualization, so that eventually $V=0.6$ m/s was selected. As for the forced-oscillating amplitude $\eta$, because the
peak of aerodynamic response in the range of low wind speed is $2\eta/D=0.30$ approximately, the non-dimensional double amplitudes were set up as $2\eta/D=0.02$-0.35 in accordance with the spring-supported test results. Figures 7 and 8 show the forced oscillation system and the installation status of a model, respectively. Table 2 shows the conditions for the flow visualization tests.

![Flow visualization test system](image)

Figure 6: Flow visualization test system.

![Forced oscillation system for flow visualization tests](image)

Figure 7: Forced oscillation system for flow visualization tests.

![Section model for flow field visualization test mounted in Kyushu Institute Technology wind tunnel](image)

Figure 8: Section model for flow field visualization test mounted in Kyushu Institute Technology wind tunnel.

<table>
<thead>
<tr>
<th>$\theta$ (deg.)</th>
<th>Reduced wind speed $V_r=V/D$</th>
<th>Frequency of forced oscillation method $f$ (Hz)</th>
<th>Forced-oscillating non-dimensional amplitudes $2\eta/D$</th>
<th>Frame rate (fps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.9</td>
<td>7.69</td>
<td>0.02-0.30 (every 0.02 intervals)</td>
<td>69.2</td>
</tr>
<tr>
<td></td>
<td>5.2</td>
<td>5.77</td>
<td></td>
<td>51.9</td>
</tr>
<tr>
<td>10</td>
<td>4.0</td>
<td>7.50</td>
<td></td>
<td>67.5</td>
</tr>
<tr>
<td></td>
<td>5.2</td>
<td>5.77</td>
<td></td>
<td>51.9</td>
</tr>
<tr>
<td>15</td>
<td>4.6</td>
<td>6.52</td>
<td></td>
<td>58.7</td>
</tr>
<tr>
<td></td>
<td>5.2</td>
<td>5.77</td>
<td></td>
<td>51.9</td>
</tr>
</tbody>
</table>

$V$: Wind speed, $V=0.6$ m/s

Table 2: Flow visualization test conditions
4 EXPERIMENTAL RESULTS AND DISCUSSION

Figure 9 shows the results of the spring-supported tests of the three kinds of cross-sections and a rectangular cross-section of $B/D=2$. The onsets of vortex-induced vibrations were confirmed at the approximate reduced wind speed $V_r=4.0$, in all cross-sections. These vibrations are considered to be motion-induced vortex vibrations because the onset reduced wind speed of the motion-induced vortex vibration of a rectangular cross-section of a side ratio, $B/D = 2$, is approximately $V_r = 1.67B/D=3.34$, which is close to the values of the onset wind speeds of these vortex-induced vibrations. In the four kinds of cross-sections, it was confirmed that Karman vortex vibrations were generated at the approximate reduced wind speed $V_r=13$, and shifted to galloping along with wind speed increase. It was confirmed that the maximum amplitudes of the three kinds of motion-induced vortex vibrations on the cross sections which have the gradient $\theta$ are just about the same even if the gradient $\theta$ of the downstream side cross section changes. It was confirmed that in the cross section of $\theta = 15$ degrees, compared with other cross-sections, the onset wind speed range of motion-induced vortex vibration shifts to the side of high wind speed.

![Graph showing non-dimensional double amplitude vs reduced wind speed](image)

Figure 9: Spring-supported test result (angle of attack: $\alpha=0$ deg., Scruton number: $Sc=4.7$).

4.1 Onset reduced wind speed region

Figure 10 shows the measuring results of the generation probability of a secondary vortex at trailing edge of the three kinds of cross-sections having the gradient $\theta$ and a rectangular cross-section with a side ratio of $B/D=2$ [19] at the onset reduced wind speed of motion-induced vortex vibration. Figure 11 shows the visualized images of the flows at the neighborhood of the onset reduced wind speed of motion-induced vortex vibration. From Figure 10, it was confirmed that a secondary vortex at trailing edge at the onset reduced wind speed in the three cross-sections, compared with a rectangular cross-section of $B/D=2$, is less likely to occur if the gradient $\theta$ becomes larger. Furthermore, in the cross section of $\theta=15$ degrees, almost no generation of a secondary vortex at trailing edge was confirmed until non-dimensional double amplitude $2\eta/D=0.35$. Although from Figure 11, the generation of a secondary vortex...
at trailing edge was confirmed at non-dimensional double amplitude $2\eta/D=0.20$, in the cross sections of $\theta=5$ degrees and 10 degrees, no generation of a secondary vortex at trailing edge was confirmed in the cross section of gradient $\theta=15$ degrees. Therefore, it was confirmed that the larger the gradient $\theta$ is, the less the secondary vortex at trailing edge is likely to occur. By comparing the results of the spring-supported tests of Figure 9 and those of the generation probability of a secondary vortex at trailing edge at the approximate onset reduced wind speed of motion-induced vortex vibration of Figure 10, it was confirmed that no secondary vortex at trailing edge was generated in all three kinds of cross sections having the gradient $\theta$ at the small amplitude range of $2\eta/D \leq 0.04$ at the onset of motion-induced vortex vibration. From this fact, as with the case of the experimental result of a rectangular cross section of a side ratio $B/D = 2$ of the past research [19], a secondary vortex at trailing edge is not always necessary for the onset of motion-induced vortex vibration relating to the three kinds of cross sections having the gradient $\theta$.

![Figure 10: Generation probability for secondary vortex at the trailing edge at onset reduced wind speed region $\nu_r=3.9-4.6$](image)

4.2 Reduced wind speed region where the maximum response amplitude of motion-induced vortex vibration occurs

Figure 12 shows the results of the measurements of the generation probability of a secondary vortex at trailing edge of the three kinds of cross-sections having the gradient $\theta$ and a rectangular cross section with a side ratio of $B/D=2$ [19] at the reduced wind speed of $\nu_r=5.2$ where the maximum response amplitude of motion-induced vortex vibration occurs. Figure 13 shows the visualized images of the flows at the reduced wind speed with maximum amplitude of motion-induced vortex vibration. As shown in Figure 12, it was confirmed that as with the case of the generation probability of a secondary vortex at trailing edge at the onset wind speed, the greater the gradient $\theta$ is, the less the secondary vortex at trailing edge is likely to be
Figure 11: Flow visualization test results at onset reduced wind speed region ($2\eta/D = 0.20$ at the maximum downward speed).
generated. From the visualized images of the flows shown in Figure 13, the generation of a secondary vortex at trailing edge could be confirmed at trailing edge of a cross section in each cross section of gradient $\theta=5$ degrees and 10 degrees; however, that could not be confirmed in the case of the cross section of gradient $\theta=15$ degrees. In the cross sections of gradient $\theta=10$ degrees and $\theta=15$ degrees, the generation probability of a secondary vortex at trailing edge was 15% at maximum at the non-dimensional double amplitude range less than $2\eta/D = 0.26$, where motion-induced vortex vibration occurred, it was confirmed that a secondary vortex at trailing edge is not generated strongly enough.

Furthermore, the maximum amplitude of each motion-induced vortex vibration in the cross section of gradient $\theta=5$ degrees where the generation probability of a secondary vortex at trailing edge at the non-dimensional double amplitude $2\eta/D=0.26$ is 60% and in the cross-section of $\theta=15$ degrees where the generation probability of a secondary vortex at trailing edge at the non-dimensional double amplitude $2\eta/D=0.26$ is 0% is approximately the same. From this fact, it is considered that after the onset of motion-induced vortex vibration, a secondary vortex at trailing edge does not contribute enough to the exciting force of motion-induced vortex vibration at the stage where the maximum response amplitude of motion-induced vortex vibration occurs.

![Graph](image-url)

Figure 12: Generation probability for secondary vortex at the trailing edge at reduced wind speed region where maximum response amplitude of motion-induced vortex vibration occurs, $Vr=5.2$
Figure 13: Flow visualization test results at reduced wind speed region where maximum response amplitude of motion-induced vortex vibration occurs ($2\eta/D = 0.26$ at the maximum downward speed).
5 CONCLUSIONS

It was found that it is considered that the secondary vortex at trailing edge is not always necessary not only for rectangular cross-sections with less than a side ratio of $B/D = 2$, but also for a cross section similar to the rectangular cross section at both small amplitude range at the onset reduced wind speed of motion-induced vortex vibration and a comparatively large amplitude range where the maximum response amplitude of motion-induced vortex vibration occurs.
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Abstract. The focus of this research is to evaluate and compare the mechanical behaviour of three different big cranes (low profile container crane, ship to shore container crane and derrick crane) subjected to wind actions, which are schematized in two different ways: the first considering the constant actions over time and the second considering that changing over time. Regarding this second point, it was assumed a Kaimal, Wingaarard, Izumi and Coté [1] model, and the actions were determined by developing a specific Mathcad program. After a preliminary analytical cranes design, the successive steps regards the solid model and the numerical analyses performed by finite element method. The numerical results show that, if the wind actions were schematized like variable in time, the maximum displacement is greater respect the one obtained with the constant actions. This gain is important and it is not constant, but changes with the cranes type and the geometrical configurations. For low profile container crane, the increment is approximately three time while for the derrick crane with the arm at 5° position this value is only about 20%. The research is still in progress primarily in order to extend this methodology to other lifting equipment.
1 INTRODUCTION

The scope of this research is to analyze the dynamical behaviour of three different crane types subjected to wind actions. In particular, the goal of this study is to analyze the wind effects on three different geometrical crane considering different wind actions schematizations.

The cranes can be subjected to many different actions, dead load and inertia actions due to moving loads or crane parts [2,3,4,5,6], moving trolley [7,8], impulse loading [9], wind [10,11,12], earthquake [13,14]. Earthquake actions can be very dangerous, in fact, for example during Kobe earthquake, 17/1/1995 [15, 16] different cranes collapsed causing considerable damage also on the economic point of view. In this case, the principal failure modes for these structures are local or global buckling phenomena.

The wind actions are one of the main load conditions that act on lifting equipment like crane. These actions can lead the structures to collapse (for example due the overturning moment, buckling phenomena local or global, and so on) [17, 18, 19, 20]. In general, and according to the several standards (as, for example, EN 13000), the wind action and the relative load can be estimated assuming a constant force.

The magnitude of this load is correlated to the wind velocity, the area interested by the wind and some aerodynamical coefficients. However, it is important to underline that, compared to the civil structures, the mechanical ones in general are more flexible and composed by many different elements (like beam, or truss elements). Based on this point of view, assuming a constant load action applied to the structure can be unsafe for the structure. For the components, it is important to study the interaction between wind action and the dynamical behaviour of the whole crane or its parts.

In this research three different crane types (low profile container crane with retractable boom, container crane with lift arm and derrick crane) were analyzed in order to study the mechanical behaviour of the structures subjected to stochastic wind load actions.

The reason of this research is to study, evaluate and compare the results obtained by numerical analyses on crane subjected to two different wind loads schematizations i.e. constant and variable in time.

2 WIND ACTIONS

The wind actions applied to the crane produce a force that acts in two directions: one in the wind direction, and one in orthogonal direction (figure 1). The forces intensity can be evaluated by equations 1 and 2.

Figure 1: Actions on the structure by wind.
\[ F_D = \frac{1}{2} \rho [V(x, y, z, t)]^2 c_D A \]
\[ F_L = \frac{1}{2} \rho [V(x, y, z, t)]^2 c_L A \]

Where:
\( \rho \) = air density;
\( V(x, y, z, t) \) = field velocity;
c_L and c_D = lift and drag coefficients;
\( A = |A_x \cos \theta| + |A_y \sin \theta| \) is area and \( \theta \) is the yaw angle.

The numerical analyses were carried out considers two different wind action schematizations. The first schematization considering the wind action varying in time; the second one considering the action constant over time. In general, the first approach was studied by stochastic method [21, 22, 23].

### 2.1 Kaimal’s model [1.]

The wind field velocity can be expressed by formula (3):
\[ V(x, y, z, t) = V_m(z) + v(x, y, t) \]

Where:
\( V_m(z) \) = is the mean velocity, it is independent of space and time but only varies along the height of the structure (z) by formula (4):
\[ V_m(z) = V_g \left( \frac{z}{Z_g} \right)^\alpha \]

Assuming:
\( V_g = 20 \text{ m/s}; Z_g = 7.5 \text{ m}; \alpha = 1/7. \)
\( v(x, y, t) \) = is the component variable over time i.e. the fluctuating wind speed.

By summarizing as much as possible in [1, 24, 25, 26], the fluctuating part of wind velocity can be evaluated by power spectrum method (point j) (5):
\[
S_v(\omega, z) = \frac{1}{2} \frac{1}{2 \pi} \cdot 200 \cdot u(z_j)^2 \cdot \frac{1}{V_m(z_j)} \cdot \frac{1}{\left[ 1 + 50 \left( \frac{\omega z_j}{2 \pi V_m(z_j)} \right)^5 \right]}
\]

With these expression it is possible to evaluate the coherence function between two points and the fluctuating part of the wind speed (\( v \)) by formula (6) which consider a random variable in \( B(\omega, j, k) \) function.
\[
v(j, \frac{t}{\Delta t}) = \text{Re} \left\{ \sum_{k=0}^{M} \sum_{i=2}^{M} B(\omega, j, k) e^{i \rho^2 \frac{\pi}{N}} \right\}
\]

### 3 NUMERICAL PROCEDURE

For all the cranes analyzed, the main points developed are reported below.

Design a crane considering the “classical” actions: dead load, working load or payload, inertia loads and wind loads. For this point it was assumed a classical structural high strength steel (S460M or S460ML according to European standard EN 10025:2004).
After a preliminary analytical design, a solid model (Solid Works® software) and finite element analyses were carried out (Autodesk Simulation® software).

Through a specific developed Matchcad® program, the wind velocity (equation 6), the power spectrum (equations 5) and the wind forces (equations 1 and 2) were evaluated.

Each crane was divided in different sub-structures, characterized by area, position (z), and drag and lift coefficients; on each one the forces calculated at previous point were applied. It is important to underline that the number of sub-structures was chosen considering two parameters i.e. the convergence solution to the maximum crane displacement and the computational cost. In general, each fem model was composed by 5000 quadratic beam elements and by 8000 nodes. The numerical procedure adopted for fem analyses is direct integration method. For this technique, the most important parameter is the delay time between two steps. The value assumed after some iterations in order to evaluate the convergence solution on the maximum displacement is Δt = 0.05s.

4 LOW PROFILE CONTAINER CRANE

Figure 2 shows the solid crane model; the main crane parameters are: payload=50 t; lifting velocity (without load) =85 m/min; lifting velocity (with load) =35 m/min; maximum height (under spreader) =30 m; overall height =55 m; boom length =80 m.

![Figure 2: Solid model of low profile container crane with some specific points on main arm.](image)

Figures 3 and 4 show the trend of the wind velocity and the drag and lift forces applied to different points of the crane. Figure 5 shows the crane displacement.

![Figure 3 Wind velocity [m/s] and drag and lift forces [N] in different crane points [(0), (12)].](image)

2004
5 CONTAINER CRANE

The main parameters of this crane are payload =45t, total length of the main beam =125 m, and height =74 m. Figure 6 shows the crane solid model and the fem model.

Figure 7 shows the crane displacement for different points. It is important to underline that the maximum displacement is located at the arm end and the maximum magnitude is in the wind direction (y direction) i.e. orthogonal to the main beam (the translation in the other direction x and z is very low if compared with the value in y direction).
6 DERRICK CRANE

The crane parameters considered in this research are an 80-m long arm and a payload equal to 40 t when the inclination of the arm, with respect to the ground, is between 0° and 30°; while the payload equal to 60 t for an inclination of the arm between 30° and 85°. The height of central tower is 45 m. The load lifting speed was assumed equal to \( v_s = 20 \text{ m} / \text{min} \); while the arm lifting speed (speed at the height of the arm) was assumed equal to \( v_a = 10 \text{ m} / \text{min} \). Figure 8 reports the fem model for the two geometrical configurations i.e. 5° ad 85° analyzed. The figures 9 and 10 show the displacement results from numerical analyses.
Figure 9 Derrick crane displacement in $5^\circ$ geometrical configuration for different points on main arm.

Figure 10 Derrick crane displacement in $85^\circ$ geometrical configuration for different points on main arm.

7 RESULTS

The main results of this research in order to evaluate the effect of different wind actions schematizations (constant ad variable in time) on crane displacement are summarized in table 1. This table reposts also the perceptual variation with respect to the displacement values obtained considering constant wind action.

<table>
<thead>
<tr>
<th>Crane /configuration</th>
<th>Wind action=constant (A)</th>
<th>Wind action=variable in time (B).</th>
<th>Variation (B-A)/A*100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low profile</td>
<td>120.5</td>
<td>348.1</td>
<td>188.9</td>
</tr>
<tr>
<td>Container crane</td>
<td>158.7</td>
<td>320.5</td>
<td>101.9</td>
</tr>
<tr>
<td>Derrick crane / $5^\circ$</td>
<td>310.8</td>
<td>382.9</td>
<td>23.1</td>
</tr>
<tr>
<td>Derrick crane / $85^\circ$</td>
<td>384.6</td>
<td>606.7</td>
<td>57.7</td>
</tr>
</tbody>
</table>

Table 1: Maximum displacement [mm] for three different cranes and with different wind loads schematizations.
The results show that, for all numerical analyses carried out, the displacements evaluate considering that the forces variable in time are greater than the one evaluated with constant forces.

This result is very important because, correlated to the displacement value, there are three phenomena that must be taken into account in order to avoid the structures damage due to the wind actions, and these are stress state, fatigue phenomenon and the overturning moment.

Another observation is important: the increase displacement value changes with the crane typologies and the geometrical configurations. The aspect that needs further investigations may be correlate to the mechanical behavior of the crane and in particular to the natural frequencies and the mass participations factors involved in the wind load direction.

8 CONCLUSIONS

This research reports the main numerical results for three different port cranes subjected to wind actions. These actions were schematized in two different ways, one considering the velocity constant in time and the second considering the velocity changing in time.

After the design process for all cranes, a specific Mathcad® program was developed in order to evaluate the forces trend (lift and drag). The structures were divided in many different substructures and on each of these, specific actions were applied. The numerical results show that the maximum displacements are quite different and these shifts is not constant but depends on the crane type and geometrical configuration.

These results need more investigation because, correlated to the displacement, there are other phenomena like stress state (and fatigue) and overturning moment that can induce the crane to collapse. The next step of this research regards two points.

The first point concerns the implementation of this methodology to evaluate the structure mechanical behavior on other cranes type. The second point relates to the wind actions schematization and, in particular, this second point want to analyze the effect of different wind schematization or model assumptions, as reported in [27], on the crane response, especially in the displacement values, and compare it to the one obtained in the static load conditions.
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Abstract. Several factors are involved in estimating the lifetime of overhead lines. Focusing on the mechanical part, conductor vibrations represent an important contribution to the creation and propagation of cracks, which has led us to investigate the behavior of a suspended cable subject to wind. Among the already available tools, there is either the simple energy balance principle, which is physically less accurate, or a more complete mechanical modelling, which is computationally expensive. In this paper, we present a model that fills this gap: we are able to perform large parametric studies in a moderate amount of time without compromising the physical accuracy of the results. Results from this model compare well with Code_Aster simulation results. We outline a steady state which can be characterized with a few parameters, and demonstrate an example of a parametric study that can be performed.
1 Introduction

Asset management is a major challenge for RTE (Réseau de Transport d’Electricité), the French TSO (Transmission System Operator), because electrical grid component maintenance and renewal represent important economic issues. Thus, improved lifetime assessment could lead RTE to substantial savings while still assuring a high quality service. Overhead power cables, or conductors, which are stranded wire assemblies, are one of RTE’s main assets. It is well known in the overhead lines community that aeolian vibrations cause fretting fatigue in or around the clamp/conductor system and lead to aging of the conductors [1, 2].

Aeolian vibrations are an aero-elastic phenomenon, where the wind induces vortex shedding that causes alternating lift and drag forces. If the structural damping is not sufficient, the conductor can vibrate under low-speed wind conditions (velocities ranging from about one to seven m s\(^{-1}\)). These vibrations can be quantified by studying the equation of motion of a conductor exposed to wind, where the model for the conductor can be represented as a suspended cable. This system can be solved using the Code_Aster finite-element solver, and the obtained results are found to compare well with experiments [3]. Yet, running this type of simulation for a significant part of RTE’s network (300,000 spans) is prohibitively expensive. The Energy Balance Principle (EBP) is a simple model that is widely used in the literature, and this can be used to compute the vibration amplitude. The EBP is reliant on balancing the energy introduced by the wind and the energy dissipated by the conductor [4]. Yet, this method does not adequately cover low wind speeds because it relies on experimental data which is difficult to acquire. This is the motivation for the development of a simpler equivalent model (1D, nonlinear, finite-difference method solution), which is based on the cable dynamics and thus is physically more accurate than the EBP. Compared to Code_Aster, the same vibration amplitudes are found, while the computation is much faster.

Section 2 presents two models, one for the conductor and another for conductor-wind interaction; in section 3 the conductor model is validated before an example parametric study that can be performed with the model is shown in section 4. Finally, in the discussion (section 5) several improvements are outlined that can be made to both models to better capture aeolian vibrations.

2 Models

2.1 Equation of Motion for a Suspended Cable

Let us consider an elastic cable suspended between two poles separated by a distance \(L_s\). We denote \(m\) as the cable mass per unit length, \(H\) is the equilibrium tension, \(EA\) is the axial stiffness of its cross section and \(g\) is the standard gravity. At equilibrium, the cable has the shape of a catenary due to its own weight, and its length is given by (1).

\[
L = 2a \sinh \left( \frac{L_s}{2a} \right), \quad \text{with } a = \frac{H}{mg}
\]

The dynamic displacement of the cable from its equilibrium is given by \(U = U_T e_T + U_N e_N + U_B e_B\), where the unit vectors \(e_T, e_N\) and \(e_B\) respectively represent the tangential, normal and binormal directions of the Frenet triad defined by the equilibrium position of the cable (see also figure 1). All \(U_i\) components depend on time \(T\) and \(S\), which is the curvilinear abscissa along the cable.
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Considering that $H \gg mgL$ (which implies that the equilibrium curvature is small and that the catenary is well approximated by a parabola), and that $EA \gg H$ (such that we have $EA/H > H/mgL$), the equations of motion when the cable is subject to an external force $F = F_T e_T + F_N e_N$ regarding the equilibrium are given by [5]

$$\begin{align*}
\frac{\partial^2 u_N}{\partial t^2} &= (v_t^2 + v_e^2) \frac{\partial^2 u_N}{\partial s^2} + \frac{v_e^2}{v_t^2} e + f_N , \\
\frac{\partial^2 u_B}{\partial t^2} &= (v_t^2 + v_e^2) \frac{\partial^2 u_B}{\partial s^2} + f_B ,
\end{align*}$$

(2)

where

$$e(t) = \int_0^1 \left\{ -\frac{u_N}{v_t^2} + \frac{1}{2} \left[ \left( \frac{\partial u_N}{\partial s} \right)^2 + \left( \frac{\partial u_B}{\partial s} \right)^2 \right] \right\} \, ds .$$

(3)

All quantities in equations (2) and (3) are dimensionless: we have $s = S/L$, $t = T/\sqrt{L/g}$, $u_i = U_i/L$ and $f_i = F_i/mgL$; the coefficients $v_t$ and $v_e$ stand for the (non-dimensional) velocity of transverse and longitudinal waves along the cable (4). Since the cable has fixed ends, Dirichlet boundary conditions are used for each component of the displacement.

$$v_t = \sqrt{\frac{H}{mgL}} , \quad v_e = \sqrt{\frac{EA}{mgL}}$$

(4)

After solving this system, it is possible to retrieve the $u_T$ component by identifying a function $h(s,t)$ such that $e(t) = \int_0^1 h(s,t) \, ds$; we then have

$$u_T(s,t) = e(t) s - \int_0^s h(s,t) \, ds .$$

(5)

The system (2) is solved using a finite difference approach with second order approximation in space and a linearized Crank-Nicolson scheme (also second order) in time. The solver has been implemented with Python for its flexibility, but a C/C++ version could also be implemented if performance improvements are necessary.
2.2 Wind Interaction

Aeolian vibrations are attributed to a fluid dynamics phenomenon called vortex shedding. In simple terms, this is when a fluid (e.g. air) flowing past a cylindrical body causes vortices to be formed downstream of the cylinder, which then become unstable and detach. The vortices detach periodically from either side of the body, creating a von Karman vortex street, and also inducing an alternating lift force along with an oscillation in the drag force. The detachment frequency is characterized by

\[ f_w = \frac{U}{d} S_t, \]  

where \( U \) is the fluid speed, \( d \) the cylinder’s diameter and \( S_t \) a dimensionless number (called the Strouhal number) which depends on the shape of the body and the Reynolds number (\( S_t \approx 0.2 \) for \( \text{Re} \in [10^2, 10^5] \) in the case of a fixed, infinite and smooth cylinder).

No theoretical prediction for vortex shedding exists in the literature, so empirical formulations from experiments in wind tunnels are used. Especially important is the work of Bishop and Hassan [6], who ran experiments with a smooth cylinder subject to a uniform air flowing normal to the cylinder axis, and made detailed force measurements. The force per unit length on the cylinder is given by

\[
\begin{aligned}
F_{L,D} &= \frac{1}{2} \rho_{\text{air}} d |U| U \bar{C}_{L,D}(t) \\
\bar{C}_L(t) &= C_L + C_{L0} \sin(\omega_w t) \\
\bar{C}_D(t) &= C_D + C_{D0} \sin(2\omega_w t)
\end{aligned}
\]  

with \( \omega_w = 2\pi f_w \), \( \rho_{\text{air}} \) being the air volumic mass. Indices L and D correspond to lift and drag directions: the drag direction is parallel to the air flow, and L is normal to both the air flow and cylinder axis. The dimensionless coefficients \( C_D \), \( C_{D0} \), \( C_L \) and \( C_{L0} \) are measured experimentally or can be found with fluid dynamics computations [7]. Bishop and Hassan give the following values for a Reynolds number around \( 10^4 \): \( C_D = 1.1 \), \( C_{D0} = 0.075 \), \( C_L = 0 \) and \( C_{L0} = 0.6 \).

When using the force formulation (7) as an input in (2), we consider the wind along the binormal direction, hence \( f_N \equiv F_{L}/mg \) and \( f_B \equiv F_{D}/mg \). A geometric correction is not added because the curvature of the cable is assumed to be small. However, as our cylinder will be moving, we do need to modify (7) to take the relative speed of the cable into account. Equation (8) is obtained using projections, but it was chosen to keep the frequency in (6) unchanged.

\[
\begin{aligned}
\begin{cases}
f_N &= \frac{\rho_{\text{air}} d L}{2m} \sqrt{\dot{u}_N^2 + \left( \frac{U}{\sqrt{gL}} - \dot{u}_B \right)^2 \left[ -\dot{u}_N \bar{C}_D(t) + \left( \frac{U}{\sqrt{gL}} - \dot{u}_B \right) \bar{C}_L(t) \right]} \\
f_B &= \frac{\rho_{\text{air}} d L}{2m} \sqrt{\dot{u}_N^2 + \left( \frac{U}{\sqrt{gL}} - \dot{u}_B \right)^2 \left[ \left( \frac{U}{\sqrt{gL}} - \dot{u}_B \right) \bar{C}_D(t) + \dot{u}_N \bar{C}_L(t) \right]}
\end{cases}
\end{aligned}
\]  

3 Validation

3.1 Utilization in Overhead Lines Context

The model in section 2.1 is to be applied to the case of electrical overhead lines, and thus it is necessary to ensure that the conditions are representative. For this a dataset of about 82,000 spans from the RTE network is used in which all the required physical properties are well
known. Lee’s model does not account for height difference, so we remove the spans that have a height difference \( h \) larger than 20 m or such that \( h/L_s < 5\% \), which leaves about 65,000 spans.

To obtain (2), several Taylor expansions using \( k = 1/v_t^2 \) as a parameter were performed; the error is \( O \left( 1/v_t^4 \right) \) when neglecting terms on the order of \( k^2 \) or smaller. The second hypothesis, which compares longitudinal and transverse wave speeds \( (v_t^2 > v_\ell^2) \), is easier to meet since conductor materials often have high axial stiffness and relatively low tension. Both ratios have been computed on the sample of spans. The results in table 1 show that the curvature error is quite limited (below 7%) for 90% of the spans, and that the error in the wave-speeds is even lower. This would not be the case if we had kept spans with higher height difference.

### 3.2 Comparison with Code_Aster

Code_Aster open source software is used to solve numerical problems in structural mechanics [8]. It is a continuum mechanics solver based on the finite element method that can be employed for different types of mechanical, thermal or acoustic problems. In our case, we use a three-dimensional large displacement model to compute a cable displacement when it is subject to wind. We performed our comparison using an ASTER570 conductor (\( m = 1.57 \text{ kg m}^{-1} \), \( EA = 37.6 \text{ MN} \), \( d = 31.1 \text{ mm} \)) on a span of length \( L_s = 400 \text{ m} \) and with tension \( H = 37 \text{ kN} \); we used \( \rho = 1.20 \text{ kg m}^{-3} \) for the air volumic mass and a wind speed of \( U = 3.00 \text{ m s}^{-1} \); other wind parameters are given in section 2.2. The cable is considered at rest at initial time. In this comparison, we do not take into account the speed correction raised in section 2.2, since it requires deeper modifications in Code_Aster’s source code; this is not important here as we only want to compare the cable models. The simulation time is 45 s; discretization parameters are respectively \( n = 257 \) and 250 elements for Code_Aster and Lee’s model and we use the same time step \( \Delta t = 1.0 \times 10^{-3} \text{ s} \). Results in figure 2 show near identical vibrations. The comparison between the two approaches remains good if the input parameters are changed, and the best correspondence is observed far from the span ends.

Comparing execution times of a three-dimensional model, such as the one used here in Code_Aster, with a much simpler model is a bit unfair, but this is important when we want to perform numerous simulations for a parametric study. On a standard desktop computer (using an Intel i7-3770 processor and 12 GB of memory), a computation of two and a half hours was necessary to complete a simulation using Code_Aster and about 80 seconds for Lee’s model, which gives a time ratio slightly above 100.

<table>
<thead>
<tr>
<th>quantile</th>
<th>( 1/v_t^4 )</th>
<th>( v_t^2/v_\ell^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.0132</td>
<td>0.00253</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0192</td>
<td>0.00306</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0242</td>
<td>0.00348</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0291</td>
<td>0.00387</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0338</td>
<td>0.00428</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0390</td>
<td>0.00476</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0451</td>
<td>0.00533</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0531</td>
<td>0.00619</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0655</td>
<td>0.00791</td>
</tr>
</tbody>
</table>

Table 1: Quantiles for error terms computed on a sample of spans.
3.3 Observations

Let us consider the same cable at the mid-span and with the speed correction taken into account (figures 3 and 4). Focusing on the binormal component (parallel to the wind), we observe damped oscillations that seem to tend to a stationary state. The oscillation frequency matches the natural frequency of the cable $f_1 = \frac{1}{2\pi} \sqrt{\frac{H}{m}}$, and the time constant can be estimated with $\tau = \frac{2m}{\rho_{air} d U C_D}$. The limiting value for $u_B$ can be computed using a static version of (2), but it can be well approximated by a catenary equation using an analogy with the gravity case

$$u_B^\infty(s) = 2\tilde{a} \sinh \left( \frac{L_\delta}{2\tilde{a}} (1 - s) \right) \sinh \left( \frac{L_\delta}{2\tilde{a}} s \right), \quad \text{with} \quad \tilde{a} \equiv \frac{H \tau_{mU}}{m U},$$

where $s \in [0, 1]$ is the curvilinear abscissa along the span. By combining these observations, a good analytical approximation can be written for the binormal component:

$$u_B(s, t) \approx \left[ 1 - \exp \left( -t/\tau \right) \cos \left( 2\pi f_1 t \right) \right] u_B^\infty(s).$$

Focusing on the normal component, damped oscillations are also observed, but these are much less regular than for the binormal component; a steady state is observed after approximately 200 seconds. The frequency of these oscillations is close to, but different to twice the cable natural frequency. In fact, it exactly matches the first out-of-plane frequency $f_1'$ defined in [9] using a transcendental equation. The steady-state vibrations have a small amplitude (about 50 $\mu$m) and their frequency is exactly $f_w$. Similar to the binormal component, the mean of the steady state vibrations $u_N^\infty(s)$ can be computed. However, a good analytical approximation for the oscillation amplitude was not found.

4 Example of a parametric study

Typically, how vertical vibrations vary with span length, tension and wind speed are of interest. Since an expression for the normal component vibration amplitude has not been found, several simulations have been performed to cover the different cases. Considering an ASTER570 cable, most span lengths go from 100 to 800 m, and the tensions between 10 and 60 kN. Two
sets of simulations have been performed; one with a small number of points for \( L_s \) and \( H \), and several wind speeds (15 lengths, 11 tensions and 11 wind speeds) to cover the wind speed dependency, and another with one wind speed but a greater number of points (56 lengths and 41 tensions) to obtain a more detailed map. The same parameters as in previous section are kept, but only the steady state is considered when performing amplitude measurements.

Figure 5 shows the value of \( u_\infty^N \) in the span-length/tension plane for different wind speeds. The same pattern is observed in all cases, with the amplitude increasing with the wind speed. To investigate further, five length/tension points were selected and the variation of the vibration amplitudes with wind speed for these points is shown in figure 6. It appears that all the curves follow the same pattern, which leads us to assume that the expression for the vibration amplitude (for a given type of conductor, \textit{i.e.} a fixed mass, diameter and axial stiffness) can be expressed as the product of two functions; one that depends on span length and tension, and the other that only depends on the wind speed (with other parameters, such as \( \rho_{\text{air}} \), and \( C_D \), being fixed). Thus, we can omit the wind speed factor and only analyze one high-resolution map. This is what has been done in figure 7, where it is observed that larger values of \( u_\infty^N \) are obtained for longer span lengths and lower tension cables.

The amplitudes of the steady state vibrations (figure 8) are observed to have very small values for all wind speeds. The amplitude is always below 2.5 mm at mid-span, whereas cable damage would be expected at higher amplitudes [10].
5 Discussion

Several points in Lee’s model should be improved: there is currently no consideration of any kind of damping. This explains why vibration amplitudes continue to increase with wind speed, instead of reaching a peak value and then returning lower values, like with the EBP model. A viscous damping term could be added to (2), but it is well known that damping is non-linear in cables due to the friction between wires. Part of our future work consists of evaluating friction in different conductors and its dependence on common parameters, such as span tension or local curvature, before implementing a damping term in Lee’s model.

The model does not take height difference between suspension points of the cable into account. Even if the model is already able to perform simulation of a significant fraction of the RTE network, a model that includes this effect would be a improvement. This could be done with [11] for instance.

The wind interaction model used here is also not satisfactory, as the computed amplitudes are too low to explain fretting fatigue close to the suspension points. Several factors can explain these results:

- Use of the Bishop and Hassan model assumes a fixed cylinder, which is an assumption that is not met; therefore, another wind interaction formulation should be used.

- Furthermore, the Bishop and Hassan model includes no influence of the vortex shedding on the cable motion. In reality, the motion of the structure and the vortex shedding interact to increase the possibility of resonance, which is referred to as lock in.
Figure 5: Values of $u_\infty^N$ (mm), i.e., the mean value of normal steady state vibrations, in the span-length/tension plane for different wind speeds. Black points are a reminder of the points used in figure 6.

Figure 6: Mean value of normal steady state vibrations (mm) with wind speeds for selected span lengths and tensions.

• A constant wind in space and time is unlikely to occur in the field; the cable motion under dynamic wind loading should be studied.

In order to address these questions, the Bishop and Hassan formulation will be compared with a wake oscillator, like that in [12]. In such a model the vortex shedding is influenced by the cable motion, while the tool is still simple and fast; simulations will also be performed using dynamic wind fields. This approach will allow confirmation on whether aeolian vibrations are caused by VIV.

6 Conclusion

A simple model is presented to investigate the interaction between a suspended cable and a weak wind. The purpose is to have a model with more physics and parameters than the EBP, but that is also less complicated and computationally demanding than a full three-dimensional structural mechanics simulation. Ideally, computation of a large number of configurations in a short period of time will allow parametric investigation of the RTE network, but without compromising the physical accuracy of the results. The model has been validated using Code_Aster.
as a reference, which showed little difference in the results from both models while having a factor of 100 improvement in computational performance. A steady state has been outlined that can be characterized by a few parameters (vibration mean, amplitude and frequency). The mean can be recovered with static computations and formulations were obtained for the frequencies, however it was not possible to find a simple expression for the amplitude, which is why a parametric study was performed. Considering vertical vibrations, both mean value and amplitude of the steady state are too small to explain aging of conductors; this will lead us to improve the wind interaction model. Some limitations in the model itself and potential solutions to overcome them have been identified. In future, we intend to evaluate cumulative damage for a span within the simulated vibration histories. This will be done by counting the number of cycles and the related vibration amplitudes, and then combining these with results from simulations at the microscopic scale. The end result will be a crack initiation risk function for the wires at the contact location. This should allow ranking of all spans of the RTE network in order to help and improve maintenance operations.
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Abstract. The paper presents free-vibration wind tunnel tests on the aeroelastic model of a free-standing tower that shows vortex-induced vibrations in the lock-in range. Previous research by the authors focused on the investigation of the negative aerodynamic damping through forced-vibration tests. This knowledge allowed a realistic prediction for the maxima of the cross-wind oscillation amplitudes. In view of fatigue analysis, however, not only the maxima, rather a proper characterization of the cross-wind response is needed to determine the actual damage accumulation. Depending on the reduced wind velocity and the Scruton number of the vibrating structure, the experiments on the aeroelastic model in free vibrations show evidence of an intermittent – mathematically speaking quasi-periodic – behavior. It results from a beating effect between the natural oscillation frequency of the structure and the vortex shedding load, which may lock-in and lock-out in consequence of low frequency turbulence fluctuations. In addition, the frequency of the vortex shedding load along the height of the structure varies due to the varying mean velocity according to the wind profile and the varying Strouhal number. This exhibits smaller values close to the tip region. Outcomes of this investigation are the estimation of the negative aerodynamic damping through free-vibration wind tunnel tests and the estimation of the fatigue lifetime considering the quasi-periodic aeroelastic response through a rainflow fatigue load cycle counting.
1 INTRODUCTION

Slender structures subjected to vortex-induced vibrations (VIV) experience an aeroelastic interaction in the lock-in range. The negative aerodynamic damping, interpreted as energy transferred from the flow into the structure, is the governing parameter for the onset of self-induced vibrations. However, available literature models still lack of a unified behavior of the aerodynamic damping as a function of the oscillation. This is also reflected in codified methods to design slender structures in view of cross-wind actions. This evidence applies firstly for the maxima of the oscillation amplitudes, i.e. the maxima of the structural stresses. Additionally, concerning the modelling of load processes for the analysis of fatigue strength, theoretical deficiencies cause even larger deviations between the prediction of fatigue life and its actual value.

A deeper knowledge about the non-linear behavior of the negative aerodynamic damping for a circular cylinder was gained by the authors from two-dimensional wind tunnel experiments in forced vibrations. The experiments were performed at the WIST Boundary Layer Wind Tunnel at Ruhr-Universität Bochum, Germany [10]. The experimental model of the aerodynamic damping developed in [10] was implemented in the spectral method originally proposed by Vickery & Basu [14] and applied to 27 full-scale steel chimneys collected from literature. This novel spectral method, known also as “Damping Modified Spectral Method” (DMSM), allows the calculation of the largest oscillation of structures in the lock-in range [9]. Compared to other codified methods for structural analysis (e.g. [12], [13], [14]), DMSM provides a safe but more realistic prediction of the maxima of the cross-wind oscillation amplitudes. In view of fatigue analysis, however, not just one amplitude determines the damage, rather a proper characterization of the cross-wind response is needed to determine the actual damage accumulation.

Wind tunnel experiments on an aeroelastic model of a full-scale tower immersed in uniform, low-turbulent flow (Iv = 4.5%) are analyzed in this paper. The wind tunnel tests are performed at WIST Boundary Layer Wind Tunnel at Ruhr-Universität Bochum, Germany. First, the concept of the negative aerodynamic damping developed in [10] with the support of forced-vibration tests is now assessed in case of free-vibration experiments. Furthermore, the experiments on the aeroelastic model in free-vibrations demonstrate an intermittent – mathematically speaking quasi-periodic – behavior [11]. It results from a beating effect between the natural oscillation frequency of the structure and the vortex shedding load, which may lock-in and lock-out in consequence of low frequency turbulence fluctuations. Additionally, the frequency of the vortex shedding load along the height of the structure may vary due to varying mean velocity and varying Strouhal number, which exhibits smaller values close to the tip region.

For the purpose of fatigue calculations, current design models usually assume that the resonant vibration always occurs in the lock-in range with its largest value (see [5], [13]). This may lead, however, to an excessively conservative estimation of the fatigue damage.

In this paper, the contribution of the intermittent oscillations to fatigue life can be assessed from the aeroelastic measurements with the help of a rainflow load cycle counting. The load collectives that are determined from the time histories of the tower responses in the lock-in range for different Scruton numbers are then applied to a full-scale chimney sample, thereby allowing a realistic prediction of fatigue life. The result is then compared to the prediction of fatigue life by applying the standard procedure of the Eurocode [5].
2 WIND TUNNEL EXPERIMENTS

2.1 Setup of free-vibration wind tunnel tests

Free-vibration wind tunnel tests on a free-standing, aeroelastic model with circular cross-section are performed at WIST Boundary Layer Wind Tunnel at Ruhr-Universität Bochum, Germany. It is an open circuit wind tunnel with a test section of 1.8 m in width and 1.6 m in height (Figure 1). The tests are performed in uniform flow, with turbulence intensity \( I_v = 4.5\% \).

The aeroelastic model for the free-vibration wind tunnel tests is a cantilever beam with circular cross-section (Figure 1). The model is fabricated with a carbon tube (external diameter 32 mm and internal diameter 29 mm) that arises above the wind tunnel floor up to the height of 775 mm (measured from the wind tunnel floor). Below the wind tunnel, the carbon tube is connected to a steel bar (length = 210 mm, diameter 15 mm). The steel bar provides the necessary stiffness to the model and benefits from small damping dissipation. The steel bar is fixed to a force balance located at the model foot. Being the model surface smooth and the wind velocity below ca. 10 m/s, the Reynolds number of the investigation is subcritical (\( Re < 2.1 \cdot 10^4 \)).

The structural characteristics of the model that are relevant for the dynamic investigation such as the mode shape, the modal mass and the equivalent mass, are calculated through a finite element model of the wind tunnel prototype. It results the modal mass \( M_1 = 0.0630 \) kg and equivalent mass \( m_{eq} = 0.2286 \) kg/m. The finite element model also serves for a preliminary estimation of the natural frequencies and thus of the critical velocity of vortex resonance. The actual natural frequency of the model is measured through wind tunnel experiments in still air and in existence of wind. In addition, the snap-back tests in still air (free-decay tests) allow the estimation of structural damping. The behavior of the model in still air is described in the next section.

The reactions at the base of the model are measured by a 6-component force balance of the type K6D154 (ME-Meßsysteme). The measuring range is up to 200N for the forces and up to 20Nm for moments. The force balance is composed by six independent sensors, which are equipped with strain gauges. The three forces along the axes x, y and z (named \( F_x, F_y, F_z \)) and the three bending moments around same axes (\( M_x, M_y, M_z \), respectively) can be calculated in time-domain through a calibration matrix applied to the volt signals measured by the sensors. The sampling frequency is set to 2000 Hz. Every measurement lasts for 98,304 s.

The stiffness of the wind tunnel model is measured through static calibration tests with increasingly higher horizontal forces of known value applied at the top of the model. At the same time, the static displacement of the tip of the model is measured by a laser sensor. The stiffness of the model is linear. By means of the model flexibility, during dynamic tests the oscillation...
at the top of the model can be calculated from the forces or the bending moments measured at the base.

2.2 Behavior of the model in still air

Snap back tests are performed in still air to test the natural frequency of the model and its structural damping. The latter also includes the contribution of the still air damping. Figure 2 (left) shows a free-decay tests. The natural frequency in still air is about 22.3 Hz. The structural damping is evaluated from the oscillation amplitudes as logarithmic decrement:

$$\delta_s \approx \frac{1}{n} \ln \left( \frac{A_n}{A_{n+m}} \right)$$  \hspace{1cm} (1)

The reversals considered for the evaluation of the structural damping are marked in blue in Figure 2 (left). The overall value of the damping, calculated considering the first and the last reversals in the free-decay time history, is $\delta_s = 0.018$. Additionally, a sensitivity study has been performed concerning the proper number $m$ of cycles to be counted between two amplitudes in equation (1), in order to capture the non-linear behavior of the structural damping. Figure 2 (right) shows the behavior of the structural damping in case $m = 25$. The structural damping varies nonlinearly with the amplitude of oscillation between $\delta_s = 0.010$ and $\delta_s = 0.030$.

2.3 Resonant vibrations in the lock-in range

The aeroelastic model of the tower is excited in the lock-in range for different wind velocities. Figure 3 shows the spectrum of the base force in the lift direction in case $V_H/V_{cr} = 0.85$. $V_H$ is the wind velocity referred to the height of the model. The natural frequency of the model remains substantially unchanged with respect to still air tests: $f_1 = 22.22$ Hz. The Strouhal number is $St = 0.203$ and this follows: $V_{cr} = 3.50$ m/s.
Figure 3: Spectrum of the base force in the lift direction, $V_H = 2.99$ m/s, $V_H/V_{cr} = 0.85$

Figure 4: Time history of the response $y/D$ at $V_H/V_{cr} = 0.85$

Figure 5: Time history of the response $y/D$ at $V_H/V_{cr} = 1.13$ (max)

Figure 6: Time history of the response $y/D$ at $V_H/V_{cr} = 1.25$

Figure 4, Figure 5 and Figure 6 show the time histories of the nondimensional response $y/D$ for different velocities in the lock-in range. Because of the intermittency of the response, a question arises: is the response stationary, i.e. is the standard deviation a suitable parameter to describe the VIV response in the lock-in range? This issue is particularly important especially in view of the spectral analysis presented in the following sections, which considers the standard deviation of the response as governing parameter for the structural design.
First, the convergence of standard deviation of the response for increasingly higher time intervals is investigated. Figure 7 shows that the recorded signal is long enough to ensure a robust estimation of standard deviation of the response.

Second, the stationarity of the response is investigated by dividing the time history in blocks of 10-min events in full-scale. The full-scale similarity considers a full-scale frequency $f_{1,FS} = 0.629$ Hz, as it will be explained later in Table 2. Being the natural frequency in the wind tunnel experiments $f_{1,WT} = 22.22$ Hz, it follows that the frequency scale is $\lambda_F = 35.33$ and the time scale is its inverse, i.e. $\lambda_T = 1 / \lambda_F = 0.028$. Therefore, 600 seconds in full-scale correspond to 16.98 seconds in the wind tunnel. Each of the recorded time histories includes five 10-min events in full-scale. For each event, the maximum amplitude and the standard deviation of the oscillation are calculated. Then, a statistical analysis of the maxima is performed to evaluate the mean value of the peak amplitudes among different events and the mean value of the standard deviations among different events. These two last parameters represent the statistical maximum and the statistical standard deviation, respectively, and they will be referred to in the following analysis. Their ratio allows calculating a statistically representative peak factor for the time history. Figure 8 shows the result for the case $V_H/V_{cr} = 1.13$. In particular:

| Mean value of maxima, $y_{max} / D = 0.0932$
| Mean value of standard deviation, $\sigma_y / D = 0.0536$
| $k_p = y_{max} / \sigma_y = 1.74$ |
Furthermore, Figure 9, Figure 10 and Figure 11 show the time history of the response in a selected 10-min full-scale interval. For the sake of clarity, the y-axis is scaled 10 times in Figure 9 and Figure 11 with respect to Figure 10.

Figure 12: Statistical maxima of the oscillation, standard deviations and peak factors in the lock-in range
Figure 12 shows the lock-in phenomenon. As it often occurs, the largest oscillation occurs for $V > V_{cr}$. The right-hand side of the figure shows, instead, the distribution of the peak factors in the lock-in range. As expected, at the beginning and at the end of the lock-in range the stochastic behavior predominates and the peak factor increases. In full resonance, due to the predominant harmonic character, the peak factor is reduced. The ideal value $\sqrt{2}$ corresponds to the peak factor of a pure harmonic signal.

### 3 ESTIMATION OF THE NEGATIVE AERODYNAMIC DAMPING FROM FREE-VIBRATION WIND TUNNEL TESTS

Previous work of the authors allowed the measurement of negative aerodynamic damping $K_a$ in vortex-induced vibrations through forced vibration wind tunnel tests [10]. The behavior of the negative aerodynamic damping as a function of rms oscillation is described by the following curve:

$$K_a = a \cdot e^{-b \cdot \frac{\sigma_y}{D}} \cdot \left(\frac{\sigma_y}{D}\right)^c$$

(2)

with $a = 0.3464$, $b = 5.808$ and $c = 0.3582$.

With regard to Equation (2), the largest oscillation in the lock-in range can be predicted by the following model, which originates from a modification of the Vickery&Basu model [14]:

$$\sigma_y^2 = \frac{S_L(f_1)}{(\omega_1^2 \cdot M_1)^2} \cdot \frac{f_1}{\pi (\delta_s + \delta_a)} = \frac{S_L(f_1)}{(\omega_1^2 \cdot M_1)^2} \cdot \frac{f_1}{\pi (\delta_s + \delta_a)} \cdot \frac{\omega_1}{\beta \cdot \rho \cdot d^2 \cdot \frac{S_c^{+}\cdot K_a}{\frac{S_c}{4\pi}}}

(3)

The background of equation (3) is explained in [9] and goes back to the evaluation of the resonant response to stochastic load in the first mode shape. The stochastic load is the vortex shedding load, which has a spectral density centered around the Strouhal frequency:

$$S_L(f_1) \approx 2\lambda \cdot \int_0^\infty \frac{1}{2} \rho V_m(z)^2 \cdot D(z)^3 \cdot \frac{\sigma_{y_{lim}}^2}{\sqrt{\pi} \cdot \rho \cdot \nu_s \cdot \nu_m(z) \cdot B(z)} \cdot \exp \left(- \frac{1}{\sqrt{\pi} \cdot \nu_s \cdot \nu_m(z) \cdot B(z)} \right) \cdot \Phi_n(z)^2 \cdot dz

(4)

By definition, the Vickery&Basu model considers the load on the non-vibrating structure and includes all aeroelastic effects in the negative aerodynamic damping. Although this assumption may be questionable, it has little effect on the response prediction, as long as the response is predominantly governed by the motion-induced forces. This condition happens in the case of sufficiently small Scruton numbers, i.e. pronounced lock-in range. In this case, the major role in the response prediction is played by the accurate estimation of both structural and aerodynamic damping terms.

A further remark to equation (4), which follows from the assumption of the Vickery&Basu model to consider load on the non-vibrating structure, is the absence of lock-in effect for $V \neq V_{cr}$, i.e. $f_s = St \cdot V_m / d \neq f_1$. For example, the largest oscillation occurs for $V / V_{cr} = 1.13$ in the present experiment (see Figure 12). This is a typical behavior particularly for sufficiently small Scruton numbers. According to the equation (4), $S_L(f_1)$ calculated for $V_m = 1.10 \cdot V_{cr}$ is smaller than $S_L(f_1)$ calculated for $V_m = V_{cr}$, due to the negative exponential function. Since the Strouhal law is violated in the lock-in range, it would be more reasonable not to apply any reduction to $S_L(f_1)$ caused by the exponential term in the lock-in range, especially for $y = y_{max}$. However,
no further correction to the Vickery model is applied in this paper. Additional experimental evidence would be needed.

In present case, the nonlinear behavior of the structural damping needs to be considered, in order to ensure the most accurate estimation of the Scruton number which corresponds to the oscillation amplitude reached in lock-in. Referring to Figure 12 and considering the largest oscillation $y_{\text{max}}/D = 0.0932$ (i.e. $y_{\text{max}} = 2.98 \text{ mm}$), the corresponding structural damping is estimated as $\delta_s = 0.028$. The air density during the experiments is $1.16 \text{ kg/m}^3$. It follows $Sc = 10.74$, being $Sc$ defined as follows:

$$Sc = \frac{2 \cdot m_{eq} \delta_s}{\rho \cdot D^2}$$

Table 1 lists all the model parameters that are applied in this work to solve the equation (3). Unfortunately, some load parameters in equation (4), such as the rms value of the lift coefficient $\sigma_{cL}$, the correlation length relative to the diameter $\lambda$ and the spectral bandwidth $B$, could not be measured during the experiments and therefore could only be estimated from literature and comparison with the Standard Codes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model diameter</td>
<td>$D$</td>
<td>m</td>
<td>0.032</td>
<td>Wind tunnel model</td>
</tr>
<tr>
<td>Model height</td>
<td>$H$</td>
<td>m</td>
<td>1.016</td>
<td>Wind tunnel model</td>
</tr>
<tr>
<td>Model natural frequency</td>
<td>$f_1$</td>
<td>Hz</td>
<td>22.22</td>
<td>Measured</td>
</tr>
<tr>
<td>Structural damping</td>
<td>$\delta_s$</td>
<td>-</td>
<td>0.028</td>
<td>Measured</td>
</tr>
<tr>
<td>Modal mass</td>
<td>$M_1$</td>
<td>kg</td>
<td>0.0630</td>
<td>Calculated from FE model</td>
</tr>
<tr>
<td>Equivalent mass</td>
<td>$m_{eq}$</td>
<td>kg/m</td>
<td>0.2286</td>
<td>Calculated from FE model</td>
</tr>
<tr>
<td>$\int_0^H \Phi_n(z)^2 \cdot dz = M_1 / m_{eq}$</td>
<td>-</td>
<td>-</td>
<td>0.276</td>
<td>Calculated from FE model</td>
</tr>
<tr>
<td>Scruton number</td>
<td>$Sc$</td>
<td>-</td>
<td>10.74</td>
<td>Calculated</td>
</tr>
<tr>
<td>Rms lift coefficient</td>
<td>$\sigma_{cL}$</td>
<td>-</td>
<td>0.7</td>
<td>EN 1991-1-4 [5]</td>
</tr>
<tr>
<td>Correlation length related to diameter</td>
<td>$\lambda$</td>
<td>-</td>
<td>1 (i.e. 1·d)</td>
<td>Estimated [2]</td>
</tr>
<tr>
<td>Spectral bandwidth</td>
<td>$B$</td>
<td>-</td>
<td>0.145</td>
<td>Estimated through 0.1 + Iv [2]</td>
</tr>
<tr>
<td>Strouhal number</td>
<td>$St$</td>
<td>-</td>
<td>0.203</td>
<td>Measured</td>
</tr>
<tr>
<td>Critical velocity</td>
<td>$V_{cr}$</td>
<td>m/s</td>
<td>3.50</td>
<td>Calculated from $V_{cr} = f_1 \cdot D/St$</td>
</tr>
<tr>
<td>Wind velocity at $y = y_{\text{max}}$ (uniform profile)</td>
<td>$V_m$</td>
<td>m/s</td>
<td>3.97</td>
<td>Measured at $y = y_{\text{max}}$</td>
</tr>
<tr>
<td>Velocity ratio at $y = y_{\text{max}}$</td>
<td>$V_m / V_{cr}$</td>
<td>-</td>
<td>1.13</td>
<td>Result</td>
</tr>
<tr>
<td>Air density</td>
<td>$\rho$</td>
<td>kg/m$^3$</td>
<td>1.16</td>
<td>Measured</td>
</tr>
<tr>
<td>Max amplitude of oscillation</td>
<td>$y$</td>
<td>mm</td>
<td>2.98</td>
<td>Measured (Figure 12)</td>
</tr>
<tr>
<td>Rms of the oscillation at max</td>
<td>$\sigma_y$</td>
<td>mm</td>
<td>1.72</td>
<td>Measured (Figure 12)</td>
</tr>
</tbody>
</table>

Table 1: List of model parameters

Considering all the parameters in Table 1, it is clear that the only unknown in equation (3) is the aerodynamic damping parameter $K_a$, which could be calculated. The result is $K_a = 0.82$. Considering the $K_a$-curve proposed in [10] (equation (2)), the agreement is satisfying, as shown in Figure 13. On the other hand, the well-known Vickery curve

$$K_a = K_{a0} \left( 1 - \left( \frac{\sigma_y}{a_L \cdot D} \right)^2 \right)$$

(5)

would give $K_a = 1.97$ at $\sigma_y/D = 0.054$ by assuming $K_{a0} = 2$ and $a_L = 0.4$ in accordance with [5] for the subcritical range of Reynolds number.
4 PREDICTION OF FATIGUE LIFE

4.1 Case study

For the purpose of fatigue life prediction, wind stresses caused by vortex excitation need to be calculated on a sample structure. For this purpose, the full-scale chimney in Skjern (Denmark), described in [8] and [3] and investigated by the authors in [9] is chosen as case study. The governing parameter is the similar Scruton number used. In details, the structural parameters of the full-scale chimney applied for this work are reported in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tower diameter (constant)</td>
<td>D^{FS}</td>
<td>m</td>
<td>1.1</td>
<td>[8]</td>
</tr>
<tr>
<td>Tower height</td>
<td>H^{FS}</td>
<td>m</td>
<td>45</td>
<td>[8]</td>
</tr>
<tr>
<td>Tower natural frequency</td>
<td>f_1^{FS}</td>
<td>Hz</td>
<td>0.629</td>
<td>[8]</td>
</tr>
<tr>
<td>Structural damping</td>
<td>δ_s^{FS}</td>
<td>-</td>
<td>0.034</td>
<td>[8]</td>
</tr>
<tr>
<td>Modal mass</td>
<td>M_1^{FS}</td>
<td>kg</td>
<td>2218</td>
<td>Calculated from FE model</td>
</tr>
<tr>
<td>Equivalent mass</td>
<td>m_{eq}^{FS}</td>
<td>kg/m</td>
<td>246.4</td>
<td>based on the mass distribution</td>
</tr>
<tr>
<td>∫₀^H ϕ_n(z)^2 · dz = M_1 / m_{eq}</td>
<td>Φ_n</td>
<td>-</td>
<td>9.00</td>
<td>in [8] considering a parabolic mode shape</td>
</tr>
<tr>
<td>Scruton number</td>
<td>S_c^{FS}</td>
<td>-</td>
<td>11,078</td>
<td>Calculated</td>
</tr>
</tbody>
</table>

Table 2: Full-scale chimney in Skjern (Denmark) [3], [8]

4.2 Fatigue life estimation according to the Eurocode Method

The Eurocode EN 1991-1-4 [5] proposes a method to calculate the fatigue life of a structure subjected to vortex excitation, which was originally developed in [13]. The method is based on the calculation of the number of load cycles around \( V = V_{cr} \) according to the Weibull distribution of the wind velocity. It further assumes that the vibration in the lock-in range is harmonic and its amplitude corresponds to the maximum resonant oscillation. The method is suitable for practical applications and generally provides safe results. The procedure is briefly described here and applied to the sample chimney in Table 2, in order to compare the results with a more sophisticated rainflow analysis for cycle counting, which is later applied to the wind tunnel measurements.
The Weibull probability distribution of the wind velocity is characterized by two parameters, the shape parameter $k$ and the scale parameter $A$. The probability density function is:

$$f(V) = \frac{k}{A} \left(\frac{V}{A}\right)^{k-1} \cdot e^{-\left(\frac{V}{A}\right)^k}$$  \hspace{1cm} (6)$$

The cumulative distribution function is the probability when the wind velocity $V$ assumes a value less than or equal to $V_i$:

$$F(V) = P(V \leq V_i) = 1 - e^{-\left(\frac{V_i}{A}\right)^k}$$  \hspace{1cm} (7)$$

It follows that the probability when the wind velocity assumes values comprised between $V_1$ and $V_2$ is expressed as:

$$P(V_1 \leq V \leq V_2) = F(V_2) - F(V_1) = e^{-\left(\frac{V_1}{A}\right)^k} - e^{-\left(\frac{V_2}{A}\right)^k}$$  \hspace{1cm} (8)$$

In absence of wind statistics at the location of the structure, the Eurocode recommends:

- $k = 2$ (Rayleigh-Distribution)
- $A = \sqrt{2} \cdot V_{\text{mod}}$, being $V_{\text{mod}}$ the modal value of the Weibull probability distribution. The parameter “$A$” can be taken as 20% of the mean wind velocity at the height of the cross-section where the vortex shedding occurs [5].

Assuming that the wind velocities $V_1$ and $V_2$ mark the beginning and the end of the lock-in range, respectively, the equation (8) describes the probability when the wind velocity excites the structure in the lock-in range. Considering the natural vibration frequency $f_1$, the number of load cycles in the lock-in range in the whole design lifetime of the structure ($T = 50$ years $= 3,1536 \cdot 10^7 \cdot 50$ seconds) amounts to:

$$N = 3,1536 \cdot 10^7 \cdot T \cdot f_1 \cdot \left( e^{-\left(\frac{V_1}{A}\right)^k} - e^{-\left(\frac{V_2}{A}\right)^k} \right)$$  \hspace{1cm} (9)$$

For the purpose of simplicity, [13] proposes:

$$e^{-\left(\frac{V_1}{A}\right)^k} - e^{-\left(\frac{V_2}{A}\right)^k} = f(V_{cr}) \cdot \Delta V = f(V_{cr}) \cdot \varepsilon_0 \cdot V_{cr} = \frac{k}{A} \cdot \left(\frac{V_{cr}}{A}\right)^{k-1} \cdot e^{-\left(\frac{V_{cr}}{A}\right)^k} \cdot \varepsilon_0 \cdot V_{cr}$$  \hspace{1cm} (10)$$

[13] recommends $\varepsilon_0 = 0,3$, meaning that the lock-in range extends for $0,3 \cdot V_{cr}$, (e.g. $V_1 = 0,9 \cdot V_{cr}$ and $V_2 = 1,2 \cdot V_{cr}$), which is often the case.

For the case under investigation, considering the natural frequency $f_1 = 0,629$ Hz (see Table 2), the scale parameter $A$ as $0,2 \cdot V_m(H)$, assuming the second terrain category and $v_b = 25$ m/s (see [5] and [6]), it results:

$$A = 0,2 \cdot V_m(H) = 0,2 \cdot v_b \cdot \left(\frac{H(FS)}{10}\right)^{0,16} = 0,2 \cdot 25 \cdot \left(\frac{45}{10}\right)^{0,16} = 6,36 \text{ m/s}$$  \hspace{1cm} (11)$$

The critical wind velocity $V_{cr}$ is:
Therefore:

$$N = 3,1536 \cdot 10^7 \cdot T \cdot f_1 \cdot \frac{k}{A} \cdot \left(\frac{V_{cr}}{A}\right)^{k-1} \cdot e^{\left(\frac{V_{cr}}{A}\right)^k} \cdot \sigma_0 \cdot V_{cr} = 1,2823 \cdot 10^8$$

The Eurocode Method assumes that the resonant vibrations of the structure in the lock-in range are harmonic with constant amplitude. Their amplitude corresponds to the maximum oscillation in the lock-in range. Using $\frac{y_{max}}{d}$ value from the wind tunnel tests (Figure 12), it follows:

$$y_{max}^{(FS)} = \frac{y_{max}}{d} \cdot D^{(FS)} = \frac{y_{max}}{d} \cdot 1,1 = 0,0932 \cdot 1,1 = 0,103 m$$

The wind stresses result from the following distribution of inertial forces along the height of the structure [5]:

$$F_w(z) = m(z) \cdot (2 \cdot \pi \cdot f_1)^2 \cdot \Phi_1(z) \cdot y_{max}^{(FS)}$$

For the purpose of this investigation, the bending moment at the base of the chimney is considered. Referring to the cross-section at the based described in [8] (diameter $D = 1,1 m$ and wall thickness $t = 0,016 m$), the maximum of the wind stress in resonance corresponds to $\sigma_{max} = 13,91 \text{ N/mm}^2$, i.e. stress range $\Delta \sigma_{max} = 27,82 \text{ N/mm}^2$. The stress range corresponds to the difference between two extremes. The relationship between the maximum oscillation on top and the stress range at the base is as follows:

$$\Delta \sigma = 2 \cdot m(z) \cdot (2 \cdot \pi \cdot f_1)^2 \cdot \Phi_1(z) \cdot z \cdot d \cdot y_{max}^{(FS)}$$

The cumulative damage and the fatigue lifetime follow from the assumption of a detail category. Let us consider, for instance, the detail category 45 according to [7]. In this case, according to the Wöhler line, the number of load cycles $N_R$ to cause failure amounts to $1,2019 \cdot 10^7$. From the previously calculated total number of load cycles of stress range $\Delta \sigma_{max}$ during the required design life (equation (13)), it results:

$$D_d = \frac{N}{N_R} = \frac{1,2823 \cdot 10^8}{1,2019 \cdot 10^7} = 10,67 > 1$$

Being $D_d > 1$, the structure will be damaged by fatigue during its lifetime of 50 years, i.e. after about 5 years. This result follows from the assumption that the vibration of the structure occurs in the lock-in range with constant amplitude equal to its maximum value. This assumption is particularly convenient for Code applications and is on the safe side. However, a more realistic fatigue lifetime may be estimated by considering the actual variability of the oscillation amplitude in the lock-in range, e.g. through rainflow counting.
4.3 Fatigue life estimation considering rainflow cycle counting

The rainflow analysis is a method to count the number of load cycles and produce a stress range spectrum in case of time histories with varying amplitude. In this work, it is referred to the algorithm for rainflow counting that is described in ASTM E1049-85 [1].

\[
\Delta \sigma = \left( \frac{2}{5} \right)^{\frac{1}{3}} \cdot \left( \frac{5}{100} \right)^{\frac{1}{3}} \cdot DC = 18.21 \text{ N/mm}^2
\]

For all stress ranges above the \( \Delta \sigma_L \) stress range, damage is accumulated.
Figure 17 describes the collectives, i.e. the stress range spectra, which correspond to the time histories in Figure 14, Figure 15, Figure 16, respectively. Figure 17 (a) shows a typical collective shortly before beginning of the lock-in range. In accordance with a stochastic signal, the number of cycles that correspond to the maxima of the oscillation is small compared to the number of cycles for smaller oscillation. A similar pattern is observed in Figure 17 (b). Figure 17 (c) - which corresponds to a fully resonant time history (see Figure 16), where the largest oscillation in the lock-in range is reached - indicates another behavior. Due to the predominant harmonic component, most of load cycles occur with the larger oscillations.

The calculation of the stress collectives from the experiments at different \( V/V_{cr} \) through rain-flow cycle counting allows the calculation of actual cumulative damage in the structure. For each ratio \( V/V_{cr} \), a velocity class can be identified such that \( V_1 \leq V/V_{cr} < V_2 \). For each velocity class, depending on the Weibull distribution defined in equation (6), the probability when the wind velocity assumes values within the velocity class can be calculated (equation (8)). In this way, the number of load cycles for each velocity class can be calculated (\( N_i \)) according to the equation (9).

Table 3 shows the calculation of the cumulative damage by considering largest stress range \( \Delta \sigma_{max,i} \) for each velocity class and attributing it to the number of cycles \( N_i \). The calculation assumes that the vibration in each velocity class is harmonic and its amplitude corresponds to \( y_{max,i}/D \) in the lock-in curve shown in Figure 12. The rainflow counting is not considered in this calculation. The cumulative damage then results:

\[
D_d = 1,752 > 1 \text{ (considering the lock-in range but without rainflow counting)}
\]

It means a reduction of the fatigue lifetime to about 28.5 years. On the other hand, if the intermittent behavior is considered through rainflow analysis and each stress collective such as those in Figure 17 is considered for each velocity class, the cumulative damage results smaller than 1, i.e. the structure will not be damaged by fatigue during the whole lifetime (50 years):

\[
D_d = 0,659 < 1 \text{ (considering rainflow counting)}
\]

Finally, given the cumulative damage calculated through rainflow analysis, the equivalent stress ranges which correspond to the cumulative damage can be calculated for each velocity class (Table 5). From that, equivalent oscillation amplitudes and equivalent peak factors for fatigue analysis in the lock-in range are developed. Figure 18 shows the peak factors for the ultimate limit state (already shown in Figure 12), which provide the maxima in the lock-in range. The peak factors for fatigue analysis, which provide equivalent stresses that give the same cumulative damage as the rainflow analysis, are also shown in the figure.
Table 3: Cumulative damage in the lock-in range without rainflow counting

<table>
<thead>
<tr>
<th>Velocity classes</th>
<th>Va [m/s]</th>
<th>Vb [m/s]</th>
<th>Vi [m/s]</th>
<th>Vi / Vcr</th>
<th>Ni = Number of load cycles (Weibull)</th>
<th>Δσ_{max,i} = stress range [N/mm²]</th>
<th>NRi = Number of load cycles to failure</th>
<th>Dd = Cumulative Damage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.78</td>
<td>3.05</td>
<td>2.91</td>
<td>0.855</td>
<td>3.20E+07</td>
<td>1.325</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>3.05</td>
<td>3.32</td>
<td>3.19</td>
<td>0.936</td>
<td>3.27E+07</td>
<td>2.117</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>3.32</td>
<td>3.50</td>
<td>3.45</td>
<td>1.013</td>
<td>2.24E+07</td>
<td>7.705</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>3.50</td>
<td>3.58</td>
<td>3.55</td>
<td>1.041</td>
<td>1.04E+07</td>
<td>9.088</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>3.58</td>
<td>3.68</td>
<td>3.62</td>
<td>1.061</td>
<td>1.31E+07</td>
<td>16.114</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>3.68</td>
<td>3.81</td>
<td>3.75</td>
<td>1.101</td>
<td>1.59E+07</td>
<td>24.832</td>
<td>2.12E+07</td>
<td>0.751</td>
</tr>
<tr>
<td>7</td>
<td>3.81</td>
<td>3.87</td>
<td>3.86</td>
<td>1.133</td>
<td>8.47E+06</td>
<td>27.822</td>
<td>1.20E+07</td>
<td>0.705</td>
</tr>
<tr>
<td>8</td>
<td>3.87</td>
<td>3.95</td>
<td>3.88</td>
<td>1.139</td>
<td>9.63E+06</td>
<td>22.805</td>
<td>3.25E+07</td>
<td>0.296</td>
</tr>
<tr>
<td>9</td>
<td>3.95</td>
<td>4.08</td>
<td>4.01</td>
<td>1.176</td>
<td>1.80E+07</td>
<td>17.786</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>10</td>
<td>4.08</td>
<td>4.21</td>
<td>4.15</td>
<td>1.219</td>
<td>1.74E+07</td>
<td>14.959</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>11</td>
<td>4.21</td>
<td>4.30</td>
<td>4.27</td>
<td>1.253</td>
<td>1.23E+07</td>
<td>7.665</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>12</td>
<td>4.30</td>
<td>4.40</td>
<td>4.34</td>
<td>1.273</td>
<td>1.25E+07</td>
<td>6.966</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>13</td>
<td>4.40</td>
<td>4.50</td>
<td>4.46</td>
<td>1.308</td>
<td>1.41E+07</td>
<td>6.107</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>14</td>
<td>4.50</td>
<td>4.61</td>
<td>4.55</td>
<td>1.335</td>
<td>1.39E+07</td>
<td>5.703</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>15</td>
<td>4.61</td>
<td>4.72</td>
<td>4.67</td>
<td>1.369</td>
<td>1.55E+07</td>
<td>4.595</td>
<td>Inf</td>
<td>0.000</td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.485E+08</td>
<td>1.752</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Cumulative damage in the lock-in range by rainflow counting

| Velocity classes | Va [m/s] | Vb [m/s] | Vi [m/s] | Vi / Vcr | Ni = Number of load cycles (Weibull) | NRi = Number of load cycles to failure = Ni/Dd | Dd = Cumulative damage through Rainflow |
|------------------|---------|---------|---------|----------|-------------------------------------|---------------------------------|---------------------------------|--------------------------|
| 1                | 2.78    | 3.05    | 2.91    | 0.855    | 3.20E+07                            | Inf                            | 0.000                          |
| 2                | 3.05    | 3.32    | 3.19    | 0.936    | 3.27E+07                            | Inf                            | 0.000                          |
| 3                | 3.32    | 3.50    | 3.45    | 1.013    | 2.24E+07                            | Inf                            | 0.000                          |
| 4                | 3.50    | 3.58    | 3.55    | 1.041    | 1.04E+07                            | Inf                            | 0.000                          |
| 5                | 3.58    | 3.68    | 3.62    | 1.061    | 1.31E+07                            | Inf                            | 0.000                          |
| 6                | 3.68    | 3.81    | 3.75    | 1.101    | 1.59E+07                            | 6.80E+07                       | 0.234                          |
| 7                | 3.81    | 3.87    | 3.86    | 1.133    | 8.47E+06                            | 3.03E+07                       | 0.279                          |
| 8                | 3.87    | 3.95    | 3.88    | 1.139    | 9.63E+06                            | 6.64E+07                       | 0.145                          |
| 9                | 3.95    | 4.08    | 4.01    | 1.176    | 1.80E+07                            | Inf                            | 0.000                          |
| 10               | 4.08    | 4.21    | 4.15    | 1.219    | 1.74E+07                            | Inf                            | 0.000                          |
| 11               | 4.21    | 4.30    | 4.27    | 1.253    | 1.23E+07                            | Inf                            | 0.000                          |
| 12               | 4.30    | 4.40    | 4.34    | 1.273    | 1.25E+07                            | Inf                            | 0.000                          |
| 13               | 4.40    | 4.50    | 4.46    | 1.308    | 1.41E+07                            | Inf                            | 0.000                          |
| 14               | 4.50    | 4.61    | 4.55    | 1.335    | 1.39E+07                            | Inf                            | 0.000                          |
| 15               | 4.61    | 4.72    | 4.67    | 1.369    | 1.55E+07                            | Inf                            | 0.000                          |
| Sum             |         |         |         |          | 2.48E+08                          | 0.659                            |                                |                          |
Figure 18: Peak factors for ultimate limit state (ULS) and equivalent peak factors in the lock-in range for fatigue analysis

<table>
<thead>
<tr>
<th>Velocity classes</th>
<th>$V_i / V_{cr}$</th>
<th>$y_{max,i} / D$ (Figure 12a)</th>
<th>$\sigma_j / D$ (Figure 12a)</th>
<th>$k_{pi} = \frac{y_{max,i}}{\sigma_j}$ (Figure 12b)</th>
<th>$D_d$ = Cumulative damage through Rainflow</th>
<th>$\Delta\sigma_{eq,i}$ = equivalent stress range [N/mm$^2$]</th>
<th>$y_{eq,i} / D$ = equivalent amplitude</th>
<th>$k_{pi,eq}$ = equivalent peak factor for fatigue analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.855</td>
<td>0.004</td>
<td>0.001</td>
<td>3.995</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>2</td>
<td>0.936</td>
<td>0.007</td>
<td>0.002</td>
<td>3.696</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>3</td>
<td>1.013</td>
<td>0.026</td>
<td>0.009</td>
<td>2.985</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>4</td>
<td>1.041</td>
<td>0.030</td>
<td>0.011</td>
<td>2.838</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>5</td>
<td>1.061</td>
<td>0.054</td>
<td>0.026</td>
<td>2.042</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>6</td>
<td>1.101</td>
<td>0.083</td>
<td>0.046</td>
<td>1.792</td>
<td>0.234</td>
<td>19.675</td>
<td>0.066</td>
<td>1.420</td>
</tr>
<tr>
<td>7</td>
<td>1.133</td>
<td>0.093</td>
<td>0.054</td>
<td>1.737</td>
<td>0.279</td>
<td>23.123</td>
<td>0.077</td>
<td>1.444</td>
</tr>
<tr>
<td>8</td>
<td>1.139</td>
<td>0.076</td>
<td>0.047</td>
<td>1.627</td>
<td>0.145</td>
<td>19.765</td>
<td>0.066</td>
<td>1.411</td>
</tr>
<tr>
<td>9</td>
<td>1.176</td>
<td>0.060</td>
<td>0.035</td>
<td>1.720</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>10</td>
<td>1.219</td>
<td>0.050</td>
<td>0.028</td>
<td>1.795</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>11</td>
<td>1.253</td>
<td>0.026</td>
<td>0.011</td>
<td>2.357</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>12</td>
<td>1.273</td>
<td>0.023</td>
<td>0.010</td>
<td>2.300</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>13</td>
<td>1.308</td>
<td>0.020</td>
<td>0.008</td>
<td>2.566</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>14</td>
<td>1.335</td>
<td>0.019</td>
<td>0.008</td>
<td>2.466</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>15</td>
<td>1.369</td>
<td>0.015</td>
<td>0.006</td>
<td>2.554</td>
<td>0.000</td>
<td>$\leq 18.212$</td>
<td>$\leq 0.061$</td>
<td>n/a</td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.659</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Equivalent peak factors for fatigue analysis
5 CONCLUSIONS

The paper analyzes the negative aerodynamic damping in vortex-induced vibrations through free-vibration tests on an aeroelastic model. The result is compared with the curve previously gained by the authors through forced-vibration tests and shows a good agreement. Then, fatigue analysis through rainflow cycle counting is applied to the time histories measured in the wind tunnel experiments, which show a quasi-periodic behavior in the lock-in range. In view of fatigue, not the maxima, but rather the stress distribution needs to be considered for the evaluation of the fatigue lifetime. The rainflow analysis allows the calculation of equivalent stresses which produce the same cumulative damage as the actual time histories with varying amplitude. In this way, a peak factor for fatigue analysis can be defined. Similarly, using the ultimate limit state peak factor that is applied to the standard deviation of the response, the largest oscillation in the lock-in range is calculated.
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Abstract. Aerelastic galloping instability and vortex induced vibration can be both relevant during the launching phase of steel-concrete composite bridges, due to the light weight and bluff shape of the normally first-launched steel box. A bridge deck sectional model with an open cross section, which is typical during the construction phase of steel-concrete composite bridges, was tested by means of wind tunnel techniques in smooth flow. Strong interaction between galloping and vortex induced vibration was observed for this bridge deck at a wind angle of attack of 4°, being the actual galloping onset fixed at the Kármán-vortex-resonance wind speed up to a high value of the mass-damping parameter. Tamura’s wake-oscillator model was selected to model the interaction phenomenon observed for this bridge deck, following a recently proposed parameter identification method. For a wide range of the mass-damping parameter examined, satisfying agreements were found between the solutions of the mathematical model and the wind tunnel aeroelastic test results. This mathematical model was then applied to a full-scale case study, which is a 7-span continuous steel-concrete bridge during the critical launching phase.
1 INTRODUCTION

Slender structures with special cross sections, like square and D shapes, can be susceptible to both galloping instability and vortex induced vibration (VIV) in the across wind direction. Under certain circumstances, these two phenomena are supposed to interact with each other, promoting a combined VIV-galloping instability [1]. The mass-damping parameter, namely the well-known Scruton number \( (Sc) \), plays a key role in this complex behavior [2]. And a high value of \( Sc \), dependent on the cross section geometry, is usually needed to well separate these two phenomena. Otherwise, the complex behavior of the VIV-galloping instability is unable to be predicted by either the classical quasi-steady galloping theory or the VIV theory.

Two important mathematical models aiming at capturing the interaction mechanics of VIV and galloping were proposed by Corless and Parkinson [3] and Tamura and Shimada [4], by coupling an equation modelling the dynamics of the vortex-shedding force to the classical nonlinear equation describing the transverse motion of the cylinder according to the quasi-steady theory. In describing the self-excited and self-limited characteristics of the vortex shedding force, the former adopted the lift-oscillator model which is a Rayleigh-type oscillator, while the latter adopted the wake-oscillator which is a Van der Pol-type oscillator. In particular, the model proposed by Tamura and Shimada [4] was deduced based on physical considerations of the near-wake [5], rather than simply with an empirical approach. Recently, the wake-oscillator model was slightly modified and applied to a 3:2 rectangular cylinder, showing good agreements with the experimental results in a wide range of Scruton number [6].

For engineering practice, this combined VIV-Galloping instability may occur when the Scruton number of the structure is not high enough. In particular, this combined instability seems very relevant for the modern launching of steel-concrete composite bridges, since the steel box girder, which is normally launched first, could feature light weight, low damping and bluff cross section. A typical case should be mentioned is the Aftetal Bridge (in Germany), since its 90-m steel box girder was totally modified during the construction phase with temporary wind fairings to eliminate the risk of transverse galloping [7], as shwon in Figure 1.

![Figure 1. Cross-section modification of the Aftetal bridge, Germany, during the launching phase: (a) complete steel-concrete composite deck in service; (b) original steel box, and (c) modified steel box with temporary wind fairings during the launching phase [7].](image)

In our previous work [8], a bridge deck model with typical open cross section was experimentally tested in smooth flow, showing a strong VIV-galloping tendency at its mean wind angle of attack of 4° (see the velocity-amplitude curve replotted in Figure 4). There, the actual galloping onset is fixed at the Kármán-vortex-resonance reduced critical wind speed \( V_r \) for Scruton number up to at least 70.

In this work, additional wind tunnel static tests were supplemented for the bridge deck model particularly at its 4° flow incidence, aiming at clarifying the dependence of the vortex shedding force coefficient \( C_{LD} \) on Reynolds number that reported in [8]. Mathematical modeling for the VIV-galloping instability of the bridge deck is firstly carried out on the wind tunnel sectional model. Then, the wake oscillator model with the parameters obtained from wind
tunnel tests was applied to a full-scale case study, which is a 7-span continuous steel-concreted bridge during its critical launching phase.

2 WIND TUNNEL TESTS

The extra wind tunnel static tests were carried out with the same wind tunnel model in the same wind tunnel facility as reported in [8], except that the static setup was re-mounted after one year later. More measures were added for the 4° angle of attack at various Reynolds number ($Re = \rho Ud/\mu$, being $\mu$ the dynamic viscosity of air). Details about the geometry of the bridge deck model is given in Figure 2. The length of the bridge deck model between two end-plates is $l_e = 1300$ mm.

![Figure 2. (a) Geometry of the open cross section, and (b) photo of the bridge deck model mounted in the wind tunnel (dimensions in mm).](image)

The method of calculating the sinusoidal equivalent amplitude of the fluctuating lift coefficient $C_{L0}$ was also improved. In [8], the $C_{L0}$ coefficient was obtained by integrating the power spectral density of the fluctuating lift with a narrow band around the Strouhal frequency $n_{st}$, then square-rooting, normalizing with $0.5\rho U^2 d\bar{e}$ and finally timing $\sqrt{\frac{\pi}{2}}$. However, the $C_{L0}$ obtained in this way is affected by the dynamic amplification effect, unless the first bending natural frequency of the model is very high compared to the vortex-shedding frequency. To correct this bias, the classical dynamic amplification factor for a single-degree-of-freedom system was employed. First, a sensitivity analysis showed that for damping ratios up to 5% the amplification factor exhibits negligible variations, if the ratio of the vortex-shedding frequency to the model natural frequency is lower than 0.84 (this is the maximum frequency ratio encountered during the static tests). Consequently, since for an aluminum model rigidly mounted in the static setup, the damping ratio of the first bending mode is unlikely to be higher than 5%, a null damping ratio was therefore considered to calculate the amplification factor and to correct the $C_{L0}$ values.

Finally, the main results in our previous work were given here again, which is supposed to facilitate the mathematical modeling work that is to be presented in the following. Figure 3 shows the mean drag and lift coefficients for the bridge deck model, respectively defined as $C_D = D/(0.5\rho U^2 d\bar{e})$ and $C_L = L/(0.5\rho U^2 d\bar{e})$, being $D$ and $L$ respectively the mean drag and lift over records of 100 s. $C_D$ and $C_L$ will be used to calculate the $C_{QS}^{e}$ coefficient in the mathematical modeling work. Figure 4 shows the aeroelastic response of the bridge deck at its 4° mean flow incidence, with various Scruton number considered. The natural frequency of the model in still-air is $n_0 = 9.63$ Hz and $n_0 = 9.53$ Hz respectively for test case #a1-a6 and #a7-a9. $y_{rms}$ represents the root mean square value of the across wind displacement $y$ in the steady or statistically steady oscillation state. $V_i = 1/(2\pi f_i)$ denotes the Kármán-vortex-resonance wind
speed in reduced form. And for the bridge deck model at $4^\circ$ flow incidence, the static test reports a Strouhal number $St = 0.102$. Finally, Scruton number is defined as $Sc = 4\pi M\zeta_0 Ud^2\ell_c$, with $\zeta_0$ the damping ratio and $M$ the effective oscillation mass (3.6 kg for test case #a1-a6 and 3.67 kg for test case #a7-a9).

\[
\begin{align*}
St &= 0.102 \\
Sc &= 4\pi M\zeta_0 Ud^2\ell_c,
\end{align*}
\]

Figure 3. Mean drag and lift coefficient for various wind angle of attack of the bridge deck model at $Re = 6.0\times10^4$.

Figure 4. Effect of the Scruton number on the dynamic response of the bridge deck model at $\alpha_0 = 4^\circ$.

3 WAKE OSCILLATOR MODEL FOR SECTIONAL MODEL

3.1 The wake oscillator model

The wake-oscillator nonlinear model proposed by Tamura and Shimada [4] was selected to simulate the VIV-galloping interaction for the bridge deck at $4^\circ$ mean flow incidence. The near-wake lamina is supposed to pivot about the centroid of the bridge deck (following the modified form of wake oscillator in [6]), as schematized in Figure 5. The transverse motion of the bridge deck $y$ and the rotation of the wake lamina $\vartheta$ are respectively governed by the two coupled equations in a dimensionless form:

\[
\begin{align*}
\ddot{Y} + 2\zeta_0 \dot{Y} + Y &= \frac{V^2}{m} f \left( \vartheta - \frac{Y'}{V} \right) + \frac{V^2}{m} C_{D0} (\alpha) \\
\vartheta'' - 2 \beta_0 \vartheta' - \left( 1 - \frac{4 f^2}{C_{L0}^2} \right) + \nu^2 \vartheta &= \lambda Y'' + \nu^2 \frac{Y''}{V}
\end{align*}
\]
where $Y = y/d$ is the normalized displacement, $m^* = M/(0.5 \rho d^2 l_e)$ the mass ratio, $C_{FS}^{qs}(\alpha)$ the quasi-steady transverse force coefficient, $v = n_0 h_0$ the frequency ratio. $f$ is a parameter relating the rotation of the wake $\beta$ to the resulting unsteady lift coefficient. $(\cdot)'$ represents differentiation with respect to non-dimensional time $\tau = 2\pi n_0 t$. The expression of $\beta$ and $\lambda$ are:

$$\beta = \frac{4\sqrt{2}}{\pi} St h^* f$$  \hspace{1cm} (3)

$$\lambda = 8\pi St^2 h^*$$ \hspace{1cm} (4)

The restoring force $F_L$ on the wake lamina is supposed to act at 1/4 of its chord, as suggested in [6], resulting in following relationship representing an additional restriction between the $St$, $h^*$ and $l^*$:

$$St = \frac{n_0 d}{U} = \frac{1}{\sqrt{8\pi l^* h^*}}$$ \hspace{1cm} (5)

being $h^* = h/d$ and $l^* = l/d$ are the normalized wake width and semi-length.

![Figure 5. Schematic of the wake oscillator implemented for the bridge deck. $G$ is the centroid of the equivalent near-wake lamina, and $O$ is the pivot position of the wake, which is assumed to coincide with the centroid of the bridge deck.](image)

### 3.2 Parameter setting

The parameters that need to be set in the equations are $h^*$, $f$, $C_{FS}^{qs}$, $C_{LD}$ and $St$. In particular, the last three can be obtained from the static test results. Figure 6(a) shows the cubic spline interpolation of the experimental $C_{FS}^{qs}(\alpha)$ data measured at $Re = 6.0 \cdot 10^4$, obtained by applying:

$$C_{FS}^{qs}(\alpha) = -\sec(\alpha) \left[ C_L(\alpha) + C_D(\alpha) \tan(\alpha) \right]$$ \hspace{1cm} (6)

The coefficient was shifted by resetting $\alpha = 4^\circ$ as a new null wind angle of attack and neglecting the part of $C_{FS}^{qs}$ inducing only static deformation. A proper linear extrapolation of the experimental data was necessary for large $\alpha$ to ensure stable numerical solutions for large-amplitude oscillation. Given the extra static test results and the improved calculation method of the $C_{LD}$, the dependence of $C_{LD}$ on $Re$ is clearer for $Re$ up to about $4.9 \cdot 10^4$, as shown in Figure 6(b). The experimental $C_{LD}$ was therefore interpreted by piecewise-linear approximation in the range of $Re$ between $1.6 \cdot 10^4$ and $8.0 \cdot 10^4$, corresponding to the wind speed range in which the aeroelastic tests were conducted. For $Re < 1.6 \cdot 10^4$, $C_{LD}$ was assumed constant due to the accuracy problem of the instruments for very low wind speeds. Finally, a constant $St = 0.102$ was adopted.
A constant $h^* = 1.8$ was assumed for the bridge deck, kept the same as for a square cylinder in [4] and for a 3:2 rectangular cylinder in [6], where it also shows the solution of the wake-oscillator model is not sensitive to the $h^*$. To obtain the value of $f$ parameter, the method recently proposed in [6] was adopted, calibrating the parameter $f$ in the VIV range with a set of experimental results for a high value of the Scruton number. The calibration process is shown in Figure 7 with the experimental data of test case #a9, especially aiming at a good match of the amplitude-velocity curve slope between the experimental results and the numerical solutions. A good match of the numerical solution and the experiment was obtained when the value of $f$ is set about 15.

![Figure 6](image1.png)

**Figure 6.** (a) Cubic spline interpolation and linear extrapolation of the experimental $C_{qs}^{\alpha}$ data ($Re = 6.0 \times 10^4$) after the shift of the coefficient for $\alpha = 4^\circ$; (b) piecewise-linear approximation of the experimental $C_{Lo}^{\alpha}$ data.

![Figure 7](image2.png)

**Figure 7.** Calibration of the $f$ parameter with experimental results for test case #a9, being the initial condition for numerical integration set as $[Y, Y', \dot{\theta}, \dot{\theta}'] = [0.001, 0, 0, 0]$.

### 3.3 Numerical results for the wind tunnel sectional model

The equations were numerically solved by the ODE45 function of Matlab®. The relative and absolute error tolerance of the solver were respectively set to $10^{-6}$ and $10^{-8}$, well balancing computational cost and accuracy (several tests with lower tolerances were also carried out). The performance of the mathematical model was examined by comparing the solution with the experimental results for a wide range of $Sc$, in terms of the amplitude-velocity curves shown in Figure 8. The QS galloping solutions are also reported as a reference.
Figure 8. Numerical solution of wake-oscillator model equations for various $Sc$. Solid and dotted lines indicate steady-state solutions respectively for initial conditions $[Y, Y', \theta, \dot{\theta}] = [0.001, 0, 0, 0]$ and $[\tan(15^\circ) V, 0, 0, 0]$.

For very low $Sc$ values, such as in test case #a1, the mathematical model is able to successfully predict the onset of galloping at $V_r$, as observed in the experiments. The calculated amplitude is higher than the measured one, especially for $V$ close to $V_r$. Even considering the average of the 10% largest peaks in the time histories ($y_{10}$), which represents a
statistical maximum amplitude for the experimental results, the agreement with the solutions of the mathematical model is not significantly improved. Increasing Sc up to 50.3 (test case #a5), the numerical solution gradually approaches the experimental data, the galloping onset remaining fixed at \( V_r \). For a slightly higher Sc (test case #a6), the mathematical model starts to show a “drop and recover” of the steady-state amplitude around \( V/V_r = 1.9 \), when the solution is attained from a small initial condition. In contrast, a branch with higher amplitude can be found when a much larger initial condition is imposed. The existence of the moderate-amplitude branch around \( V/V_r = 1.9 \), which is not predicted by the quasi-steady theory, must be related to the strong nonlinearity of the Van der Pol wake equation in the model [9]. During the experiments for test case #a6, the wind tunnel model was released from rest for \( 1.63 \leq V/V_r \leq 2.55 \), but no second branch was found. However, a careful inspection of the time records shows that the amplitude build-up at \( V/V_r = 2.13 \) is different from those at different reduced wind speeds. This amplitude build-up pattern is reported in Figure 8 (c). Two inflection points can be seen in the build-up envelop, revealing the tendency of the system to exhibit a lower-amplitude branch. This branch is unstable in the considered case but may become stable for a slightly larger Scruton number. For \( Sc \geq 83.0 \), the mathematical model shows a classical VIV response when the solution is attained from a small initial condition. The lock-in wind speed range, the maximum amplitude and the shape of amplitude-velocity curve are all well predicted (Figure 8 (d)-(f)). Nevertheless, a second branch with larger amplitudes can also be found just after the end of the lock-in range. It represents the extension of the VIV response branch and it tends to approach the QS solution, spanning a wind speed range where no vibration is expected according to the QS theory. Interestingly, such a branch was also found during the wind tunnel tests by releasing the wind tunnel model from a large displaced position, though it does not extend down to the lock-in range.

In general, the mathematical model provides satisfying predictions on the VIV-galloping behaviors of the bridge deck model at its 4° mean flow incidence.

### 3.4 Sensitivity study

Before applying the wake-oscillator model to full-scale structure, it is to check the sensitivity of the wake-oscillator model to the unmatched mass ratio \( m^\ast \) between the wind tunnel tests and the full-scale condition. The mass ratio is about \( m^\ast = M/(0.5\rho d^2l_e) = 1300 \) for the wind tunnel model, while this is about 510 for bridge deck like the Aftetal bridge in full scale (510 is calculated according to the open cross section of Aftetal bridge [7], which has a similar side ratio \( b/d = 2 \), a height about \( d = 5 \text{ m} \) and a mass about 7.7 ton/m). Therefore, the mass ratio in the full scale is about 40% of the wind tunnel model. In the wake oscillator model, this sensitivity study was implemented by manually setting the mass ratio of the bridge deck 40% of its original value, and increasing the damping ratio to maintain an unchanged Scruton number for each test case. The numerical solutions attained from small initial conditions are provided in Figure 9, for test case #a1 and test case #a7. It is clear that the wake oscillator is not sensitive to the mass ratio difference between the wind tunnel model and the full scale case.
4 APPLICATION OF THE WAKE-OSCILLATOR MODEL FOR CONTINUOUS BEAM BRIDGE

4.1 Extending the wake-oscillator model for slender continuous structures.

For slender structures in the natural wind field, the turbulence in incoming flow and many three-dimensional conditions play important roles in the flow-structure interaction. To apply the wake oscillator model to predict the VIV-galloping instability for continuous flexible structure, at this stage, assumptions have to be made: (i) Two-dimensional flow is maintained at each point along the axis of the continuous structure; (ii) Only the mean component of the approaching air flow is considered, namely ignoring the turbulent parts.

In [10], Tamura’s wake oscillator was used for the vortex induced vibration of the continuous system with circular cross section. There, the wake rotation angle and the across wind displacement are considered as $\gamma(x, t)$ and $y(x, t)$, which depends right now on the along-axis position $x$. By considering a single mode shape for the continuous system, the controlling equation for $\gamma(x, t)$ and $y(x, t)$ were finally expressed by a single differential equation of order 4, with the normalized mode shape and the mean wind profile collected in several constants.

This method is not used here, because the quasi-steady force coefficient $C_{Dy}$ for non-circular cross section is much more complicated (for circular cross section this can be simply expressed as $C_{Dy} \rho \omega / V^2$ as in [10]).

As an alternative way, multiple discrete wake oscillators were considered here for the continuous system, and the dynamics of the continuous system is described by finite element method. Figure 10 illustrates the idea, where wake oscillators were coupled on the continuous system by every two nodes. As an example, the wake oscillator at node $N_{2i}$ will be only excited by the transverse motion $y$ at $N_{2i}$, and the reference length to calculate the aerodynamic force on node $N_{2i}$ is the distance between node $N_{2i+1}$ and $N_{2i+1}$. Such a measure is just to facilitate the practical programming. The equations for the dynamics of the continuous system is first written in matrix form, applying the classical 2-d beam element and considering only the bending deformation. The discrete wake oscillators were expressed also in matrix form and combined together with structural matrix to form new matrixes (including both the degree of the freedom of nodes and the wake oscillators), with the coupled items expressed in sub-matrix of the new matrix. For brevity, these matrixes are not given here.

With this way, multiple mode shapes can be included in the calculation, and it is easy to take into account when the cross section of the continuous system is changed, for example,
the launching nose in the following case study. The disadvantage is that more computational cost is needed, due to the increased number of wake oscillators.

4.2 The case study

The Aftetal bridge [7] during its critical launching is considered here as a case study. The span arrangement is shown in Figure 11. For the 5m high steel open box (assumed here the same aerodynamic shape as our wind tunnel model), the mass per unit length is assumed 7.7 ton/m, the moment of inertia of the cross section $I_{zz} = 4.89$ m$^4$, Young’s-modulus $210 \cdot 10^9$ N/m$^2$ and Poisson’s ratio 0.3.

For the launching nose, due to the lack of the wind tunnel test results, we simply assumed here a lattice structure with a solidity ratio of 0.334 as shown in Figure 12. The mass of this launching nose is assumed half of the open cross section, and the bending stiffness is assumed the same as the open cross section. The length of the launching nose is 30m.

The continuous structural system is discrete into 92 elements and 93 nodes, shown in Figure 13. Depending on whether the launching nose is used or not during the launching phase, the total number of implemented wake oscillators is 43 or 46. In the case of with the launching nose, the quasi-steady aerodynamic force of the lattice structure is still taken into
account, although no wake oscillator is applied. The structural damping matrix is calculated using the classical Rayleigh damping, assuming the same damping ratio for the first mode and second mode shape.

![Figure 13. Finite element discrete of the structure and its first mode shape.](image)

The natural wind is assumed to attack at a mean angle of 4° of the bridge deck, leading to the oscillation of the structure not strictly in the across-wind direction. However, considering the attack angle is still very small, this influence is ignored. Therefore, the aerodynamic parameters for the open cross section and the wake-oscillator are kept the same as in Chapter 3. For the launching nose, the drag and lift coefficient is calculated according to [11], shown in Figure 14. It is to note that the lattice launching nose is able to introduce positive aerodynamic damping into the structural system due to the drag force.

![Figure 14. Drag and lift coefficients for the lattice launching nose (referred to the enclosed area $A = 5m \cdot \text{per unit length}$).](image)

Finally, the first bending frequency is 0.3671 Hz or 0.3045 Hz depending on whether the launching nose is used or not (corresponding mode shape shown in Figure 13. Fini). For both cases, the second bending frequency is higher than 4 times the first one. Therefore, the VIV-galloping instability is only considered for the first mode. The critical wind speed for the vortex induced vibration is 18.0 m/s or 14.9 m/s, taking $St = 0.102$ and the height of the bridge deck $d = 5m$.

### 4.3 Results

#### 4.3.1. Effect of the mode shape

First of all, the effect of the mode shape is examined here without considering the launching nose. The numerical results for the wind tunnel sectional model are re-computed with the same mass ratio as the full-scale one, $C_{1D}$ was also set constant as 1.085 which is the value for high Reynolds number. Therefore, the only difference between the sectional model and the continuous system is the mode shape. The numerical results are shown in Figure 15, with the amplitude at the tip of the cantilever (see Figure 13. Fini) representing the response of the continuous system. According to the numerical results, the effect of the mode shape is mainly reflected by the oscillation amplitude. The onset wind speed for galloping and the lock-in
wind speed range for vortex induced vibration is not significantly influenced by the mode shape. On the other hand, the ratio of the oscillation amplitude between the continuous system and the sectional model seems dependent on the wind speed, rather than a constant value. Taking the results of $Sc = 83$ for example, the oscillation amplitude ratio is 1.59, 1.36 and 1.25 for $V/V_r = 1.1, 1.6$ and 5.0.

![Figure 15. Effect of the mode shape: (a) for a low Scruton number; (b) for a high Scruton number. Solutions are obtained with small initial conditions.](image)

4.3.2. Effect of the launching nose

For bridge construction with launching method, the use of a light-weight launching nose will not only increase the first bending frequency in the critical launching phase, but also could contribute to stabilizing the possible wind induced vibration if the launching nose is well-designed. Figure 17 shows the effect of launching nose considering a very low damping ratio for the first mode. There, “TS” stands results of the wake oscillator model, “QS” the results according to quasi-steady theory and “L. N.” the launching nose. With or without launching nose, the equivalent mass $m_e$ is 5.3 ton/m or 7.7 ton/m in the first mode. Quasi-steady solution is also provided for comparison. From the quasi-steady solution, it is clear that the one with launching nose features a much higher galloping onset though the Scruton number in this case is even lower (due to a lower equivalent mass). This is because the launching nose locates at the tip of the cantilever. The positive aerodynamic damping due to a low value of drag coefficient can still influence the dynamics of the structural system a lot. Nevertheless, the wake-oscillator will still predict a galloping onset at the critical wind speed for vortex induced vibration.

The damping value is further increased, and the results from the wake-oscillator model with or without launching nose are shown in Figure 17. The solutions of the wake-oscillator model right now also show the benefits of the launching nose. At a damping ratio of 1.17% (logarithmic damping $\delta = 0.074$), the response with launching nose turns into a VIV response rather than a galloping starting at $V_r$. This is still not reached for the one without launching nose up to a damping ratio of 1.54% (logarithmic damping $\delta = 0.097$). Finally, it is worth stating that, in Figure 17 (a), the quasi-steady theory predicted galloping onset for the damping ratio 0.67% is already about 4 times the vortex resonance wind speed. However, the wake-oscillator model still predicts a galloping response starting at $V_r$.  
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Figure 16. Effect of the launching nose for a very low damping ratio of 0.17% (logarithmic damping $\delta = 0.011$). Solutions are obtained with small initial conditions.

Figure 17. Comparison of the response with or without launching nose by increasing damping ratio. Solutions are obtained with small initial conditions.

5 CONCLUSIONS

- Tamura’s wake oscillator model was used to capture the VIV-galloping instability of a bridge deck with open cross section. Compared with the wind tunnel test results, satisfying predictions were obtained with this wake oscillator model. In particular, the galloping onset wind speed was well captured for a wide range of Scruton number.

- The wake oscillator model was then extended to continuous system, and a 7-span continuous bridge during its critical launching phase was considered as a case study. Due to the effect of mode shape, the wake oscillator model predicts a larger amplitude response at the cantilever tip, compared with the predictions for the wind tunnel sectional model. But the critical wind speed seems not affected.

- The launching nose was found able to make an important contribution in stabilizing the VIV-galloping instability if its aeroelastic effect is well taken into account. This also implies that particular aerodynamic optimization made on the launching nose could be a more efficient way in suppression the vibration, due to the special location of the launching nose.
Finally, the predictions provided by the wake oscillator model for the continuous system need to be verified by future wind tunnel tests.
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Abstract. Structural cables have been commonly used as tension members for both high-rise and long-span structures. Wind-induced vibrations along with the traffic loads are the main factors causing fatigue damages of cables. Moreover, the vibration of these essential supporting elements can influence the response of the superstructure (and vice versa) in the form, e.g., of parametric vibration, damage, or the consequent destructive vibration of the superstructure itself. The most common cable types for guyed masts, roofs, cable stayed and suspension bridges are: parallel wire strand, helical wire strand, locked-coil cable. Each of them has its own advantages, such as: corrosion resistance, fatigue endurance, and low production cost. Cables have a characteristic surface and roughness depending on the production technology and design. The surface modifications have a major effect on aerodynamic properties. This presented work aims at determining the functionality of the open wire helical strand cable construction in various turbulence conditions via experimental investigation in a wind tunnel. According to the results in moderately turbulent conditions, the surface roughness of helical strand cables reduces the lock-in range compared to the reference smooth model. The hysteresis character of resulting amplitude at an increased/decreased flow velocity was observed for all models. The most pronounced effect was for the case of a model with bigger surface roughness and higher lay angle. This trend was observed also for the more turbulent flows. Vibration also starts at the lower critical flow velocities indicating an increase of the Strouhal number.
1 INTRODUCTION

Wind related aerodynamic forces can be divided into the following groups: forces originating directly from the impact of wind on a cable (drag forces, buffeting), and so-called aeroelastic phenomena resulting from the interaction between a cable and air flow (vortex shedding, galloping, rain-wind induced vibrations, etc.) that pose a particular risk due to a large number of loading cycles.

Oscillations of cylindrical structural elements are in most cases induced by the wind, which forms regions of disturbed flow around such structures. Usually, four regions are distinguished:

- a region of retarded flow upstream of the body,
- boundary layer regions attached to the cylinder,
- regions above and below the cylinder characterized by an accelerated flow,
- a wake with a separated flow, e.g., [1].

The flow conditions in each of the regions affect the vibration: fluctuating in-plane pressures called buffeting, vortices shed at the cable surface imposing the out-of-plane pressures, and the oscillating wake flow, see, e.g. [2]. The vibration can affect the stability of the supported structure; it may also cause high stresses in the cables (or the individual strands of a cable) and high internal forces in structural members. The fatigue damage caused by the cyclic loads, leading to normal stress in the cables or to fretting friction damage is significant [3]. This is one of the disadvantages of using steel cables with high tensile strength, as it is accompanied by a reduction in ductility and an increase in the susceptibility of cable wires to brittle fatigue failure [4], [5]. During inspection of bridge suspension cables, defects of various types were observed, e.g., cracking, pitting, fretting, fatigue, etc., see [6], [7]. vortex-induced vibration (VIV) can occur at moderate wind speeds and produce a large number of loading cycles, potentially causing serious problems.

VIV is a result of the fluid-structure interaction. It is due to alternating vortices shed at the cylinder surface, which produce the periodic forcing. If the damping and structure-air mass relations, expressed by the non-dimensional parameter called Scruton number (Sc) is low, the structural motion influences the flow field. Analysis of the cylinder response requires knowledge of the vortex shedding frequency, which is commonly expressed as the non-dimensional Strouhal number (St). This expression helps to transfer the results among different experiments and studies on vibrating bluff cross-sections with different geometries and fluid properties. Knowledge of St is necessary for determination of the critical wind velocity at which the resultant vibration of the cylinder is at, or near to, resonance. The St value depends on the shape (geometry) of the cylinder, surface roughness of the cylinder, turbulence intensity, and on the Reynolds number (Re) which determines the flow regimes for structures with both circular cross-sections and non-circular ones.

For both theoretical and computational investigations, structural cables are often assumed to have perfectly circular cross-sections. In contrast to aerodynamic bodies (wings) and bodies with sharp edges (rectangular profiles), cylinders, which may be classified as semi-aerodynamic, can have their flow separation point at varying positions along the body surface. The position of this point depends on the free-stream velocity, turbulence intensity, and roughness of the body surface [8]. Not even dry, wrapped or coated bridge cables have ideally smooth surfaces. Roughness on the surface commonly influences turbulence characteristics in the proximity of the body surface.

The location of the flow separation point is important especially for cables manufactured using individual steel wires with no coated protection as in the case of guy ropes. In the case of steel strands covered with polyethylene (HDPE) tubing, local alterations of the inherent
surface roughness, resulting from mechanical damage, manufacturing, creep, and exposure to atmospheric pollution and solar activity, are expected. Such geometrical deviations, corrosion and other types of surface changes can be defined as technological roughness. Such microscopic variations on the body surface can induce macroscopic changes in the flow around it [9], and therefore they require analysis. The Reynolds number is closely related to the flow separation on the cable surface, as it is the governing parameter of the transitions (critical state) occurring in the disturbed regions, i.e. the wake, the free shear layers, and the boundary layers [10]. This critical state in the boundary layer has attracted the most attention, as it is within this range of the Reynolds numbers that one can expect significant variations in the aerodynamic coefficients. They are provoked by changes in the flow and by the occurrence of flow instabilities which are expressed as a drop in the drag coefficient and a simultaneous appearance of a steady lift. A theoretical and experimental work focused on the wind-induced response of a full-scale yawed bridge cable section model for varying Reynolds numbers and wind angles-of-attack was addressed in [11]. The study also demonstrated the influence of cable surface roughness and wind incidence angle on the force coefficients. Roughness produced using sand paper, a wire mesh screen, and ribs were investigated in [12]. The drag coefficient for rough cylinders and the related change in the critical Reynolds number were reported in [13], [14], [15]. In [16], two types of cylinder roughness were classified and tested. In [17], alterations in surface roughness were observed to shift the vortex shedding to post-critical regimes.

A large number of television broadcasting and meteorological masts in the Czech Republic were built in the 70-90s of the 20th century. At the moment, guys of these masts are at the end of their life cycle and the problem of assessing their residual life and replacement is actual. The idea to improve the aerodynamic and fatigue performance of cables by selecting the optimal surface parameters of cable for specific turbulence conditions at a construction site is very attractive. This presented work aims at determining the functionality of the open wire helical strand cable construction in various turbulence conditions via experimental investigation in a wind tunnel.

2 EXPERIMENTAL SETUP

Experiments were carried out in the climatic wind tunnel of the Institute of Theoretical and Applied Mechanics in Czech Republic. The aerodynamic section equipped with the turntable has a 1.9 m wide and 1.8 m high rectangular cross section. The total length of the test section is 11.0 m.

Figure 1: Arrangement of the experiment in the aerodynamic test section of the climatic wind tunnel.
2.1 Structural models for wind tunnel testing

Open wire helical strand cables were selected as the structural models for the experimental study in the wind tunnel. In order to evaluate separately an impact of the lay angle and surface roughness factors, the structural model with next parameters were manufactured:

- Model of helical strake cable (construction 1x61 according ISO 17893:2004) with relative surface roughness $k/D = 5.6\%$ and lay length $l = 12\cdot D$;
- Model of helical strake cable (construction 1x61), $k/D = 5.6\%, l = 24\cdot D$;
- Model of helical strake cable (construction 1x91), $k/D = 4.5\%, l = 12\cdot D$;
- Circular cylinder as a reference model.

All models were made from polystyrene, polished and varnished. The length of the models was 1.27 m with diameter $D = 0.13$ m. The length-to-diameter ratio was approximately equal to 10. A rigid carbon fiber tube with the outer diameter of 13 mm and the wall thickness of 2 mm was used as an axis that can be fixed to the experimental stand, [18].

The logarithmic decrement of structural damping obtained from the vibration decay is $\delta = 0.035$ and $Sc = 6.4$. The duration of each measurement was 120 seconds. The measurement of the response was carried out in the range of the reduced velocity $U/(f_n \cdot D) = 2 \div 8$ and $Re = 1.12 \cdot 10^4 \div 4.5 \cdot 10^4$. The lock-in range was measured in two directions. The flow velocity increased in steps from the value lower than the theoretically predicted critical flow velocity until the resonant (lock-in) vibrations were obtained. After the end of the lock-in range, the flow velocity was changed in the opposite direction. The Plexiglas screens were installed on both sides of the structural models to create two dimensional (2D) flow conditions.

2.2 Turbulence generation in the wind tunnel

All configurations were tested in the low turbulent flow at the free stream turbulence $I_u = 0.75\%$ and in turbulent flows generated by using the square mesh arrays of rectangular bars placed upstream of the structural models.
To obtain detailed characteristics of turbulence in the wind tunnel test section, the flow profiles were measured at a step of 75 mm along the model axis using x-wire CTA probe. The exponential autocorrelation method was used to obtain the integral length scales of turbulence, see Figure 4.

![Image](image.png)

Figure 3: Wooden grid used for turbulent flow generation.

Figure 4: Turbulence integral length scale (left) and turbulence intensity (right) dependency on the distance from grid.

<table>
<thead>
<tr>
<th>Distance from the grid (m)</th>
<th>Turbulence intensity $I_{u,x}$ (%)</th>
<th>Turbulence length scale $L_{u,x}$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.1</td>
<td>4.5</td>
<td>0.141</td>
</tr>
<tr>
<td>4.6</td>
<td>6.5</td>
<td>0.114</td>
</tr>
<tr>
<td>2.1</td>
<td>12.3</td>
<td>0.078</td>
</tr>
</tbody>
</table>

Table 1: Turbulence intensity and integral length scale of turbulence (obtained by exponential method) at the location used in the mechanical response experiments.
The same x-wire probe was installed to measure flow velocity during mechanical response tests at 0.75 m upstream of the models and the sampling rate was 1000 Hz.

3 RESULTS

The experimental results obtained on the smooth circular cylinder are shown in graphs of dimensionless amplitude vibration $A_{\text{mpred}}$ versus reduced wind velocity $U_{\text{red}}$ in Figure 5, the model of 1x61 cable with lay length $l = 12 \cdot D$ in Figure 6, 1x61 cable with the lay length $24 \cdot D$ in Figure 7, 1x91 cable with the lay length $12 \cdot D$ in Figure 8. The results taken during a stepwise increase of the flow velocity are indicated by the empty markers, and the results taken during a stepwise decrease of the flow velocity by the filled markers.

Figure 5: Amplitude response plot of smooth surface cable model.

Figure 6: Amplitude response plot of helical cable 1x61-12.
Test results showed the hysteresis character of the increased/decreased velocity trend lines for the response of all the structural models and all turbulence intensities. The trend obtained by reducing the flow velocity has a peak amplitude approximately equal to or higher than for the case of the increasing velocity. The lock-in range for the cases of stepwise increasing of the flow velocity is wider. In low turbulent flow the helical surface roughness can lead to an increase in the peak amplitude and widening of the lock-in range for the case of stepwise velocity increasing compared to the smooth reference model. Higher values of surface roughness and turbulence intensity lead to a reduction of the lock-in range. The most pronounced effect was observed for the case of the cable model characterized by larger lay angle. This trend remains present in more turbulent flows where the vibrations start at lower critical flow velocities. This yields an increase in $St$. For the helical cable models, no vibrations at the dimensionless amplitude exceeding 2% in the lock-in range were observed in turbulent flows at turbulence intensities 6.5% and 12.3%.

4 CONCLUSIONS

The rationality of using cables with a smooth or rough surface is determined by the turbulent wind conditions at the construction site and the arrangement of structural elements. Smooth circular shape is optimal for single or widely spaced cable in open areas, where wind turbulence is low. Cables with the helical shape are optimal for moderate to strong turbulence wind conditions, while preference should be given to higher values of surface roughness and lower lay lengths. The present work has practical results, which could improve the knowledge of the complex wind loading of bridge cables, cables of the mast towers as well as the loading on the broadcast towers with tubular structural elements.
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Abstract. Catenary pedestrian bridges are apparently spreading all over the world. These structures are highly popular as they can form the landscape and provide the pedestrians with excitement and adventure. Consequently, there is a strong need to increase the span length, which might call for the reconsideration of the conventional approaches. A novel concept was proposed with special focus on feasibility and proper static and dynamic performance of slender catenary bridges. A dedicated physical model was built and measured in order to demonstrate the advantages. A long span catenary bridge designed in the framework of a feasibility study was also considered as an ideal candidate for our proposed method.
1 INTRODUCTION

1.1 Catenary bridge structures

The main elements of these bridges are the catenary cables that are fixed at both ends. These cables carry the vertical loads, such as the self-weight or ice loading. When necessary, wind cables and connecting cables are also involved in order to provide extra stiffness to the whole structure, which was studied in detail in [1]. The problem with these bridges is that the connecting cables are complicated to tension evenly due to their mutual interaction. There can be loose cables that may vibrate, and the others can be overloaded. On top of all, the overall structural behavior is strongly temperature dependent. The novel approach has been first introduced at the WIBE (World Innovation in Bridge Engineering) prize competition. In this paper a more detailed introduction is addressed.

1.2 The proposed iso-tensioning system

To overcome the above mentioned problems, a novel concept is proposed shown in Figure 1. In contrast to conventional catenary bridges, the evenly distributed and temperature independent connecting cable forces can be conveniently ensured by adopting pulleys that are used for railway overhead electric wires for instance. Post-tensioning cables on both sides of the catenary with ballasts at their end points are used to adjust the desired pre-stressing to the structure.

![Figure 1: Structural setup of the proposed system.](image)

2 PRELIMINARY PHYSICAL MODEL

The structural behavior was investigated by using physical models that are most common in wind engineering [2]. A preliminary model was created in order to qualitatively demonstrate that the proposed system behaved according to our expectations; the connecting cables were indeed evenly pre-stressed, no loose cables were observed. A horizontal load test was also carried out. All the cables were modeled by using fishing line, with lead as weight. The proposed configuration consists of three pulleys in a group belonging to each connecting cable; two of them are joined together and to the catenary, and the third one is fixed to the upper end of the connecting cable. Two post-tensioning cables were driven through the corresponding pulleys with ballast weights at their end points providing the desired internal forces in the connecting cables, resulting in a spatial pre-stressed structure. Although the results were in line with the expectations as to the structural behavior, the unpredictable material of the applied fishing line hindered a precise comparison with numerical results. Therefore, a detailed physical model was constructed based on the experiences gained on this preliminary model.
3 DETAILED PHYSICAL MODEL

3.1 Model fabrication

In order to carry out quantitative validation, steel wire ropes were used for the main catenary cable as well as the wind cables. Despite the fact that fishing line found to be improper due to its nonlinear material properties, it was still used for the post-tensioning and the connecting cables with respect to the moderate cable forces in these elements; the strain remained in the linear range. Besides, a multi-strand fishing line is advantageous due to its bending flexibility, which reduces the overall friction of the pulley system. The structure is shown in Figure 2 with coloring the different cable types for better visibility, which will be used later where necessary. The span of the main catenary cable is L=14 m. The diameter of the catenary cables is 3.0 mm (EA=560 kN), and that of the wind cables is 1.0 mm (EA=75 kN). The fishing line diameter of the post-tensioning and the connecting cables is 0.40 mm (EA=2 kN). When the bridge was ready and the ballasts were released, the spatial pre-stressed structure was qualitatively studied; the connecting cable forces were indeed close together as desired, loose cables were not found.

![Figure 2. View of the 14 m long physical model with the monitored points and the colored cable types.](image)

The projected schematic top view of the original and the proposed structural configuration is shown in Figure 3. In case of the conventional structure, the connection between the main catenary cable and the wind cables is made by using connecting cables. The desired internal forces can be adjusted by pre-stressing the wind cables and the connecting cables, which is tedious to carry out precisely due to the mutual interaction of the cables. The connecting cable force distribution depends on the stiffness properties of the whole structure and the pre-stress applied to the cables. The original system is referred to as model v1.
The proposed system requires ballast weights in order to set the desired cable forces. In contrast to model v1, the connecting cables do not connect the wind cables and the catenary directly, but two post-tensioning cables are included in the whole system belonging to the two wind cables on the two sides of the catenary.

The post-tensioning cables are referred to as A-B and C-D, according to the points on the ballast weights (Figure 3). The whole system of a post-tensioning cable and the belonging connecting cables are referred to as branches A-B and C-D. There are two versions of the proposed system; in case of model v2 all the four ballast weights move independently from each other. Model v3 is different, as the neighboring ballasts are connected together; the motion of ballasts A and C is not independent, instead a common upward or downward motion is allowed only. The same applies to ballasts B and D. Model v2 and v3 both produce equal connecting cable forces within a branch if the friction of the pulleys is neglected. For model v2 the connecting cable forces of the two branches are equal, that is \( s_{A-B} = s_{C-D} \).

The pulley system gives an additional flexibility to the system, which may reduce the horizontal stiffness of the main catenary. Therefore, it was of utmost importance to compare the static and dynamic behavior of the proposed models v2 and v3 to the original one of v1. The physical model was constructed with special attention to this need; the pulley system was equipped with a constraint that was capable of fixing the post-tensioning cable, which made it feasible to investigate and compare the behavior of model v1, v2 and v3. The structural details of the physical model are shown in Figure 4.
3.2 Measurements

The slender catenary bridges are sensitive to wind loading; therefore the behavior due to horizontal static loading was studied and compared. The catenary nodes were loaded horizontally at each node. The load test can be seen in Figure 5. All the three configurations were tested. Model v1 was set by fixation of the post-tensioning cables around the pulleys. The connecting cable forces are independent from each other in this case. For model v2 the above mentioned fixation was released. Model v3 was set by joining the neighboring ballasts together. The pulley friction can be an important factor in the proposed system; therefore the initial friction value was measured by applying force difference onto the two ends of a test cable hanging on the two sides of a solo V-groove ball bearing. The force difference reached 5% at the boundary of stall and motion, but drops to 1-2% when even moderate motion appears. Time-dependent behavior was also observed, which was explained by the presence of grease in the bearings. Due to the high friction and viscous properties of the pulleys, the whole structure was given slight vibration at each static measurement in order to help the pulleys and the post-tensioning cables arrange and approach to the ideal frictionless state. This was particularly important for model v2. In case of model v1 the ballast weights do not move and there is no pulley rotation either. In case of model v2, on the side the horizontal force pushes the structure toward, the ballasts move downwards as the distance between the catenary and the wind cable decreases. The post-tensioning cable releases ballasts A and B down. On the opposite side, the ballasts C and D are lifted upwards. The horizontal displacement of the catenary and the corresponding vertical displacement of ballasts A and C can be seen in Figure 5. In case of model v3 the neighboring ballasts are joined together, therefore no significant ballast motion was observed.

![Figure 5: Horizontal static deflection of the catenary and the vertical displacement of the ballasts for model v2.](image)

The dynamic properties were studied by using an accelerometer attached to the middle catenary point P (see Figure 2 and 5). The first vibration mode of the bridge was considered only, which was excited simply by hand. The symmetrical sway mode was the same for every model. In case of model v2, the sway motion of the catenary was accompanied by the vertical motion of the ballasts with small amplitudes of 1-2 cm only, nevertheless. In case of model v1 and v3 there were no ballast motion amplitudes observed.
4 STATIC NUMERICAL MODEL

4.1 Introduction of the numerical approach

The static behavior was studied on a 72 DOFs numerical model, which was written in Octave (Figure 6). The model consists of two-node spatial truss elements with tension capabilities only. The structural elements are the main catenary cable (blue), the wind cables on both sides (red), the connecting cables (black) and the vertical elements (green). The post-tensioning cables and the ballasts are not shown in this model, but their effect is included as described below.

![Figure 6: Geometry of the numerical model.](image)

4.2 Static equations with geometrical non-linearity

The considered mechanical system involves geometrical non-linearity; therefore the (load control) Newton-Raphson iterative approach was applied to find static equilibrium. The key step of the process is solving the $K_i(x_i)\Delta x_i = \Delta q_{\text{red},i}$ matrix-equation for the $\Delta x_i$ displacement error vector due to the reduced force error vector of $\Delta q_{\text{red},i} = -G_iF^{-1}d_t + \Delta q_i$. The iterative process is to be continued until the $\Delta t_i = t - (l_i - l_0 - F_s)$ and $\Delta q_i = q - (-G_is_i)$ unbalanced kinematic and force vector norms are smaller than a tolerance. In the equations above $x_i$ = displacement vector of the 24 nodes (see Figure 6); $l_i$ = stressed cable length vector; $l_0$ = stress-free cable length vector; $t$ = kinematic load vector; $q$ = external force vector; $G_i$ = geometry matrix containing the direction unit vectors of each cable; $K_i$ = tangential stiffness matrix; $F$ = flexibility matrix. All the matrices and vectors are to be updated at each $i^{th}$ iteration step. The above detailed Newton-Raphson iteration was carried out in two steps. At the first construction stage the main catenary cable was activated with its vertical loading, which was complemented by the wind cables and the connecting cables at the second stage. Therefore, the sizes of the matrices and vectors are different in these two construction stages. The results of the first stage (e.g. cable length and forces, geometry and stiffness matrices) are used as initial condition for the second one. The first stage is the same for the three models. In case of model v1 the pre-stressing is defined onto the wind cables and the connecting cables as kinematic loads, i.e. cable shortening. The connecting cable force distribution strongly depends on how the kinematic loads are defined. In case of model v2 and v3, however, the connecting cable forces are the same in every cable and depend on the ballast weight only. The additional horizontal forces are applied at stage two.
4.3 Formulation of stiffness matrices

The key step during the Newton-Raphson process is the formulation of the tangential stiffness matrix that belongs to the actual state of the structure, which can be assembled from the element stiffness matrices. Spatial truss elements were used with an element stiffness matrix:

\[ K_e = \left[ k - \frac{s}{L} \right] e \cdot e^T + \frac{s}{L} I \]  

The spring stiffness is \( k = \frac{EA}{L} \), with \( EA = \) normal stiffness; \( L = \) cable length; \( e = \) cable orientation unit vector; \( s = \) cable force; \( I = \) identity matrix. The element matrix takes structural and geometrical stiffness into account. For model v1 the formulation of the element matrices is straightforward, the internal force variation of the \( j^{\text{th}} \) connecting cable is \( \Delta s_j = f(\Delta L_j) \), which is the function of the length variation. For model v2 and v3, however, special further considerations have to be made. The force of the \( j^{\text{th}} \) connecting cable depends not only on the displacement of the nodes of its two end points, but of every connecting cable. Therefore, a compatibility equation of the coupled system of the post-tensioning and connecting cables has to be solved at each iteration step in order to obtain the cable force changes based on the displacement variation vector \( \Delta x_i \). The arrangement of branch A-B can be seen in Figure 7.

![Figure 7: Schematic projected arrangement of branch A-B (D and h are displacement, s is the cable force).](image)

The forces in the connecting cables of a branch are equal, provided that pulley friction is neglected, which leads to the analogy of serial coupling in electricity. By using this principle, the system shown in Figure 7 was reduced into an inhomogeneous spring, which includes all the connecting cables and the tensioning cable of branch A-B (see Figure 8). The points \( M_j \) were merged into point M, and points A and B into A-B. The total displacement variation onto point M is calculated as \( \Delta x_{A-B} = \Sigma \Delta x_j \), where \( \Delta D_j = \) end points distance variation (see Figure 8 and 9) of the \( j^{\text{th}} \) connecting cable of branch A-B. The linear reduced stiffness can be calculated by using a reciprocal formula for the serially coupled linear springs of a branch as:

\[ k_{\text{red},A-B} = \frac{1}{\sum \frac{L_j}{EA_j} + \frac{L_{A-B}}{4EA_{A-B}}} \]  

\( L_j = \) length of a connecting cable; \( EA_j = \) normal stiffness of a connecting cable; \( L_{A-B} = \) length of the post-tensioning cable; \( EA_{A-B} = \) normal stiffness of the post-tensioning cable. Branch C-D can be handled likewise. Symmetrical horizontal loading was considered only.

![Figure 8: Construction of the idealized spring (left) and its reduced model (right).](image)
If there is no horizontal load, models v2 and v3 are the same as the force is $s=2mg$ in every connecting cable, where $m$ = weight of one ballast and $g=9.81 \text{ m/s}$. The behavior of these two models, however, is different if horizontal load is also applied, which is illustrated in Figure 10. In case of model v2, branches A-B and C-D are independent; therefore the ballast weights can move freely. Consequently the connecting cable forces do not change due to any structural displacement field, that is $\Delta s_{A-B}=0$ and $\Delta s_{C-D}=0$. This can be modeled by simply eliminating term $k$ in the element stiffness matrix of the connecting cables (1), which means that the geometrical stiffness belonging to the constant connecting cable forces exists only. It should be noted, however, that instead of using zero value for $k$, a small nonzero value is better to use for faster convergence. In case of model v3 points A-C and B-D are connected together; the two inhomogeneous springs belonging to the branches A-B and C-D are now coupled in a parallel way.

The internal force variation for branch A-B is $\Delta s_{A-B}=f(\Delta D, j=1..2n)$ and that for the branch C-D is $\Delta s_{C-D}=g(\Delta D, j=1..2n)$, where $n =$ number of the connecting cables on one side, namely 7 in our case. Unlike model v2, the connecting cable forces are not invariant of the reduced displacement variation in case of model v3. If the reduced displacement variation of $\Delta x_{A-B}$ and $\Delta x_{C-D}$ are not equal, a difference will appear between the connecting cable forces of the two branches.

The reduced displacement variations for branch A-B is $\Delta x_{\text{red},A-B}=\Delta x_{A-B}-(\Delta x_{A-B}+\Delta x_{C-D})/2$ and for branch C-D is $\Delta x_{\text{red},C-D}=\Delta x_{C-D}-(\Delta x_{A-B}+\Delta x_{C-D})/2$. If symmetrical horizontal forces are applied, the connecting cable force variations is be calculated as $\Delta s_{A-B}=\Delta x_{\text{red},A-B}\cdot k_{\text{red},A-B}$ and $\Delta s_{C-D}=\Delta x_{\text{red},C-D}\cdot k_{\text{red},C-D}$. Compared to model v2, stiffness $k$ in the element stiffness matrix is not zero. The normal stiffness $k$ for each connecting cable of branch A-B and C-D were selected as $n\cdot k_{\text{red},A-B}$ and $n\cdot k_{\text{red},C-D}$, respectively. This intuitive stiffness approximation of the connecting cables gave fast convergence in case of symmetrical total horizontal loading.
5 DYNAMIC NUMERICAL MODEL

The dynamic behavior of the three models was studied by extending the static equations with the inertia and damping forces. A non-iterative incremental time advancement version of leap-frog scheme was used. Also, a nested Newton-Raphson scheme can also be developed.

Model v1 required to solve Equation (3):

$$M \Delta a_i + C \Delta v_i + K_i(x_i) \Delta x_i = \Delta Q_i$$  \hspace{1cm} (3)

In (3) $M =$ mass matrix; $C =$ damping matrix; $a =$ acceleration vector; $v =$ velocity vector; $x =$ displacement vector; $Q =$ external load vector. As the structure is geometrically non-linear, the stiffness matrix had to be updated at each time step based on the geometrical position of the nodes (see Figure 6) and the cable forces. Although the explicit scheme was easy to implement, the time step for a stable and accurate solution was typically 10 times less than usual in linear dynamics.

Model v2 required the modification of the equation (3) into (4):

$$M \Delta a_i + C \Delta v_i + K_i(x_i) \Delta x_i + \Delta P(a_i, v_i) = \Delta Q_i$$ \hspace{1cm} (4)

The elements of vector $\Delta P_t$ are determined by solving $\Delta P_t = G_t \Delta s_t$, where $\Delta s_t =$ internal force vector increment belonging to the connecting cables. Unlike static behavior, the connecting cable forces do change due to inertia and damping forces accompanied by the ballast weight motion, therefore $\Delta P_t$ is the function of $a_t$ and $v_t$ of the structural nodes. In Figure 11 the coupled system of the post-tensioning cable and the connecting cables is shown for model v2, which was reduced into an idealized spring system. The two ballasts of a branch move identically due to symmetrical horizontal loading. The spring representing branch A-B is excited at point M with displacement increment of $\Delta x_{A-B} = \Sigma \Delta d_i$, where D is illustrated in Figure 9. The spring of branch C-D is derived likewise. In order to improve the performance of model v2, each ballast can be equipped with a linear hydraulic damper ($c$) and a nonlinear spring that is inactive until a prescribed displacement ($\delta$) is reached. The dynamic equation of motion is solved for the vertical ballast displacement variation $\Delta h$, from which the cable force change in the reduced spring of a branch is $\Delta s = (\Delta x - \Delta h) \cdot k_{red}$, which is equal to the connecting cable force increments of the same branch. Based on the connecting cable force increments, $\Delta P_t$ can be compiled, and the displacement, velocity and acceleration increments of the 24 structural nodes and the four ballasts can be calculated at a time step.

Model v3 is simpler than v2 in case of horizontal loading, as the vertical motion of the ballast and the consequent dynamic forces can be neglected. Instead, the principles introduced at the static numerical modeling apply here. The difference is that the internal forces of the connecting cables are taken into consideration in the $\Delta P_t$ vector rather than in the term $K_t \Delta x_i$, which means that the internal forces are handled as external loadings. This is important with respect to the explicit time advancement scheme as there is no internal iteration within a time step. The nonlinear dynamic calculation was tested by applying quasi-static test loading; the results were in good agreement with that of the nonlinear static calculations for all the three models.

Figure 11: Dynamic model of the idealized spring for branch A-B (left) and its reduced model (right).
6 VALIDATION

In the previous chapters the proposed structural system was investigated by means of physical and numerical approaches. The input for the numerical simulation was set in accordance with the measured physical model; the normal stiffness of the steel wires and the multi-strand fishing line were measured through tensional tests. The weight of each structural part was also determined. Neither hydraulic damping, nor nonlinear springs were applied to the ballasts. A horizontal static load of 5 N was applied to the catenary nodes. The horizontal displacement showed linear tendency for every model for this load. In Table 1 the measured and calculated horizontal displacement in mm of point P (see Figure 12) and vertical displacement of ballast points A and C are compared. The measured and simulated displacement values are in good agreement for model v1 and v3. The results of model v1 and v3 are close together, showing that there is no significant loss in the overall stiffness due to the dominant horizontal loading by applying the proposed post-tensioning system of model v3. Model v2, however, gave 2-3 times larger displacement, which can be explained by the unconstrained vertical displacement of the ballasts and the consequently constant connecting cable forces. The connecting cables with constant forces need to change spatial orientation in order to balance the horizontal load, which is the source of the significantly larger horizontal displacement. The measured horizontal displacement is lower by 35 percent than the calculated one due to the friction of the pulleys. The ballast displacement shows the difference between models v2 and v3; points A and C move in the opposite direction and so do points B and D in case of model v2. On the other hand, in case of model v3, points A-C and B-D are connected together, resulting in a small common displacement, which constrains the horizontal displacement of the catenary.

<table>
<thead>
<tr>
<th>Models</th>
<th>Physical</th>
<th>Numerical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P_hor</td>
<td>A_vert</td>
</tr>
<tr>
<td>v1</td>
<td>21</td>
<td>-</td>
</tr>
<tr>
<td>v2</td>
<td>50</td>
<td>-190</td>
</tr>
<tr>
<td>v3</td>
<td>28</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1: Horizontal displacement of point P and vertical displacement of points A and C [mm].

The developed dynamic numerical method was also validated. The natural frequencies were determined by FFT analysis of the time series of the geometrically non-linear time stepping method. The simulation was started on the completed bridge structure as a result of the nonlinear static calculation. The time dependent horizontal load was applied to each catenary node; it was ramped up in a quasi-steady manner and then set to zero in one time step, obtaining a free decay oscillation to study.

![Figure 12: Investigated points and displacement directions.](image-url)
The results are shown in Table 2 for the three models and with stage1 for the catenary alone state. The measured and simulated natural frequencies of the sway mode are in good agreement. According to expectations, model v1 has the highest frequency as it has the highest stiffness. Model v3 showed higher static deflection and the frequency is consequently lower. Model v2 is interesting as the sway mode has a frequency close to that of models v1 and v3. On the other hand, the extra freedom of the ballasts provided a slow vibration mode that belongs to the vertical motion of the ballasts and the horizontal motion of the catenary. The frequency is around 0.30 Hz, which is shown in Table 2 in parentheses. This mode was spotted numerically but did not show up in the measurements, which is explained by the behavior of the pulleys; the bearings of this size give relatively high friction and viscosity, which might hinder the whole pulley system from accommodating this vibration mode.

<table>
<thead>
<tr>
<th>Models</th>
<th>Physical</th>
<th>Numerical</th>
</tr>
</thead>
<tbody>
<tr>
<td>stage1</td>
<td>0.68</td>
<td>0.66</td>
</tr>
<tr>
<td>v1</td>
<td>1.50</td>
<td>1.44</td>
</tr>
<tr>
<td>v2</td>
<td>1.37</td>
<td>1.30(0.30)</td>
</tr>
<tr>
<td>v3</td>
<td>1.38</td>
<td>1.28</td>
</tr>
</tbody>
</table>

Table 2: Natural frequencies of the symmetrical sway mode.

7 INDUSTRIAL APPLICATION

7.1 The considered long-span catenary bridge

In this chapter an L=700 m main span catenary is considered that has been designed by Pont-TERV Ltd in the framework of a feasibility study in 2017 (see Figure 13). The bridge geometry is similar to the physical model that was studied earlier. The proposed novel tensioning system and the adequate numerical approach were adopted to this bridge structure. It is highlighted that this span length maximization is under research in case of road bridges [4].

Figure 13: The considered long span catenary structure (Feasibility study, courtesy of Pont-TERV Ltd, 2017).
7.2 Application of the proposed iso-tensioning system

At first, the horizontal displacement of the structure due to horizontal loading on the catenary is illustrated in Figure 14. It can be seen that the catenary together with the wind cables moves sideways.

![Figure 14: Horizontal deflection of the catenary.](image)

The selected ballast weight is 4 t each. The static test loading was horizontal $Q_{\text{top}}=14$ kN at the nodes of the catenary, and $Q_{\text{bottom}}=31$ kN at the nodes representing the bridge walkway. The horizontal loading was ramped up within 20 seconds and then was kept constant. The horizontal displacement of point P for models v1, v2 and v3 is shown in Figure 15. Both models are common in reach a horizontal displacement around 60-80 cm when the ramped load reaches its maximum value. This displacement belongs to the spatial deformation of the whole bridge structure (see Figure 14).

The displacement values remain constant except for model v2, which shows increasing tendency with time. This creep-like behavior is due to the ballast motion pulled by the post-tensioning cables, which is explained in Figure 15 (right hand side); $z_0$ is the deflection due to short-term load, $z_t$ is the long-term deflection. The displacement growth speed can be decreased by involving dampers shown in Figure 11. In our calculations a value of $c=10$ kNs/m was selected. The maximum displacement of model v2 was reached when the orientation of the connecting cables changed in order to reach equilibrium. It is important to note that there is a limit for the static horizontal loads to be balanced by the connecting cables, as the forces in these cables are constant under any external load conditions. To overcome this problem, the ballast motion was constrained by using supports that were activated after a prescribed vertical motion (h), which restricted the horizontal displacement of the catenary as well. At each ballast, a spring with $k=10000$ kN/m was defined that was activated when the ballast vertical displacement exceeded $\delta=2.00$ m. With this non-linear constraint the creep-like behavior could be well controlled. In Figure 15 (left hand side), the results of model v2 both with and without constraint are shown (red and green curves).

![Figure 15: Horizontal displacement due to static load (v1: black, v2-constrained: red, v2: green, v3: blue).](image)
In Figure 16 the dynamic performance of the three models are compared. The model v2 is investigated with the above mentioned constraint, the no-constrain condition is not shown now. The test load is the same as the quasi-static one, but when its maximum was reached, the load was dropped to zero in one time step, leading to a free decay oscillation. The results of model v1 and v3 are close together. Model v2 shows larger damping, which can be explained by the damped motion of the ballasts; the horizontal displacement of the walkway are transferred by the post-tensioning cables to the ballasts that can move freely making the dampers work. The neighboring ballasts are prevented from moving in the opposite direction in case of model v3; therefore the hydraulic dampers do not increase the overall damping at all.

![Figure 16: Horizontal displacement due to sudden load (v1: black, v2-constrained: red, v3: blue).](image1)

Having studied the structural behavior of the three different models due to ideal loads, a real test was also carried out. An along-wind time series was generated based on the turbulent spectrum proposed by the Eurocode. By using the wind speed values at each time step, the loading to the catenary and walkway nodes was determined. Unlike nonlinear aerodynamic load models, a simplified along-wind loading of \( q_x = 0.5 \rho U^2 c_x A \) was chosen, where \( \rho \) = air density; \( U \) = wind velocity; \( c_x \) = static force coefficient of the certain structural element; \( A \) = reference area. The effect of the displacement and velocity of the bridge on the aerodynamic forces is neglected. The structural logarithmic damping value of \( \delta = 0.22 \) was selected as a sum of the inherent structural damping (\( \delta = 0.02 \)) and the aero-dynamic damping. All the parameters were chosen in accordance with Eurocode (terrain category: III, height over ground: 80 m). Due to the high reduced wind speed, the simplified aerodynamic load model is justified; therefore advanced three-dimensional fluid-structure interaction model [2] can be omitted for this problem. The results are shown in Figure 17. For model v2 each ballast was equipped with a hydraulic damper and a non-linear spring that was introduced earlier. The dynamic displacement values of model v1 and v3 show the same tendency, but that is apparently lower in case of model v2 due to the additional effect of the dampers of the ballasts.

![Figure 17: Horizontal displacement of point P due to buffeting (v1: black, v2-constrained: red, v3: blue).](image2)
8 CONCLUSIONS

- In this paper a novel post-tensioning method was proposed for long span catenary bridges. The system involves pulleys that has a number of advantages. First of all, the pre-stressing is temperature-independent. Secondly, the connecting cable forces are evenly distributed, therefore any vibration of a loose cable is unlikely. The proposed structural configuration was tested on a physical model. The evenly distributed connecting cable forces were indeed observed, which was our main goal to achieve. An adequate numerical model was also developed. Three configurations were investigated; a conventional one named model v1, and the novel pulley based system with and without fixing the neighboring ballasts together, which are models v3 and v2, respectively. The measured and calculated results were in good agreement.

- The friction of the pulleys were not considered in the numerical models. Their effect will be studied in our advanced models in the future.

- The validated numerical model was tested on a catenary bridge of real sizes as well. It was found that model v2 and v3 worked properly due to buffeting forces, as the dynamic responses did not exceed that of model v1, which indicated that the loss in the horizontal stiffness of the proposed systems can be avoided. The novel configuration v2 and v3 are basically different in nature; v3 is simpler as the neighboring ballasts are connected together, which results in a stiffness close to model v1 and a consequently similar static and dynamic behavior. The more sophisticated v2, however, requires special treatment in order to preserve stiffness; a constraint is necessary to the ballasts that controls the displacement. On the other hand, applying hydraulic dampers too, the overall damping of the bridge can be increased. The choice between model v2 and v3 therefore requires profound design and economic considerations.

- To conclude, the main goal of a temperature-independent and evenly distributed connecting cable forces has been achieved by the proposed structural configuration(s) with at least equivalent static and dynamic performance compared to the conventional catenary bridges. The additional damping experienced in case of model v2 is beyond our expectations, which will be further investigated as it can be essential in span length maximization.
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Abstract. A major shortcoming in the structural and wind engineering sectors concerns wind-induced fatigue design and verification procedures. Despite wind-induced fatigue is a critical phenomenon which may lead many slender structures to damage and collapses, suitable engineering and standards procedures are still fragmentary and almost lacking. Structural typologies sensitive to this problem are, for example, wind turbines, bridges, cranes, poles and towers. A method was proposed by one of the authors, which allows to evaluate in closed form the mean damage in the unit time induced by alongwind turbulence effect on steel slender structures or steel structural elements. The procedure is suitable for engineering calculations and code provisions. The present paper describes the more recent advance in generalizing the procedure for determining the wind-induced fatigue damage of slender structures, taking into account simultaneous alongwind and crosswind structural responses due to turbulence and discussing the main analytical features and the simplifying hypotheses adopted. The set of input parameters is coherent with standard format. An application of the proposed generalized procedure to a real case study is reported and discussed, showing the capability of the proposed method to catch the main feature of the fatigue damage phenomenon with quite simple calculation procedure.
1 INTRODUCTION

Fatigue is a critical phenomenon producing localized and progressive damage and subsequent weak structural collapses, due to moderate but repeated loading conditions. Metallic elements often experience this process in the welded or bolted joints. Such phenomenon may determine failures under cyclic actions of amplitude lower than design loads, thus without exceeding ultimate strength and without appreciable plastic deformations. Ultimate verification methods provided by standards and codes are therefore not suitable for fatigue analysis.

The fatigue analysis under variable amplitude stress histories implies the application of a suitable accumulation rule because fatigue damage increases in a cumulative manner. The fatigue failure occurs when the total accumulated damage reaches a critical value. The cumulative damage rate depends both on the amplitude of the cycles and on their sequence, as well as many other aspects. In 1945 the Palmgren-Miner linear accumulation rule was proposed, according to which one block of cycles of $n_i$ constant amplitude $\Delta_i$ produces a fraction of damage $d_i(\Delta_i)$ proportional to the ratio $n_i/N_i$. The total cumulative damage $D$ is expressed linearly adding the fractional damages due to different stress cycles amplitude [1]. The Palmgren-Miner rule, which remains the most commonly adopted accumulation law so far, basically disregards the loading sequence. The critical total damage value, corresponding to failure, is conventionally defined as equal to one; the fatigue life is defined as the time in which $D$ reaches the unit.

Existing literature and codes provide information on structural fatigue resistance of structures through $S$-$N$ experimental curves in the bi-logarithmic diagram, which associate to every constant stress amplitude $\Delta$ the number of cycles that leads to collapse $N$, giving different shapes of curves depending on different materials and cyclic loading applications. Adopting the commonly used nominal stress approach, $S$-$N$ resistance curves are given for classified structural details and the level of stress analysis adopted corresponds to the global stress calculated in the cross-section under consideration, assuming a linear elastic behaviour of the material and disregarding the local stress raising effects of the welded joint [2, 3, 4].

Wind actions may produce large vibrations of exposed slender structures and repeated stress cycles in critical details during the whole structural life. The dynamic response of structure to turbulence actions or to the vortex shedding phenomenon can be critical for moderate and frequent wind velocities, inducing the propagation of fatigue crack. Thus, wind-induced fatigue is a frequent reason of structural damages and collapses [5, 6]. Slender structures or slender structural elements are particularly sensitive to this phenomenon. Poles, masts and antennas supports are typical kinds of structures sensitive to wind induced fatigue, strongly affected by dynamic response due to turbulence action. Vortex shedding actions usually are negligible for these kinds of structures, unless particular shapes are used [6].

Despite a wide research literature addressed to this problem, standards and codes related to wind-induced fatigue are still fragmentary. Eurocode [7] provides a calculation procedure for alongwind fatigue assessment based on very simplified assumptions [8], furnishing results than can be high uncertain. This code also provides methods for evaluating vortex shedding-induced response and fatigue. Other international standards are addressed to particular kinds of structures, such as steel chimneys [9], poles and infrastructural supporting constructions [10] and wind turbines [11], adopting different approaches. A wide research project aimed at formulating and calibrating a procedure for determining wind-induced fatigue has been carried out by the authors. This paper presents an overview of the proposed procedure, focusing on more advanced generalizations to alongwind and crosswind buffeting actions and different resistance curves. The procedure is finally applied to a monopole antenna mast.
2 BASES OF THE PROPOSED METHOD

Time is conventionally subdivided into successive $\Delta T$ time intervals of 10 minutes − 1 hour, falling in the spectral gap, which separates the macro-meteorological and the micro-meteorological peaks. Wind velocity at a reference height above the ground is schematized, in each $\Delta T$ interval, through its mean value $\overline{u}$, its direction, and the three zero-mean fluctuating orthogonal components, $u'$, $v'$, $w'$, referred to, respectively, as longitudinal, lateral and vertical turbulence; these are modelled as stochastic stationary Gaussian processes. The mean wind velocity at the structural site is linked with the mean wind velocity at a reference site, namely the mean wind velocity at a reference height on a reference terrain, probabilistically characterized by the Weibull distribution parameters.

Let us consider a slender structure or structural element whose length $l$ is much greater than the reference size $b$ of its cross-section. Let $x$, $y$, and $z$ be a local Cartesian reference system with origin at $o$; $z$ coincides with the structural axis, $x$ is aligned with the mean wind direction, $o$ lies on the face of the structure with $z = 0$. The wind loading is schematized as a three-variate two-dimensional random stationary Gaussian process, whose $i$-th component ($i = x, y, \theta$) is given by:

$$F_i(z,t) = \overline{F}_i(z) + F'_i(z,t)$$  \hspace{1cm} (1)

where $0 \leq z \leq l$; $t =$ time; $F_x, F_y, F_\theta =$ alongwind force, crosswind force and torsional moment around $z$ per unit length; $\overline{F}_i =$ mean value of $F_i$; and $F'_i = \text{nil}$ mean fluctuation of $F_i$ around $\overline{F}_i$. Using a quasi-steady theory and dealing with the structure as a linear system, the wind-induced stress at a coordinate $z$ of the structure in a $\Delta T$ time interval is a stochastic stationary Gaussian process given by the sum of the mean static stress caused by the mean wind action and the fluctuating stress components, caused by the buffeting and vortex shedding actions. Therefore, the wind-induced stress at a coordinate $z$ of the structure in a $\Delta T$ time interval is given by:

$$s_i(z,t) = \overline{s}_i(z) + s'_i(z,t)$$  \hspace{1cm} (2)

where $\overline{s}_i$ is the mean static stress and $s'_i$ is the fluctuating stress. The fluctuating stress, varying on time, may produce fatigue phenomenon. In alongwind direction, the stress process is caused by the buffeting actions due to turbulence and it can be schematized as a bi-modal process [12, 13], with a low frequency quasi-static component and a high frequency resonant component. Crosswind fluctuating part of the response is due to the joint action of the oncoming wind turbulence and of the vortex wake. Resonant response to vortex shedding actions occur at critical wind velocity, corresponding to the condition in which the shedding frequency is equal to the fundamental mode of vibration of the structure.

In order to verify a structural component with regard to wind-induced fatigue, a cycle histogram has to be determined, which provides the number of cycles associated with every stress amplitude on varying of mean wind velocity. The cycle histogram evaluation is not trivial, requiring the application of a suitable cycles counting method to the wind-induced response processes associated to the whole range of wind velocity loading conditions [14, 15, 16]. As the response due to wind is dealt with as a random stationary process in frequency-domain, definition of cycle counting for random loads and definition of the mean fatigue damage or mean fatigue life are required. The analysis is strongly dependent from random process characteristics [17, 18].

In order to obtain the cycle histogram, structural response must be evaluated at a large number of wind velocity values, usually at intervals of 1 m/s up to the reference mean veloc-
ty with 50 years return period, then the number of cycles that stresses the structure is identified by the bi-modal counting method [12, 13]. From the cycle histogram it is possible to evaluate the damage histogram and then the total cumulative damage, expressed by means of the linear accumulation law [1]. Finally, the fatigue life is defined by $T_e = 1/\bar{D}(1)$, where $\bar{D}(1)$ is the cumulated mean damage in the unit time. Then, a refined closed-form solution of the alongwind turbulence-induced fatigue has been obtained [19, 20], expressing $\bar{D}(1)$ in analytical form as the product of a basic “0 level” solution, multiplied by three corrective factors:

$$\bar{D}(1) = \bar{D}_0(1) C_{BM} C_M C_{SN}$$

where the “0 level” solution of damage adopts three classic simplifications: 1) the stress process is narrow band; 2) the stress process is zero mean; 3) the $S-N$ fatigue curve is a straight line on a bi-logarithmic diagram, with constant slope equal to 3. The corrective factors have been provided analytically by removing independently the three simplifications one by one: the bi-modal factor $C_{BM}$ considers the process as bi-modal, with a quasi-static and a resonant component; the mean stress factor $C_M$ takes into account the non-null value of the mean stress; the fatigue curve factor $C_{SN}$ regards the tri-linear trend adopted for steel structural details subjected to normal stresses according to the Eurocode [2].

This achievement allows to evaluate the mean total fatigue damage due to alongwind turbulence in closed-form computing the structural response just for two values of wind velocity. In order to reach this aim, three hypotheses have been assumed. The first main simplifying hypothesis is that basic stress parameters of the random process are expressed as functions of the mean wind velocity by the power law approximation. This rule was first introduced by Holmes [5] limited to the standard deviation and later generalized by Repetto and Solari [19, 20] to any stress parameter due to alongwind loadings. It is possible to estimate the exponent of the power law in function of two different values of wind velocity, conventionally the “reference” mean wind velocity, that is the velocity with 50 years return period in the site at a fixed reference height adopted for ULS analysis, and a “fatigue” velocity, which represents the wind velocity that produces the maximum fatigue damage. The second hypothesis is that the density function of the mean wind velocity is represented by the hybrid Weibull model [21]. The third hypothesis assumes that the considered $S-N$ resistance curve follows the tri-linear trend adopted in the mechanical and structural practice for steel details subjected to normal stresses, according to the nominal approach [2].

Two classes of formulas at different level of calculation, simplified and detailed calculations, has been defined [22]. The first one provides preventive values of fatigue damage and fatigue life, strongly on the safe side, to detect whether the structure is sensitive to fatigue or not; the second one gives reliable values of fatigue evaluation. The alongwind-induced fatigue assessment method has been completed discussing input parameters and defining their expressions in accordance with Eurocode standards format for wind induced Ultimate Limit State (ULS) analysis [22]. This preliminary work has allowed to introduce the alongwind method in new reviewed CNR [23].

3 THE GENERALIZED MODEL

Starting from the model outlined in Section 2, the method is generalized considering a wide range of $S-N$ fatigue resistance curves shapes, in order to evaluate different materials affected by fatigue damage and to evaluate structures susceptible to normal or shear stress conditions. Then the generalization has taken into account both alongwind and crosswind buffeting-induced fatigue; since vortex shedding induced vibrations are generally negligible in cross-
wind response of structures like slender supports and antenna masts, in this paper vortex induced fatigue is not considered. The whole procedure is therefore reformulated, also defining input parameters expressions totally coherent with current Eurocode standards.

3.1 \(S-N\) fatigue resistance curves

One of the most evident limit of the model described Section 2 is that is valid only for fatigue due to normal stresses in steel structural elements, referring to a particular type of fatigue resistance curve. \(S-N\) curves in standards and recommendations may assumes different shapes depending on the material, the type of loading application and the stress condition. Linear curves in the bi-logarithmic diagram are provided for some particular materials such as some types of glasses, composites and concretes. Bilinear curves may be distinct in two families, characterized by a cut-off limit and by two different slopes, respectively. Examples of bilinear \(S-N\) curves are related to shear stresses in steel elements and to aluminium details. Finally, trilinear curves (e.g. \(S-N\) curves for normal stresses in steel elements) have two different slopes and a cut-off limit, but they are going to be adapted to bilinear shape [4].

In the method proposed in 2012 [20], the total annual mean damage (3) takes account of \(S-N\) curves trend through the fatigue curve factor \(C_{SN}\), which reduces the “0 level” solution of damage considering only the particular trilinear \(S-N\) curves for normal stresses in steel details. The generalization of the whole formulation, and in particular of fatigue curve factor \(C_{SN}\), has been carried out, expressing this corrective factor in a more general format, on varying the characteristics of the concerned bilinear \(S-N\) curve. Indeed, different bilinear shapes in bi-logarithmic diagram may represent fatigue resistance of a wide range of structural details of different materials affected by normal or shear stress processes. Furthermore, two particular cases have been analysed, in accordance with the generalized formulation. These are the case of fatigue due to cyclic normal stresses in steel details, completely coherent with the one proposed in [20], and the case of fatigue due to cyclic shear stresses in steel details. The simplified and detailed calculations have been also defined for the latter particular case.

3.2 Alongwind and crosswind buffeting-induced fatigue

Since the power law approximation for the basic stress input parameters is effective for alongwind and crosswind turbulence induced response, if vortex shedding contribution is neglected the analytical formulation is formally equal for alongwind and crosswind buffeting-induced fatigue analysis. Coherently, the closed-form solution of wind-induced cumulated mean damage in the unit time can be again expressed as the product of the “0 level” solution, multiplied by the corrective factors (3). The stress input parameters have been defined analytically starting from the method recently proposed by Solari [24], which allows to determine the simultaneous alongwind, crosswind, and torsional loading and response of slender structures by means of calculations suitable for standard verifications, within the gust factor technique framework [25, 26]. The generalized formulation of terms in (3) are then given by:

\[
\tilde{D}_0(1) = 31.536 \cdot 2^{\frac{3m_i-1}{2}} \sqrt{\pi} \cdot \Gamma \left( \frac{m_i}{2} + 1 \right) \frac{\sigma_{\text{ref}}}{\Delta_c} \nu_{\text{ref}}^m \times (0.2k - 0.12)^{m\sigma_d} \left( \frac{m_i\sigma_d}{k} + 1 \right)^{m\sigma_d} \exp \left[ -\left( \frac{m_i\sigma_d}{k} + 1 \right) \right]
\]
\[ C_{BM} = \frac{V_{l, Q, \text{ref}}}{V_{l, \text{ref}}} + \frac{n_{i} \lambda_{i, \text{ref}}}{V_{l, \text{ref}}} \left( \frac{m_{i} \alpha_{\sigma, i}}{k} + 1 \right) \frac{m_{i} \alpha_{\sigma, i}}{2k} \]  

\[ C_{M} = \left[ \frac{s_{u}}{(s_{u} - \bar{s}_{p})} \right] m_{1} \left( 0.2k - 0.12 \right)^{2} \left( \frac{m_{i} \alpha_{\sigma, i}}{k} + 1 \right) \left( \frac{2}{2} \right) \]  

\[ C_{SV} = 1 - \exp \left\{ -\left[ \left( a' \left( m_{i} + \frac{N_{L}}{45 \cdot 10^{9}} \right) + a'' \right)^{\frac{1}{\alpha_{\sigma, i}}} \left( 0.2k - 0.12 \right) \right] \right\} \times \left\{ \frac{\sigma_{i, \text{ref}}}{\Delta_{C}} \right\}^{\left[ \frac{k}{\alpha_{\sigma, i}} \left( 0.15 \left( \frac{N_{L}}{45 \cdot 10^{9}} \right)^{1.55} \right) \right]} \]  

where “\( i \)” is the directional index, with \( i = D, L \) for alongwind and crosswind structural response parameters, respectively; \( m_{i}, \Delta_{C} \) and \( N_{L} \) are parameters of the considered S-N fatigue curve; \( a', a'' \) are constant values depending on the shape of the considered S-N fatigue curve, in particular \( a' = 7.44, a'' = -3.81 \) for bilinear S-N curves with cut-off limit, \( a' = 6.33, a'' = 2 \) for bilinear S-N curves without cut-off limit; \( \Gamma(*) \) is the gamma function; \( k \) is the shape parameter of the Weibull probability distribution of the current values of the wind velocity in situ [27]; \( V_{l, Q, \text{ref}} \) is the expected frequency of the \( i \)-component of turbulence [26]; \( n_{i} \) is the first mode of vibration frequency in the \( i \)-direction; \( s_{u} \) is the material failure characteristic stress; \( \bar{s}_{p} \) is the permanent loadings-induced stress in the examined section (calculated at serviceability); parameters of the response process in \( i \)-direction at reference wind velocity are \( \bar{s}_{i, \text{ref}}, \sigma_{i, \text{ref}}, V_{l, \text{ref}}, \lambda_{i, \text{ref}}, \) which are the mean value, standard deviation, expected frequency and normalized variance of the resonant part of the process in the critical section, respectively; \( \alpha_{\sigma, i} \) is the exponent of the power law expressing the standard deviation of the fluctuating stress, \( \sigma_{i} \), on varying wind velocity; \( \alpha_{\sigma, i} \) is the exponent of the power law expressing the normalized variance of the stress resonant part, \( \lambda_{i} \), on varying wind velocity [22, 24]. Only the exponents of power laws parameters, \( \alpha_{\sigma, i} \) and \( \alpha_{\lambda, i} \), require the calculation of the structural response at reference and fatigue wind velocity values.

4 ANTENNA MAST CASE STUDY

Antenna mast structures are built in such a large and growing number. They are characterized by increasing height, lightness, slenderness and complicated shape that make them extremely sensitive to complex aeroelastic phenomena and wind-excited vibrations, such as to require refined analyses in order to capture their physical behaviour. An impressive number of damage and collapses that increasingly involved these structures, often due to wind-excited fatigue, but in many cases not so well understood, emphasizes their susceptibility to wind actions and their potentially dangerous role in the anthropogenic territory.

A case study concerning a real antenna mast, taken from existing literature [28], is analyzed. This structure is a telecommunication antenna mast composed by two steel shafts with tubular circular section, whose total height is \( H = 30 \) m (Fig. 1). The first shaft is 24 m long; the outer diameter of its section, whose thickness is constant and equal to 5 mm, varies from
950 mm at the bottom to 350 mm at the top; the cables attached along this shaft have a distributed mass per unit length 5 kg/m. The second shaft, put above the first one, is 6 m long and carries 6 antennas. Its section has constant outer diameter 193.7 mm and constant thickness 7.1 mm; the total mass of the shaft is 540 kg. A stair is placed along the whole structure and has a mass per unit length 7 kg/m. The additional components, namely the stair, the cables and the antennas, give rise to a distributed mass eccentricity; however, they are assumed to be ineffective with regard to the structural stiffness. The pole is located in a terrain characterized by a roughness length \( z_0 = 0.3 \) m and a basic reference wind velocity \( u_{\text{ref}} = 25 \) m/s (i.e. the mean wind velocity at 10 m height above ground, in a flat homogeneous terrain with roughness length \( z_0 = 0.05 \) m and return period 50 years); the mean wind velocity profile is logarithmic. Assuming that the reference height is \( z_c = 24 \) m, i.e. the top of the main shaft, the design mean wind velocity at such a height is \( \bar{u} (z) = 23.6 \) m/s. The aerodynamic characteristics of the structure have been determined by static wind tunnel experiments [28]. The first natural (flexural) frequency in both alongwind and crosswind directions is \( n_1 = 0.77 \) Hz. The test-case clearly points out the importance of mechanical and aerodynamic eccentricities; in fact, the presence of external devices such as cables and stairs substantially changes the drag coefficient, which results deeply dependent on the direction of the oncoming flow; in addition, large lift forces arise that rapidly change on varying the wind direction.

The proposed procedure to evaluate alongwind and crosswind-induced fatigue results easy to apply from an engineering point of view. The considered S-N fatigue curve corresponds to steel detail category 36 provided by IIW [4], so that \( n_1 = 3, \Delta_C = 36 \) and \( N_L = 10^7; a^I = 7.44 \) and \( a^{II} = -3.81 \). The shape parameter of the Weibull probability distribution of wind velocities \( k \) is taken equal to 1.15; the expected frequencies of turbulence components are \( v_{D,Q,\text{ref}} = 0.058 \) Hz and \( v_{L,Q,\text{ref}} = 0.078 \) Hz [26]; the steel failure characteristic stress is \( s_u = 510 \) MPa; the permanent loadings-induced stress in the examined section is calculated as \( \bar{s}_p = 1.818 \) MPa; parameters of the response process in the critical section at reference wind velocity are evaluated as \( \bar{s}_{D,\text{ref}} = 39.066 \) MPa, \( \sigma_{D,\text{ref}} = 29.263 \) MPa, \( v_{D,\text{ref}} = 0.567 \) Hz, \( \lambda_{D,\text{ref}} = 0.543 \) in alongwind direction [22] and \( \bar{s}_{L,\text{ref}} = 10.162 \) MPa, \( \sigma_{L,\text{ref}} = 32.349 \) MPa, \( v_{L,\text{ref}} = 0.727 \) Hz, \( \lambda_{L,\text{ref}} = 0.892 \) in crosswind direction [24]; the exponents of power laws parameters are assessed as \( \alpha_{n,D} = 2.321 \) and \( \alpha_{n,L} = 0.920 \) in alongwind response analysis [22] and \( \alpha_{n,D} = 2.558 \) and \( \alpha_{n,L} = 0.221 \) in crosswind response analysis [24].
Figure 1: Schematic representations of the antenna mast (a) and of cross-sections at different heights (b).

Dealing with alongwind fatigue analysis, Eqs. (4)-(7) are applied obtaining values in the first column of Tab. I, leading to a mean total damage in the unit time equal to $\bar{D}(1) = 0.0081$ (Eq. (3)), therefore the fatigue life of the structure is predicted as 124 years. On the other hand, dealing with crosswind fatigue analysis, values in the second column of Tab. I are obtained, leading to a mean total damage in the unit time equal to $\bar{D}(1) = 0.0225$, therefore the fatigue life of the structure is predicted as 44 years. In both analyses, the 0 level solutions results comparable, with a slightly larger value in crosswind direction, due to larger standard deviation of crosswind response. The bi-modal factor $C_{BM}$ reduces the 0 level damage taking into account the quasi-static part of the response spectrum; in alongwind assessment the quasi-static part of the response has a high role, strongly reducing the total damage; on the contrary, in crosswind assessment the role of quasi-static part of the response is reduced, prevailing the resonant contribution, thus also the reduction of the total damage is lower. The mean stress corrective factor $C_M$ slightly increases the total damage in both analysis, meaning that the mean response to wind loading is not all that important. Finally, the fatigue curve factor $C_{SN}$ reduces the damage in both cases to the almost same extent, taking into account the cut-off limit of fatigue resistance in steel details. All these considerations highlight that, due to the difference between alongwind and crosswind response spectral characteristics, crosswind turbulence-induced fatigue is widely more critical than alongwind-induced fatigue. In general,
the procedure outlines outcomes in accordance with [28] about the critical issue of exceptional large lift forces on this structure due to mechanical and aerodynamic eccentricities, showing that this also propagates fatigue damage.

<table>
<thead>
<tr>
<th></th>
<th>Alongwind buffeting- induced fatigue analysis</th>
<th>Crosswind buffeting- induced fatigue analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{D}_0(1)$</td>
<td>0.0241</td>
<td>0.0286</td>
</tr>
<tr>
<td>$C_{BM}$</td>
<td>0.3705</td>
<td>0.8785</td>
</tr>
<tr>
<td>$C_M$</td>
<td>1.0951</td>
<td>1.0456</td>
</tr>
<tr>
<td>$C_{SN}$</td>
<td>0.8247</td>
<td>0.8566</td>
</tr>
<tr>
<td>$\bar{D}(1)$</td>
<td>0.0081</td>
<td>0.0225</td>
</tr>
<tr>
<td>Fatigue life</td>
<td>124 years</td>
<td>44 years</td>
</tr>
</tbody>
</table>

Table 1: Outcomes of the application of the procedure to the antenna mast.

5 CONCLUSIONS AND PERSPECTIVES

The resulting model proposed in the paper is a general method of wind-induced fatigue assessment of slender structures, suitable for engineering applications. The proposed procedure can be applied in general situations, concerning different kinds of slender structures of different materials with different possible loading conditions. The model allows to evaluate both alongwind and crosswind turbulence-induced fatigue of structures, leading to reasonable values of fatigue life. A case study is analyzed adopting the proposed procedure, showing its ease of use and effectiveness and highlighting the potential sensitivity of this kind of structures to wind induced fatigue. Crosswind turbulence-induced response and fatigue is actually disregarded in antenna mast structural typology. Engineering calculations idealize antenna masts as polar symmetric structures, even if this is usually not correct due to several peculiar features such as stairs, cable bundles, solar panels, lighting devices, top balcony, antennas and parabolas, and cylinder hulls covering the transmission devices. One or the whole of these elements gives rise to mass and shape eccentricities, which make these structures complex both in mechanical and aerodynamic terms. Such an aspect greatly contributes to make antenna masts sensitive to potential instabilities caused by aeroelastic phenomena and exposed to intense and non-conventional wind-excited vibrations. The proposed method allows to catch the main feature of the fatigue damage phenomenon also in non-conventional situations with quite simple calculation procedure.

Future perspectives are to examine the significance of different contributions to crosswind-induced fatigue damage accumulation, due to the joint action of the oncoming wind turbulence and of the vortex wake. As regards crosswind response of slender structures, engineering procedures estimates separately crosswind maximum response to gust buffeting and to critical vortex shedding conditions. This is reasonable for ULS analysis, but there's no guarantee such assumption would provide reliable outcomes in fatigue analysis (superposition principle does not apply due to the strong non-linearity of the fatigue damage phenomenon). The possibility of separating the effects of the vortex shedding also in fatigue analysis needs to be further investigated, as well as the role of parameters uncertainties in response and in fatigue evaluations.
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Abstract. Suspended conductors and guard wires of overhead electrical transmission lines (OHL) are prone to aeolian vibrations, resulting from the alternate shedding of vortices in the wake of the cable. These vibrations can occur under light to moderate wind and, whenever not properly controlled, can induce wear damage and fatigue failures of the cables. Nonlinear passive control devices such as Stockbridge dampers, hence, are often installed along the line spans to reduce the vibration severity. The technical approach to the assessment of aeolian vibrations is based on the Energy Balance Method (EBM) and relies on the simplifying assumption of mono-modal oscillations. Typical aeolian vibration records, however, clearly show that several modes can be simultaneously excited due to wind variations in time and along the span. Aiming at overcoming the mono-modal vibration assumption of the EBM, in the present paper wind forces are modeled as a narrow band stochastic process, centered around the Strouhal frequency of the conductor and with arbitrary cross-correlation in space. A new approach, based on the well-known smooth endochronic Bouc-Wen model, is developed to describe the hysteretic dynamic response of Stockbridge dampers. An iterative solution strategy based on a stochastically equivalent linear damper model is then developed to investigate aeolian vibrations of a suspended cable with a Stockbridge damper attached along its length.
1 INTRODUCTION

Suspended conductors and guard wires of overhead electrical transmission lines (OHL) are prone to aeolian vibrations, resulting from the alternate shedding of vortices in the wake of the cable. These vibrations can occur under light to moderate wind and are characterized by small-amplitude (typically less than one diameter) transverse oscillations in the cross-wind direction. Vibration frequencies can be in the broad range of 3-200 Hz, depending on the geometry and axial load of the cable (see e.g. [3, 10, 11, 17]). Whenever not properly controlled, aeolian vibrations can induce wear damage and fatigue failures of the cables (e.g. [11]). Nonlinear passive control devices such as Stockbridge dampers, hence, are often installed along the line spans to reduce the vibration severity (e.g. [9]).

The technical approach currently adopted to assess the aeolian vibration level is based on the Energy Balance Method (EBM) and relies on the simplifying assumption of mono-modal oscillations (see e.g. [13]). Typical aeolian vibration records, however, clearly show that several modes can be simultaneously excited due to wind variations in time and along the span [5]. Aiming at overcoming the mono-modal vibration assumption of the EBM, Hagedorn and coworkers [15, 16] developed a promising analytical model to evaluate aeolian vibrations of overhead electrical transmission lines within a probabilistic framework. Wind forces were modeled as a narrow band stochastic process, centered around the Strouhal frequency of the conductor and with arbitrary cross-correlation in space. Aeolian vibrations of damped conductors, then, were rigorously studied under the simplifying assumption of linear behavior of the attached passive control devices.

Stockbridge dampers, however, are characterized by a markedly hysteretic dynamic behavior [28, 27]. In the present paper, the formulation proposed by Hagedorn and coworkers is extended to fully account for the nonlinearities related to the damper mechanical response. A new approach, based on the well-known smooth endochronic Bouc-Wen model [23, 6], is first developed to describe the hysteretic dynamic response of Stockbridge dampers. An iterative solution strategy based on a stochastically equivalent linear damper model is then developed to investigate aeolian vibrations of a suspended cable with a Stockbridge damper attached along its length. Finally, the main features and the potential drawbacks of the proposed formulation are illustrated with reference to a simple yet meaningful benchmark case.

2 FORMULATION OF THE PROBLEM

2.1 The cable model

Let us consider a cable suspended to horizontal supports and with a Stockbridge damper attached at a distance \( x_d \) from its left end-section (see Figure 1). The cable is subject to the combined action of a constant axial force \( H \) and a dynamic load \( f = f (x, t) \), where \( x \) is a coordinate spanning the free length \( l \) of the cable and \( t \) is the time. Consistently with classic approximate “externally forced models” for VIV of bluff bodies (see e.g. [25]), the force \( f \) is herein introduced to describe the fluctuating lift force induced by the alternate shedding of vortices in the wake of the cable. By neglecting both sag-extensibility effects and bending stiffness terms, small planar vibrations are governed by the linear partial differential equation:

\[
-H \partial_x^2 w + \beta \partial_t w + \gamma \partial_t^2 w = f - F_d \delta (x - x_d), \quad x, x_d \in (0, l)
\] (1)
where \( w = w(x,t) \) is the transverse displacement of the cable centerline, \( \gamma \) is the mass per unit of length, \( \beta \) is a viscous damping coefficient, \( F_d \) is the force exerted by the damper on the cable and the symbol \( \delta(\cdot) \) denotes the delta Dirac’s function. It is worth noting that the herein adopted viscous damping model is frequently adopted in practical applications and research works, in spite of not being fully compliant with experimental evidence and theoretical arguments (see e.g. [7, 8]). This is felt as a possible drawback of the proposed formulation that will be dealt with in the future.

By neglecting the flexibility of the cable supports, Eq. (1) can be solved for prescribed initial conditions under the homogeneous boundary conditions:

\[
w(x = 0, t) = w(x = l, t) = 0, \quad \forall t
\]  

(2)

Consistently with the previously stated modeling assumptions, the distributed external force acting on the cable can be defined as:

\[
f(x, t) = \frac{1}{2} \rho d U^2 q(x, t)
\]

(3)

where \( \rho \) is the air density, \( d \) is the cable diameter, \( U \) is the mean wind velocity and \( q = q(x, t) \) can be regarded as a space- and time-variable lift coefficient. The lift coefficient can be conveniently modeled (see e.g. [29, 15, 16]) as a stationary stochastic field process with correlation function:

\[
R(x_1, x_2, t) = \Psi(x_1, x_2) k(t)
\]

(4)

where \( \Psi(x_1, x_2) \) and \( k(t) \) are, respectively, a space correlation function and the autocorrelation function of a narrow-band process, centered around the Strouhal frequency.
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Ω_s, with uni-lateral power spectral density:

\[
G_q(\omega) = \frac{1}{2\pi} \int_0^{+\infty} k(t) \exp(-j\omega t) \, dt = \frac{C_{L,rms}^2}{B\Omega_s \sqrt{\pi}} \exp \left[ -\left( \frac{1 - \frac{\omega}{B}}{B} \right)^2 \right], \quad \omega \in \mathbb{R}^+ \tag{5}
\]

where \(C_{L,rms}\) is the root mean square (r.m.s.) value of the lift coefficient (cf. [29]), and \(B\) is a parameter controlling the bandwidth of the spectral peak. By denoting as \(S_t\) the Strouhal number of the cable, the frequency \(\Omega_s\) reads:

\[
\Omega_s = 2\pi S_t U_d \tag{6}
\]

The Strouhal number can be assumed equal to \(S_t = 0.185\) for Reynolds numbers and wind conditions typical of overhead electrical line (OHL) conductors [10, 3]. On the other hand, reference values of the r.m.s. lift coefficient \(C_{L,rms}\) and the bandwidth parameter \(B\) typical of OHL conductors, are site-dependent and have not been explicitly reported in the literature, to the authors’ knowledge. They could be, however, obtained through in-situ experimental campaigns (e.g. [5]) or wind tunnel tests on scaled models (e.g. [29]).

An aperçu of the expected order of magnitude of the model parameters \(C_{L,rms}\) and \(B\) can be obtained by looking at the values reported by Vickery and Clark [29] for a slightly tapered cylindrical stack model: \(C_{L,rms} = 0.2\) and \(B = 0.08 - 0.32\), where the smaller value is associated to smooth flow conditions and the larger one to a turbulence intensity equal to about 10%.

Both Hagedorn and coworkers [15, 16] and Vickery and Clark [29] adopt an exponentially decaying space correlation function \(\Psi(x_1, x_2)\) (see Eq. (4)). Hagedorn and coworkers introduce the following definition:

\[
\Psi = \Psi_H(x_1, x_2) = \psi(x_1) \psi(x_2) \exp \left[ -\left( \frac{x_1 - x_2}{\delta_x} \right)^2 \right] \tag{7}
\]

without providing, however, experimental information on both the function \(\psi(x)\) and the space correlation coefficient \(\delta_x\). Based on the fitting of experimental measurements on a tapered cylindrical stack model, Vickery and Clark [29] propose the following definition:

\[
\Psi = \Psi_{VC}(\bar{r}(x_1, x_2)) = \cos \left( \frac{\eta_2}{\eta_1} \bar{r} \right) \exp \left[ -\left( \frac{\bar{r}}{\eta_1} \right)^2 \right] \tag{8}
\]

where \(\eta_1 = 3\), \(\eta_2 = 2\) and \(\bar{r}\) is the non-dimensional distance between two points of the cable identified by the coordinates \(x_1\) and \(x_2\):

\[
\bar{r} = \frac{|x_1 - x_2|}{d} \tag{9}
\]

In the absence of experimental information explicitly referred to OHL conductors, the space correlation function proposed by Vickery and Clark [29] will also be adopted in the present work to model the lift forces acting on the suspended cable (Eq. (4)).

Figure 2(a) shows the uni-lateral power spectral density of the lift coefficient, \(G_q(\omega)\), obtained through Eq. (5) under the assumption: \(C_{L,rms} = 0.2\). The results are shown for two different values of the bandwidth parameter \(B\) (i.e. \(B = 0.1, 0.3\)) and of the Strouhal
Figure 2: (a) Uni-lateral power spectral density of the lift coefficient, $G_q(\omega)$ (see Eq. (5)). The root mean square value of the lift coefficient is assumed equal to $C_{L,rms} = 0.2$. The function $G_q(\omega)$ is shown for different values of the bandwidth parameter $B$ (i.e. $B = 0.1, 0.3$) and of the Strouhal frequency (i.e. $\Omega_s = 2\pi, 10\pi \text{ rad/s}$). (b) Space coherence function $\Psi(\vec{r})$ (see Eq. 8). Parameters $\eta_1$ and $\eta_2$ are respectively set equal to $\eta_1 = 3$ and $\eta_2 = 2$.

Increasing values of the bandwidth parameter $B$, physically related to increasing values of wind turbulence [29], affect the power spectral density of the lift coefficient yielding lower and broader peaks. It is however worth noting that the total energy content of the function $G_q(\omega)$ is not affected by the parameter $B$, since $\int_{-\infty}^{+\infty} G_q(\omega) \, d\omega = C_{L,rms}^2$.

It is also worth noting that, not only the total energy content is insensitive to the intensity of turbulence, but also so is the space correlation function $\Psi(\vec{r})$ (depicted in Figure 2(b)) due to the definition herein adopted. These aspect do not appear fully consistent with experimental evidences (e.g. [7, 8]). A thorough experimental testing campaign would be necessary to further assess the validity of these assumptions.

2.2 The damper model

The most common type of Stockbridge dampers is made of a metallic clamp, a short metallic strand, also known as “messenger cable,” with two inertial bodies attached at its end-sections [10, 9]. The clamp is rigidly attached to the messenger cable and allows connecting the damping device along the span of the OHL conductor. Whenever the clamp undergoes a vertical translation, the two sides of the messenger cables behave as uncoupled flexible cantilevers with lumped translational and rotational masses attached at their ends. Differently than classic linear tuned mass dampers [4], Stockbridge dampers are characterized by a markedly hysteretic dynamic behavior due to the frictional dissipation mechanisms activated by the bending of the messenger cable [28, 9].

In the present work, we will focus on the special, but practically meaningful case, of symmetric Stockbridge dampers (see Figure 3) under the following simplifying assumptions: (i) the clamp can only undergo vertical translations $w_d(t) = w(x = x_d, t)$, and (ii) the rotational inertia of the rigid bodies attached to the end-sections of the messenger cable is neglected. By denoting as $v = v(t)$ the vertical displacement of the tip of the messenger cable with respect to the clamp, the force $F_d$ exerted by the damper on the
Figure 3: Schematic representation of a symmetric Stockbridge damper. Symbols $w_d$ and $v$ denote, respectively, the vertical translation of the clamp and the relative displacement of the tip of the messenger cable with respect to the clamp.

cable (also see Eq.(1)) can be expressed as [9]:

$$ F_d = (2m_d + m_c) \ddot{w_d} + 2m_d \ddot{v} $$

(10)

where $m_d$ is the mass of each rigid body attached at the tips of the messenger cable, $m_c$ is the mass of the clamp and a dot denotes derivation with respect to time $t$. The mass of the clamp is often significantly smaller than the total mass of the damper and Eq. (10) can be approximately re-written as:

$$ F_d = 2m_d (\ddot{w}_d + \ddot{v}) $$

(11)

The relative motion of the tip of the messenger cable is governed by the nonlinear ordinary differential equation:

$$ m_d \ddot{v} + F_R = -m_d \ddot{w}_d $$

(12)

where $F_R$ is the hysteretic restoring force exerted by the messenger cable on the damper mass. Inspired by the work of Pivovarov and Vinogradov [26], a phenomenological modeling approach is adopted to characterize the restoring force $F_R$ based on an application of the well known smooth endochronic Bouc-Wen hysteretic model [23, 6]. To this aim, the five-parameter Bouc-Wen model summarized by Ikhouane and coworkers [20, 21, 22] is herein re-stated in a slightly modified form:

$$ F_R = \alpha k_d v + (1 - \alpha) k_d v_0 z $$

$$ \dot{z} = \frac{1}{\alpha_0} \left[ \dot{v} - \sigma |\dot{v}| |z|^{n-1} z + (\sigma - 1) \dot{v} |z|^n \right] $$

(13)

where $z(t) \in [-1, 1]$ is a non-dimensional hysteretic variable, $k_d > 0$ is the initial stiffness of the first-loading branch of the load-displacement curve $F_R = F_R(v(t), z(t))$, $\alpha > 0$ is the ratio between the minimum theoretical value of the post-yielding tangent stiffness of the of the first-loading branch and $k_d$, $v_0$ is a non-negative parameters with the units of a displacement. Finally, $\sigma$ and $n$ are non-dimensional parameters controlling the shape of the hysteresis cycles. It is worth noting that, to ensure the stability and the thermodynamic admissibility of the Bouc-Wen model (13), the parameters $\sigma$ and $n$ should satisfy
the following inequalities: \( \sigma \geq 1/2 \) and \( n \geq 1 \) [22]. In order to avoid cumbersome calculations and to keep the model as simple as possible, in the present work the parameters \( \sigma \) and \( n \) are both set equal to the unity and the second Eq. in (13) is re-written as:

\[
\ddot{z} = \frac{1}{v_0} (\dot{v} - |\dot{v}| z)
\] (14)

### 2.3 Non-dimensional formulation

In the following, the governing equations of the problem introduced in Sections 2.1 and 2.2 will be re-stated in a more convenient non-dimensional form. To this aim, let us introduce the non-dimensional space (\( \xi \)) and time (\( \tau \)) variables:

\[
\xi = \frac{x}{l} \in [0, 1], \quad \tau = \Omega_c t \in \mathbb{R}^+
\] (15)

where \( \Omega_c \) is the characteristic frequency of the cable:

\[
\Omega_c = \sqrt{\frac{H}{\gamma l^2}}
\] (16)

Substitution of Eqs. (15) and (16) in Eq. (1) yields the non-dimensional equation of motion:

\[
-\partial^2_\xi \bar{w} + 2 \zeta_c \partial_\tau \bar{w} + \partial^2_\tau \bar{w} = \bar{f} - \bar{F}_d (\xi - \xi_d), \quad \xi, \xi_d \in (0, 1)
\] (17)

where \( \bar{w} = \frac{w(x(\xi, t(\tau)))}{d} \), \( \zeta_c = \frac{\rho_0 \Omega_c^2}{2H} \), \( \bar{f} = \frac{\rho_0}{H} f(x(\xi), t(\tau)) = \frac{d^2V^2}{2H} q(x(\xi), t(\tau)) \), \( \bar{F}_d = \frac{l}{dH} F_d \), and \( \xi_d = \frac{2}{d} \). The non-dimensional counterpart of the homogeneous boundary conditions (2) reads:

\[
\bar{w}(\xi = 0, \tau) = \bar{w}(\xi = 1, \tau) = 0, \quad \forall \tau
\] (18)

Starting from Eq. (11), the non-dimensional force \( \bar{F}_d \) exerted by the damper on the cable can be expressed as:

\[
\bar{F}_d = \mu \left( \frac{d^2 \bar{w}_d}{d\tau^2} + \frac{d^2 \bar{v}}{d\tau^2} \right)
\] (19)

where \( \bar{v} = \frac{v(x(\xi, t(\tau)))}{d} \), \( \bar{w}_d = \frac{w_d}{d} = \bar{w}(\xi = \xi_d, \tau) \) and \( \mu \) is the mass ratio:

\[
\mu = \frac{2m_d}{\gamma l}
\] (20)

The relative motion of the tip of the messenger cable (see Eqs. (12), (13)-a and (14)), then, is governed by the non-dimensional equations:

\[
\begin{align*}
\frac{d^2 \bar{v}}{d\tau^2} + \alpha \Theta^2 \bar{v} + (1 - \alpha) \Theta^2 \bar{v}_0 \bar{z} &= -\frac{d^2 \bar{w}_d}{d\tau^2} \\
\frac{d\bar{z}}{d\tau} &= \frac{1}{v_0} \left( \frac{d\bar{v}}{d\tau} - \frac{d\bar{v}_0}{d\tau} \bar{z} \right)
\end{align*}
\] (21)

where \( \Omega_d = \sqrt{\frac{\Omega_c}{m_d}}, \Theta = \frac{\Omega_c}{\Omega_d}, \bar{v}_0 = \frac{v_0}{d} \) and \( \bar{z} = z(t(\tau)) \).
3 PROPOSED SOLUTION STRATEGY

In this Section, the response of a bare suspended cable (i.e. a cable without attached damper) to the stochastic wind model defined in Section 2.1 is first considered (Section 3.1). The solution is then extended to the case of a cable equipped with a linear passive damping device (Section 3.2), by following the same approach proposed by Hagedorn and coworkers [15, 16]. Finally, the solution strategy is generalized to deal with the non-linearities that characterize the Stockbridge damper model presented in Section 2.2.

3.1 Response of a bare cable

Let us preliminary consider the response of a bare suspended cable subject to a concentrated force \( F_1 = \frac{dH}{l} \exp(j\omega t) \) applied at the generic abscissa \( x = x_1 \). The non-dimensional equation of motion (see Section 2.3), hence, reads:

\[
-\partial^2_\xi \bar{w} + 2\zeta c \partial_\xi \bar{w} + \partial^2_\tau \bar{w} = \delta (\xi - \xi_1) \exp(j\bar{\omega} \tau), \quad \xi, \xi_1 \in (0, 1), \quad \bar{\omega} = \frac{\omega}{\Omega_c} \tag{22}
\]

Stationary oscillatory solutions of Eq. (22) satisfying the homogeneous boundary conditions (18) can be expressed as \( \bar{w} (\xi, \tau) = \phi (\xi) \exp(j\bar{\omega} \tau) \), where \( \phi \) is the solution of the boundary value problem (“Green’s function”, see e.g. [18]):

\[
\begin{cases}
-\phi'' + 2\zeta c j\bar{\omega} \phi - \bar{\omega}^2 \phi = \delta (\xi - \xi_1) \\
\phi (0) = \phi (1) = 0
\end{cases} \tag{23}
\]

and an apex denotes derivation with respect to \( \xi \).

Solution of (23) is straightforward and can be expressed, by explicitly highlighting its dependence on both \( \xi_1 \) and \( \bar{\omega} \), as:

\[
\phi (\xi, \xi_1, \bar{\omega}) = \begin{cases}
\sin[\nu (\bar{\omega}) \xi] \sin[\nu (\bar{\omega}) (1-\xi_1)] & 0 \leq \xi \leq \xi_- \\
\sin[\nu (\bar{\omega}) (1-\xi)] \sin[\nu (\bar{\omega}) \xi_1] & \xi_1 \leq \xi \leq 1
\end{cases} \tag{24}
\]

with the definition:

\[
\nu = \sqrt{\bar{\omega}^2 - 2\zeta c j\bar{\omega}} \tag{25}
\]

Let us consider now a bare cable subject to the the stochastic wind model fully detailed in Section 2.1. Knowledge in closed form of the Green function \( \phi = \phi (\xi, \xi_1, \bar{\omega}) \) allows one to easily evaluate (see e.g. [24]) the uni-lateral cross power spectral density function \( G_w (x_1, x_2, \omega) \) of the transverse displacements \( (w = w (x, t)) \) as:

\[
G_w (x_1, x_2, \omega) = \left( \frac{1}{2} \rho d \bar{C} \right)^2 \frac{I^4}{H^2} \bar{C} (\xi_1 (x_1), \xi_2 (x_2), \bar{\omega}, \omega) G_q (\omega) \tag{26}
\]

where \( G_q (\omega) \) is defined in Eq. (5) and \( \bar{C} \) is the two-dimensional integral:

\[
\bar{C} (\xi_1, \xi_2, \bar{\omega}) = \int_0^1 \int_0^1 \phi^* (\xi_1, \xi_2, \bar{\omega}) \phi (\xi_1, \xi_2, \bar{\omega}) \Psi (\xi_1, \xi_2) d\xi_1 d\xi_2 \tag{27}
\]
where an asterisk is adopted to denote complex conjugate values. Finally, the variance of the displacement is a function of the arc-length coordinate \( x \) and reads:

\[
\sigma_w^2(x) = \int_0^{+\infty} G_w(x, x, \omega) \, d\omega
\]  

### 3.2 Response of a cable equipped with a linear damper

By following the same approach adopted in Section 3.2, let us preliminary consider the response of a suspended cable with a damper attached at \( x = x_d \) and subject to a concentrated force \( F_1 = \frac{dH}{l} \exp(j\omega t) \) applied at the generic abscissa \( x = x_1 \). The non-dimensional equation of motion (see again Section 2.3), hence, reads:

\[
-\partial_t^2 \bar{w} + 2\zeta_c \partial_r \bar{w} + \partial_r^2 \bar{w} = -\bar{F}_d \delta (\xi - \xi_d) + \delta (\xi - \xi_1) \exp(j\bar{\omega} \tau),
\]

\[
\xi, \xi_d, \xi_1 \in (0, 1), \quad \bar{\omega} = \frac{\omega}{\Omega_c}
\]  

where \( \bar{F}_d \) is the non-dimensional counterpart of the force exerted by the damper on the cable.

Under the assumption of linear behavior of the attached damper, the non-dimensional force of the damper and clamp displacement can be respectively expressed as:

\[
\bar{F}_d (\tau) = \hat{F}_d \exp(j\bar{\omega} \tau) \quad \text{and} \quad \bar{w}_d (\tau) = \hat{W}_d \exp(j\bar{\omega} \tau)
\]  

Moreover, the following linear relation can always be introduced:

\[
\hat{F}_d = Z_{d,FW} (\bar{\omega}) \hat{W}_d
\]  

where \( Z_{d,FW} = Z_{d,FW} (\bar{\omega}) \) is the non-dimensional frequency response function of the linear damper. Substitution of Eqs. (30) and (31) in Eq. (29) yields:

\[
-\partial_t^2 \bar{w} + 2\zeta_c \partial_r \bar{w} + \partial_r^2 \bar{w} = \left[ -Z_{d,FW} (\bar{\omega}) \hat{W}_d \delta (\xi - \xi_d) + \delta (\xi - \xi_1) \right] \exp(j\bar{\omega} \tau),
\]

\[
\xi, \xi_d, \xi_1 \in (0, 1), \quad \bar{\omega} = \frac{\omega}{\Omega_c}
\]  

Stationary oscillatory solutions of Eq. (32) satisfying the homogeneous boundary conditions (18) can be expressed as \( \bar{w} (\xi, \tau) = \phi_d (\xi) \exp(j\bar{\omega} \tau) \), where \( \phi_d \) is the solution of the boundary value problem (“Green’s function”):

\[
\left\{ -\phi''_d + 2\zeta_c j\bar{\omega} \phi_d - \bar{\omega}^2 \phi_d = -Z_{d,FW} (\bar{\omega}) \hat{W}_d \delta (\xi - \xi_d) + \delta (\xi - \xi_1) \right. \\
\phi_d (0) = \phi_d (1) = 0
\]  

and an apex denotes derivation with respect to \( \xi \). By exploiting the definition of the Green’s function \( \phi = \phi (\xi, \xi_1, \bar{\omega}) \) introduced in the previous Section (Section 3.1, Eq. (23)) and the superposition principle, it can be easily shown that:

\[
\hat{W}_d = \frac{\phi (\xi_d, \xi_1, \bar{\omega})}{1 + \phi (\xi_d, \xi_d, \bar{\omega}) Z_{d,FW} (\bar{\omega})}
\]
and

$$
\phi_d (\xi, \xi_1, \xi_d, \tilde{\omega}) = \frac{-Z_{d,FW} (\tilde{\omega}) \phi (\xi_d, \xi_1, \tilde{\omega}) \phi (\xi, \xi_d, \tilde{\omega})}{1 + \phi (\xi_d, \xi_d, \tilde{\omega}) Z_{d,FW} (\tilde{\omega})} + \phi (\xi, \xi_1, \tilde{\omega}) \tag{35}
$$

The response of the suspended cable subject to the stochastic wind model, defined in Section 2.1, then, can be calculated through Eqs. (26)-(28) by simply replacing the Green function $\phi$ with $\phi_d$.

### 3.3 Response of a cable equipped with a Stockbridge damper

Let us now consider the case of a suspended cable with a Stockbridge damper attached at $x = x_d$. The dynamic behavior of the damper is described through the non-linear model detailed in Section 2.2, based on an application of the Bouc-Wen hysteretic model. The response of the coupled cable+damper system subject to the stochastic wind model defined in Section 2.1 can be sought through an iterative solution strategy based on: (i) the definition of a stochastically equivalent damper model and (ii) the solution strategy already developed in Section 3.2 under the simplifying assumption of linearity of the damper behavior.

The motion of the Stockbridge damper subjected to a prescribed clamp displacement $w_d(t) = w(x = x_d, t)$ is governed by the non-dimensional system of Eqs. (21). Under a stochastic loading, the motion of the clamp is a stochastic process with uni-lateral power spectral density $G_{wd} = G_{wd} (\omega) = G_w (x_1 = x_d, x_2 = x_d, \omega)$ (see Eq. (26)) and variance $\sigma_{wd}^2 = \sigma_w^2 (x = x_d)$ (Eq. (28)). A stochastically equivalent linear system of equations describing the motion of the Stockbridge damper, then, can be defined by replacing the second equation in (21) with a linear evolution law for the hysteretic variable $\bar{z}$, i.e.:

$$
\begin{align*}
\frac{d^2 \bar{v}}{dx^2} + \alpha \Theta^2 \bar{v} + (1 - \alpha) \Theta^2 \bar{v}_0 \bar{z} &= -\frac{d^2 \bar{w}_d}{dx^2} \\
\frac{d \bar{z}}{dx} &= \frac{1}{\bar{v}_0} \left( c_e \frac{du}{dx} + k_e \bar{z} \right) \tag{36}
\end{align*}
$$

The linearization coefficients $c_e$ and $k_e$ can be evaluated in order to minimize the expectation of the squared error $\epsilon^2 = \left( \frac{du}{dx} - \left| \frac{du}{dx} \right| \bar{z} - c_e \frac{du}{dx} - k_e \bar{z} \right)^2$. By assuming a joint gaussian probability density function for the variables $(\bar{v}, \frac{du}{dx}, \bar{z})$, the coefficients $c_e$ and $k_e$ can be evaluated as a special case of the more general expressions proposed by Hurtado and Barbat [19] and read:

$$
c_e = 1 - \frac{2\sqrt{2}}{\pi} \Gamma \left( \frac{3}{2} \right) \sigma_v \rho_{\bar{v}z} \tag{37}
$$

$$
k_e = -\frac{2\sqrt{2}}{\pi} \Gamma \left( \frac{3}{2} \right) \sigma_{\bar{v}} \tag{38}
$$

where $\sigma_v$, $\sigma_{\bar{v}}$ and $\rho_{\bar{v}z}$ denote the standard deviations and the correlation coefficient of the variables $\bar{v}$ and $\bar{z}$. The variables $\sigma_v$, $\sigma_{\bar{v}}$ and $\rho_{\bar{v}z}$ can be evaluated, for a prescribed motion of the clamp, by solving the linear system of equations (36). By following the approach proposed by Giaralis ([14], Section 6.2.3, pp. 151-157) the following equations can be easily derived:

$$
\sigma_v^2 = \int_0^{+\infty} A(\tilde{\omega}) A^* (\tilde{\omega}) \tilde{\omega}^6 \frac{\Omega_w G_{wd} (\omega (\tilde{\omega}))}{d^2} d\tilde{\omega} \tag{39}
$$
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\[ \sigma_z^2 = \int_0^{+\infty} B(\bar{\omega}) B^*(\bar{\omega}) \bar{\omega}^4 \frac{\Omega_c G_{wd}(\omega(\bar{\omega}))}{d^2} d\bar{\omega} \]  

(40)

\[ \rho_{\dot{v}z} = -\frac{k_e}{c_e} \cdot \frac{\sigma_z}{\sigma_c} \]  

(41)

with the definitions:

\[ A(\bar{\omega}) = \frac{-\frac{k_e}{v_0} + j\bar{\omega}}{(\alpha \Theta^2 - \bar{\omega}^2) \left( -\frac{k_e}{v_0} + j\bar{\omega} \right) + j\bar{\omega} \left( 1 - \alpha \right) \Theta^2} \]  

(42)

\[ B(\bar{\omega}) = \frac{j\bar{\omega} c_e}{(\alpha \Theta^2 - \bar{\omega}^2) \left( -\frac{k_e}{v_0} + j\bar{\omega} \right) + j\bar{\omega} \left( 1 - \alpha \right) \Theta^2} \]  

(43)

Finally, after some straightforward calculations, herein omitted for the sake of conciseness, the non-dimensional frequency response function of the stochastically equivalent linear damper (see Eq. (31)) can be expressed as:

\[ Z_{d,FW}(\bar{\omega}) = -\mu \bar{\omega}^2 \left( 1 + A(\bar{\omega}) \right) \]  

(44)

Once \( Z_{d,FW}(\bar{\omega}) \) is known, a chain substitution into Eqs. (35), (27), (26) and (28) allows one to find a new uni-lateral power spectral density \( G_{wd}(\omega) \) and variance \( \sigma_{wd}^2 \). The process is iterated until convergence on \( \sigma_w^2(x) \) is obtained within a prescribed tolerance. This fixed point algorithm is known to be less efficient than a Newton-Raphson approach [2] but has been sufficiently efficient to solve the problem at hand without any big convergence issues.

4 APPLICATION

In the following, the proposed modeling procedure is used to investigate the dynamic response of a benchmark OHL span already studied elsewhere (see e.g. [12, 13]). The length of the span is 450 m and the cable is a ACSR Bersfort 48/7 conductor (diameter \( d = 35.6 \) mm, mass per unit of length \( \gamma = 2.375 \) kg/m, Rated Tensile Strength \( RTS = 180 \) kN) subject to an axial force \( H = 0.2 \) RTS = 36 kN. The non-dimensional viscous damping coefficient \( \zeta_c \), that approximately account for both the aerodynamic and internal damping of the cable, is assumed equal to \( \zeta_c = 0.001 \). It is worth noting that, although the order of magnitude of this value seems to be consistent with some experimental data reported in the literature (e.g. [1]), as already noticed in Section 2.1 the adopted viscous damping model is not expected to be fully compliant with all experimental evidences and theoretical arguments of the literature (see e.g. [7, 8]).

A symmetric Stockbridge damper that was experimentally tested by Sauter and Hagedorn [27, 28] is assumed to be applied at the 5% and 10% of the span (i.e. at the non-dimensional arc-length coordinate \( \xi_d = 0.05 \) and \( \xi_d = 0.10 \)). The mass attached at the both tips of the messenger cable is equal to \( m_d = 0.856 \) kg, leading to a mass ratio \( \mu = 8 \cdot 10^{-4} \) (Eq. (20)).

Sauter and Hagedorn [27, 28] tested the damper on a shaker with sweep tests in frequency at two different constant values of the clamp velocity \( \dot{w}_d \), namely 0.05 m/s and 0.2 m/s. From these tests the parameter of the proposed Bouc-Wen model of the damper (see Section 2.2) were identified to match the experimental data obtained for the clamp velocity 0.2 m/s. The identified model parameters are: \( k_d = 8 \) N/mm, \( \alpha = 0.25 \) and
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Figure 4: Real part of the impedance curve of the Stockbridge damper tested on a shaker for sweep tests in frequency with an imposed vertical translation of the clamp having a constant value of the clamp velocity equal to \( \dot{w}_d = 0.05 \text{ m/s} \) and \( \dot{w}_d = 0.2 \text{ m/s} \). Comparison between the results of the proposed non-linear damper model (see Section 2.2) and experimental data from [27].

\( v_0 = 2 \text{ mm} \). The required numerical simulations were performed by applying a sinusoidal motion of the clamp with a frequency undergoing a linear sweep from 0 to 50 Hz during a total duration of 100 s. The non-linear equations of motion of the damper, then, were numerically integrated at constant time step \( \Delta t = 10^{-5} \text{ s} \) with a Newmark constant acceleration time-stepping strategy. Iterative corrections were performed through a standard Newton-Raphson scheme at each step.

Figure 4 shows the comparison between experimental results and numerical results in terms of the real part of the impedance function of the damper. It is worth noting that the predictions of the proposed damper model match very well the experimental results not only for the clamp velocity used in the BW identification process (\( \dot{w}_d = 0.2 \text{ m/s} \)), but also for \( \dot{w}_d = 0.05 \text{ m/s} \).

Based on the input data listed above, application of the proposed procedure leads to the results depicted in Figure 5.

Figure 5(a) reports for a line without dampers the standard deviation of the displacement at the line midspan, expressed as a fraction of the conductor diameter, as a function of the mean wind velocity. Results are reported for two different values of the bandwidth parameter \( B \). Figure 5(b) reports the same quantities for \( B = 0.1 \) and a line with a damper located at 5% the span (grey broken line), 10% the span (grey solid line). The results referred to the base cable (black solid line) are also reported to facilitate comparison. From this figure some comments can be drawn. As it can be appreciated, (a) in spite the damper was not optimized, it is nevertheless effective over a wide range of wind velocities; (b) at higher wind velocities, the damper is less effective, as it was expected since the proposed model does not account for the second resonance peak shown in Figure 4 (e.g. at 37 Hz and 55 Hz for the 50 mm/s and 200 mm/s clamp velocity values, respectively).
Figure 5: Standard deviation of the cable response at midspan, expressed as a fraction of the cable diameter (a) without attached Stockbridge damper, (b) with attached Stockbridge damper. The curve $B = 0.1$ is similar in both plots to facilitate comparison.

5 CONCLUSIONS

A stochastic and continuous model of aeolian vibrations of overhead electrical line conductors equipped with Stockbridge dampers has been presented in this paper. Focusing on small-amplitude planar transverse vibrations, suspended cables were modeled through the classic taut-string model. Consistently with classic approximate “externally forced models” for vortex induced vibrations (VIV) of bluff bodies, the wind forces acting on the continuous cable model were described as a narrow band stochastic process, centered around the Strouhal frequency of the conductor and with arbitrary cross-correlation in space. A new approach, based on the well-known smooth endochronic Bouc-Wen model, was developed to describe the hysteretic dynamic response of Stockbridge dampers. An iterative solution strategy based on a stochastically equivalent linear damper model, then, was presented to investigate aeolian vibrations of a suspended cable with a Stockbridge damper attached along its length. Finally, the main features and the potential drawbacks of the proposed formulation were illustrated with reference to a simple yet meaningful benchmark case.
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**Abstract.** A local structural modification, namely top-storey softening, is herein considered in conjunction with optimally tuned top-floor tuned mass damper inerter (TMDI) for improved serviceability performance in mid-to-high rise buildings (host structures). The focus is to reduce floor accelerations on typical core-frame host structures with rectangular footprint due to wind-induced vortex shedding (VS) effects causing occupants’ discomfort. This aim is achieved by formulating an optimal TMDI tuning problem in which TMDI inertial and top-storey host structure properties (i.e., attached mass and inertance, and top-storey height) are treated as design variables, to a case-study building aiming to minimize peak floor acceleration in the across-wind direction. The optimal TMDI tuning problem is numerically solved for a wide range of design variables for a 34-storey composite core-frame building subject to stochastic spatially-correlated wind-force field accounting for VS effects. A planar low-order dynamical model capturing faithfully modal properties of the 34-storey building is developed to facilitate computational work and parametric investigation. It is found that top-storey stiffness reduction, herein regulated through storey height, not only relaxes attached TMDI mass/weight requirements, but also reduces TMDI stroke, and inerter force for fixed performance and inertance. It is concluded that by leveraging inertance and top-storey stiffness, the considered solution can efficiently control VS-induced floor acceleration with small additional gravitational (added weight) and horizontal damping forces to the satisfaction of standard code requirements for occupants comfort.
1 INTRODUCTION

Passive dynamic vibration absorbers, including tuned mass-dampers (TMDs), have been widely used for mitigating wind-induced vibrations in tall buildings (e.g., [1,2]). A typical linear TMD comprises a mass attached towards the top of the building (host structure) via linear stiffeners and dampers [3]. The TMD is tuned to the first natural frequency of the building aiming to dampen the fundamental lateral mode shape which tends to be mostly excited due to resonance with the frequency of wind-induced forces. Such forces typically develop in the across-wind direction of tall buildings with rectangular foot-print due to vortex shedding (VS) [4] and may induce large floor accelerations causing occupants’ discomfort [5] and, consequently, serviceability structural failure. This consideration becomes critical for slender tall buildings and governs their design [6]. Meanwhile, the applicability of passive TMDs for wind-induced vibration suppression is limited by structural and economical considerations. This is because their motion control potential relies on the attached mass (i.e., the larger it is, the more effective the TMD becomes [7]), but constraints apply to the TMD weight that can be safely accommodated at the top floor of slender/tall buildings while TMD up-front cost increases proportionally with its mass [8].

![Figure 1](image)

Figure 1 (a) Schematic of a TMDI-equipped planar coupled core-frame building with soft top-storey, (b) case-study 34-storey building, and (c) lumped floor mass distribution.

Recently, it has been shown [9,10] that the incorporation of an inerter to TMD-equipped tall buildings in the so-called tuned mass damper inerter (TMDI) configuration enhances serviceability performance against VS-induced wind forces without increasing the required attached weight, thus overcoming the above TMD limitations. Specifically, the inerter is defined as a linear mechanical element that resists relative acceleration through the inertance constant assuming mass units (kg) [11]. In the TMDI, originally proposed for seismic protection of building structures [12-14], an inerter element is used to link the TMD attached mass to a different floor from the one that the TMD is attached to. It is then found [9,10] that improved floor acceleration mitigation is achieved in tall wind-excited TMDI-equipped buildings by increasing the inertance, which scales-up independently of physical mass in prototyped inerter devices [15,16], and, even more so, by letting the inerter span more than one storey. Nevertheless, for
routine slender mid-to-high-rise buildings with 20-40 storeys, TMDI configuration with inerter spanning more than one floor is not as practical as in the case of tall landmark structures (e.g., [2]) since occupying high-premium space across several upper floors of such structures for accommodating a control device is not cost effective. To this end, this paper explores the potential of a local structural modification, top-storey softening, in conjunction with top-storey TMDI placement as shown in Figure 1(a), to mitigate floor accelerations in the across-wind direction of VS-sensitive buildings with no more than 40 stories. Notably, the above vibration mitigation solution is practically meritorious for such buildings in which standard coupled core-frame systems are used for lateral wind load resistance [17]. This is because: (1) the considered solution does not utilize premium space since the TMDI is fully contained within a single (last) floor which is commonly reserved for accommodating various building services, and (2) top-storey softening can be readily achieved by simple local modifications such as discontinuation of the core at the last floor as well as increasing the top-storey height as depicted in Figure 1(a).

Herein, the effectiveness of top-storey softening to improve TMDI motion control efficiency is numerically illustrated with the aid of a 34-storey composite core-frame building structure shown in Figure 1(b) subject to a parametrically defined stochastic across-wind force model accounting for VS effects. An optimal TMDI design problem is formulated and numerically solved to minimize floor acceleration (i.e., occupants’ comfort criterion) of the case-study building in which top-floor height along with TMDI inertial properties (i.e., mass and inerterance) are explicitly taken into consideration. Optimal TMDI-equipped structure performance is assessed in terms of floor acceleration, TMDI stroke, and damping and inerter forces and attention is focused to quantify gains in the required attached mass and to check for occupants’ comfort criteria. The presentation begins with a brief description of the case-study building and its numerical modelling enabling efficient TMDI incorporation and dynamic analysis.

2 CASE-STUDY BUILDING STRUCTURE AND NUMERICAL MODELLING

The adopted structure is 110.6m high and has square 24m-by-24m footprint as shown in Figure 2(b). The lateral load-resisting structural system is composite consisting of a perimetric three-bay per side steel moment resisting frame (MRF) and a central reinforced concrete (r/c) core. MRF members are rigidly connected and have hollow rectangular sections with varying dimensions along the building height. The r/c core has 8m-by-8m plan-view dimensions and consists of outer wall segments whose thickness reduces progressively with building height and inner (stiffening) wall segments with same thickness along the building height. Hinged primary beams are used to couple the MRF with the core at each floor level which do not participate in resisting lateral loads and floor slabs behave as rigid diaphragms. The total mass of the structure accounting for dead and live loads, \( M_{\text{tot}} \), is 92830tons and is distributed at each floor level as shown in Figure 1(c). To expedite computational work required in TMDI optimal design, a planar dynamic model with 34 degrees of freedom (DOFs) corresponding to the uncoupled lateral in-plane translations of rigid slabs along the across-wind direction of the case-study building is defined in terms of a diagonal mass matrix, \( M_s \in \mathbb{R}^{34 \times 34} \), and full stiffness and damping matrices, \( K_s \in \mathbb{R}^{34 \times 34} \) and \( C_s \in \mathbb{R}^{34 \times 34} \), respectively. The main diagonal of the \( M_s \) matrix is populated with the lumped floor masses of Figure 1(c). Further, the stiffness matrix \( K_s \) is obtained from a detailed linear finite element (FE) model of the lateral load-resisting structural system of the building developed in SAP2000® software package. The accuracy of the modal properties (mode shapes and natural frequencies) of the 34-DOF dynamic model is verified against modal analysis results from the detailed FE model. Lastly, the inherent structural damping is incorporated in the modelling through a full damping matrix \( C_s \) obtained by assuming
modal damping ratios $\tilde{\xi}_j = 1\%$ for $j = 2, 3, 4$; $\tilde{\xi}_j = 2\%$ for $j = 5, 6, 7$; $\tilde{\xi}_j = 4\%$ for $j = 8, 9, 10$; $\tilde{\xi}_j = 8\%$ for $j = 11, \ldots, 20$; and $\tilde{\xi}_j = 16\%$ for $j = 21, \ldots, 34$.

### 3 WIND EXCITATION MODEL

The input wind action to the 34-DOF dynamic model capturing the across-wind dynamics of the case-study building is herein represented by the stochastic across-wind force model developed in [2] for buildings with rectangular footprint. This wind forcing model is based on wind tunnel testing data and accounts for both the turbulence and the VS components of the wind force in the across-wind direction. It is defined by a zero-mean stationary Gaussian spatially correlated random field represented in frequency domain by a full power spectral density (PSD) matrix. For the 34-DOF dynamic model, a $S_{FFS}^{\text{wind}} \in \mathbb{R}^{34\times34}$ wind force PSD matrix is determined upon spatial discretization of the wind random field at each building floor. The assumed mean wind velocity profile is plotted in Figure 2(a). It follows the Eurocode-compliant logarithmic law [18] and terrain category IV (i.e., area in which at least 15% of the surface is covered with buildings and their average height exceeds 15 m) and is defined for basic wind velocity of 22 m/s (i.e., 10mins mean wind velocity at 10m height above open flat terrain). For illustration, wind force PSDs computed by the model in [2] at four different floor slab heights are plotted in Figure 2(b) following the assumed mean wind velocity profile.

![Figure 2](image)

Figure 2. Assumed wind excitation model: (a) mean wind velocity profile, (b) power spectral density functions (PSDs) of across-wind forces acting at different floor levels of the case-study building.

### 4 TMDI-EQUIPPED STRUCTURE AND FREQUENCY DOMAIN ACROSS-WIND RESPONSE ANALYSIS

Mathematically, a top-floor TMDI is added to the 34-DOF system model following [9,10] to yield a 35-DOF augmented model with mass, $M \in \mathbb{R}^{35\times35}$, damping, $C \in \mathbb{R}^{35\times35}$, and stiffness, $K \in \mathbb{R}^{35\times35}$, matrices written as

$$
M = \begin{bmatrix}
m_1 & 0 & \cdots & \cdots & 0 \\
m_2 & \ddots & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
m_{33} + b & 0 & \cdots & 0 & 0 \\
\end{bmatrix}
$$

$$
C = \begin{bmatrix}
c_{1,1} & c_{1,2} & \cdots & \cdots & c_{1,34} & 0 \\
c_{2,1} & \ddots & \cdots & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\

\end{bmatrix}
$$

$$
K = \begin{bmatrix}
K_{1,1} & K_{1,2} & \cdots & \cdots & K_{1,34} & 0 \\
K_{2,1} & \ddots & \cdots & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\end{bmatrix}
$$

(1)
in which \( m_k = M_s[k,k], \ c_{k,l} = C_s[k,l], \) and \( k_{k,l} = K_s[k,l] \) where \( k, l = 1, 2, \ldots, 34 \) are the elements of the mass, damping, and stiffness matrices of the uncontrolled host structure, respectively, while the 35-th DOF corresponds to the lateral TMDI mass displacement. Further, in the previous expressions, \( m_{TMDI} \) is the TMDI mass attached to the top (34th) floor via a spring with \( k_{TMDI} \) stiffness in parallel with a linear dashpot with damping coefficient \( c_{TMDI}, \) and \( b \) is the ineritance of the inerter element highlighted in red in Fig. 1(a), connecting the TMDI mass to the penultimate (33rd) floor.

Response displacement, velocity, and acceleration PSD matrices of the TMDI-equipped structure subject to the wind force PSD matrix defined in section 3 can be obtained as

\[
S_{xx}(\omega) = B(\omega)^* S_{ff}(\omega) B(\omega), \quad S_{xx}(\omega) = \omega^2 S_{xx}(\omega), \quad \text{and} \quad S_{xx}(\omega) = \omega^4 S_{xx}(\omega) \tag{2}
\]

respectively. In Eq. (2), \( S_{ff}(\omega) \in \mathbb{R}^{34\times34} \) is the wind force PSD matrix \( S_{ff} \) augmented by a bottom zero row and a right-most zero column corresponding to the TMDI displacement DOF as the TMDI is internally housed and not subjected to any wind load. Further, the “*” superscript denotes complex matrix conjugation, and the transfer matrix \( B \) is given as

\[
B(\omega) = \left[ K - \omega^2 M + i\omega C \right]^{-1} \tag{3}
\]

where, \( i = \sqrt{-1} \), and the “-1” superscript denotes matrix inversion. Next, response displacement, velocity, and acceleration variance of the \( k \)-th floor are obtained as

\[
\sigma^2_{x_k} = \int_0^{\omega_{\text{max}}} S_{xx}[k,k] d\omega, \quad \sigma^2_{z_k} = \int_0^{\omega_{\text{max}}} S_{zz}[k,k] d\omega, \quad \text{and} \quad \sigma^2_{\psi_k} = \int_0^{\omega_{\text{max}}} S_{\psi\psi}[k,k] d\omega, \tag{4}
\]

respectively, where \( \omega_{\text{max}} \) is a cut-off frequency above which the energy of the underlying processes is negligible. Moreover, the variance of the relative response displacement, velocity, and acceleration between floors/DOFs \( k \) and \( l \) are obtained by

\[
\sigma^2_{x_{k,l}} = \sigma^2_{x_k} + \sigma^2_{x_l} - 2 \int_0^{\omega_{\text{max}}} S_{xx}[k,l] d\omega, \\
\sigma^2_{z_{k,l}} = \sigma^2_{z_k} + \sigma^2_{z_l} - 2 \int_0^{\omega_{\text{max}}} S_{zz}[k,l] d\omega, \quad \text{and} \tag{5}
\]

\[
\sigma^2_{\psi_{k,l}} = \sigma^2_{\psi_k} + \sigma^2_{\psi_l} - 2 \int_0^{\omega_{\text{max}}} S_{\psi\psi}[k,l] d\omega.
\]

Ultimately, peak response quantities are estimated by multiplying the square root of the variances in Eqs. (4) and (5) with the peak factor \( g \) given by the empirical formula [18]

\[
g = \sqrt{2\ln(\eta T_{\text{wind}})} + \frac{0.577}{\sqrt{2\ln(\eta T_{\text{wind}})}}, \tag{6}
\]
where $\eta = 2\pi / \omega_n$ and $T_{\text{wind}}$ is the time duration of exposure to the wind action. In the ensuing numerical work, $T_{\text{wind}}$ is taken equal to 3600s (i.e., one hour of stationary wind excitation is assumed).

5 OPTIMAL TMDI DESIGN WITH TOP-STOREY SOFTENING FOR SERVICEABILITY PERFORMANCE

To investigate the potential of top-storey softening in TMDI-equipped buildings for enhanced serviceability performance under wind excitation, the properties of the TMDI in Fig. 1(a) are optimally designed to mitigate floor accelerations in the case-study building subject to the wind forces defined in section 3. To this aim, an optimal TMDI tuning problem is formulated taking as the objective function (OF) to be minimized the peak floor acceleration of the highest occupied of the case-study building (i.e., the 32nd floor). That is,

$$\text{OF} = g \sigma_{s_{12}}.$$  (7)

The problem has 5 design variables (DVs), namely the top-storey height $H_{\text{top}}$, the mass ratio $\mu$, the inertance ratio $\beta$, the TMDI frequency ratio $\nu_{\text{TMDI}}$, and the TMDI damping ratio $\xi_{\text{TMDI}}$. The last four DVs are defined as

$$\mu = \frac{m_{\text{TMDI}}}{M_{\text{tot}}}, \quad \beta = \frac{b}{M_{\text{tot}}}, \quad \nu_{\text{TMDI}} = \sqrt{\frac{k_{\text{TMDI}}}{(m_{\text{TMDI}} + b) \omega_1}}, \quad \text{and} \quad \xi_{\text{TMDI}} = \frac{c_{\text{TMDI}}}{2\sqrt{(m_{\text{TMDI}} + b) k_{\text{TMDI}}}},$$  (8)

where $\omega_1$ is the first natural frequency of the uncontrolled structure. Then, optimal primary DVs, $\nu_{\text{TMDI}}$ and $\xi_{\text{TMDI}}$, are sought that minimize the OF given values of the secondary DVs, $H_{\text{top}}$, $\mu$, and $\beta$. (secondary design parameters). The optimization problem is numerically solved for the case-study structure using a pattern search algorithm [19] with iteratively updated search range of the primary variables hard-coded in MATLAB®.

6 PERFORMANCE ASSESSMENT OF OPTIMAL TMDI-EQUIPPED STRUCTURE WITH SOFTENED TOP-STOREY

In this section, numerical results are furnished to demonstrate the effectiveness of optimally designed TMDI in containing VS induced vibrations in the case-study building exposed to the PSD wind force matrix as top-floor lateral stiffness reduces. To this aim, TMDIs with different inertance ratios ($\beta = 0\%$ (TMD), 2\%, and 10\%) are examined for fixed attached mass $\mu = 0.1\%$ while the top-storey of the case-study building is softened laterally by discontinuing the r/c core at the penultimate (33rd) storey (see Fig. 1(a)) and by varying its height within $H_{\text{top}} = [4.0, 6.0]$ (m) interval.

Figure 3(a) reports percentage reduction factor (RF) of peak floor acceleration at the 32nd floor of optimal TMDI-equipped structure with respect to the uncontrolled case-study building with coreless top-storey for three different inertance ratios as a function of top-storey lateral stiffness. The latter is given as a percentage of the top-storey stiffness of the case-study structure without r/c core at the 33rd storey and $H_{\text{top}} = 3.2$ m. It is observed that optimal TMDI capability to suppress floor accelerations increases appreciably and monotonically as the top-storey stiffness reduces for fixed inertance. On the antipode, for the TMD case (i.e., no inerter and $\beta = 0\%$) acceleration RFs remain practically constant with top-storey flexibility. These results reveal that the presence of the inerter enables improved TMDI vibration control potential as top-storey stiffness reduces. This fact is attributed to the coupling of the acceleration of the attached mass to the acceleration of the 33rd floor achieved by the inerter mathematically manifested through
the non-diagonal terms in the mass matrix $\mathbf{M}$ in Eq. (1). And the herein advocated host-structure modification (i.e., top-storey softening) leverages the positive effect of this coupling in reducing floor accelerations below the top-storey. Nevertheless, when no such coupling exists (i.e., conventional TMD case), top-storey flexibility has no effect to the overall motion control level achieved. In this regard, top-storey lateral stiffness becomes a critical TMDI design parameter. Moreover, it is seen that for given $\beta$ there is a limiting top-storey stiffness reduction defined by the intersection of the TMD RF curves with the TMDI RF curves, above which the TMD outperforms TMDI. This limiting value increases as inertance increases. Thus, top-storey softening reduces demands for large inertance.
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Figure 3. (a) Peak acceleration percentage reduction of 32nd floor, (b) secondary mass stroke, (c) peak inerter force, and (d) peak damping force in TMD(I)-equipped structure for attached mass ratio, $\mu=0.1\%$, and inertance ratios, $\beta$, against lateral top-storey stiffness reduction.

Turning the attention to the peak stroke of the secondary mass, that is, the peak relative displacement of the TMD(I) mass with respect to the floor that the mass is attached to, $g\sigma_{xg}$, Figure 3(b) plots peak TMDI stroke versus top-storey stiffness reduction. It is seen that stroke dramatically reduces with increasing inertance, which is a well-reported effect in the literature [9,10]. Further, stroke demand is positively (though insignificantly) affected by top-storey stiffness reduction. This is quite welcoming result suggesting that the favourable effect of increasing top-storey flexibility to the TMDI effectiveness for suppressing floor accelerations does not come with any increasing cost/demand related to the stroke of the damping device or to the clearance of the secondary mass.

Peak inerter and damping forces developing at the inerter and at the dashpot of optimally designed TMDIs are also deemed essential to check as they need to be economically accommodated locally by the host structure. In this respect, Figures 3(c) and (d) report peak inerter and damping forces, respectively. It is seen that peak inerter force decreases as the top-storey softens at an increasing rate. On the contrary, damping force increases exponentially as the top-storey stiffness reduces for $\beta = 10\%$. These trends indicate that top-storey stiffness reduction improves TMDI motion control performance through significant increase of the damping force but not of the inerter force.

Numerical results reported in Figure 3(a) suggest that the same structural performance, in terms of peak floor acceleration, can be achieved by using different sets of secondary design
parameters. From practical viewpoint, this is an important consideration as it enables exchanging attached mass to inertance and/or to top-storey stiffness within a performance-oriented design context. To illustrate this point, Figures 4(a) and (b) plot optimal iso-performance curves on the TMDI inertial $\mu$-$\beta$ plane for fixed top-storey stiffness and for fixed performance, respectively. It is seen that all iso-performance curves have negative slope on the $\mu$-$\beta$ plane establishing the direct mass reduction/substitution effect endowed by the inertance leading to overall more lightweight inertial dampers. Furthermore, as suggested by Figure 4(b), the same performance can be achieved with reduced average required inertance by approximately 1.6% at $\mu=0.1\%$, for every 2% reduction to the top-storey stiffness. As a final remark, top-storey softening further leads to attached mass reduction for fixed inertance to achieve/maintain a preset performance: Figure 4(b) shows that 2% reduction of top-storey stiffness reduces the required mass ratio by about 0.1%, which corresponds to a 20ton TMDI weight reduction for the considered building structure.

As a final check, Figure 5 plots peak and RMS floor accelerations along the building height for the uncontrolled and for a TMDI controlled structure with about 28% top-storey stiffness reduction. The benefit of TMDI is clearly seen and the rationale behind optimal TMDI tuning for minimizing floor acceleration of the 32nd floor is justified as it leads to floor acceleration reductions in all lower floors. More importantly, Figure 5(b) shows that the uncontrolled structure did not meet occupants’ comfort threshold according to ISO6897 [5] at floors 26 and above.

![Figure 4. Quantification of mass-inertance-damping coefficient trade-off for (a) fixed normalized stiffness 38%, and (b) fixed performance RF=50%.](image)

![Figure 5. Floor acceleration distribution along the building height and check for occupants’ comfort.](image)
for the specific wind excitation, while the particular optimally tuned TMDI with top-storey softening meets the ISO6897 criterion for all floors.

7 CONCLUDING REMARKS

The effectiveness of optimally tuned top-storey TMDIs in conjunction with local top-storey softening has been numerically explored for mitigating floor accelerations in the across-wind direction of slender core-frame buildings which become critical for serviceability design associated with occupants’ comfort. Numerical results for different TMDI inertance and top-storey stiffness have shown that improved structural performance in terms of peak floor acceleration and attached mass stroke are achieved by increasing inertance and/or by reducing top-storey stiffness for fixed TMDI attached mass. Meanwhile no improved performance is achieved by conventional TMD through top-storey softening. It was further demonstrated that the required TMDI mass/weight can be reduced either by increasing inertance or by softening the top-storey for a preset performance level. Therefore, top-storey softening facilitates practical implementation of TMDI as it relaxes requirements for large inertance.
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Abstract. Deployable sunscreens with tensegrity architecture have been recently proposed for dynamic solar façades of buildings working on low energy consumption. Such structures are aimed at ensuring well-being indoor conditions while using reduced electrical-grid energy. The present paper studies the dynamical response of the tensegrity shading screens recently appeared in the literature, by studying structures formed by modular panels suitably assembled to form an origami pattern. The origami tensegrity façade is activated by stretching or releasing selected cables. Its energy-harvesting ability arises from the action of piezoelectric effects under the opening/closure motion of the origami panels, and wind-induced fluctuations. The dynamic response of the origami panels is simulated through a fully tensegrity model, with the aim of estimating their energy harvesting ability. The given results show that the overall tensegrity façade can daily produce a quantity of electric energy equivalent to the electric power produced by more than 200 squared meters of photovoltaic panels, and about 90 squared meters of rooftop wind turbines.
1 INTRODUCTION

An energy-efficiency building (EEB) ensures well-being indoor conditions with the least consumption of energy from fossil and non-renewable sources [1]. Design of new constructions to reach performances of so-called nearly zero-energy buildings (nZEB) is introduced by the 2010 European Union Directive for the optimization of the energy performance of buildings [2], which enforces the EU states to provide the minimum requirements for the energy performance of buildings and constructive elements. Indeed, buildings are responsible for approximately 40% of EU energy consumption, so that the challenge for the near future is to drastically reduce energy dependency on fossil sources, while maintaining current living standards. In this direction, the building envelope is among the most important components to take into consideration in design of a EEB [3, 4], since it can significantly help in reducing energy losses. For instance, the building envelope may be exploited to increase energy efficiency in the summer by controlling the incident solar radiation through dynamic shading systems. In recent studies, it has been proposed to exploit the deployment ability of tensegrity structures to design dynamic envelopes [5, 6]. Tensegrity systems are composed of bars, generally under compression, assembled inside a net of strings undergoing tensile stresses, only [7]. Furthermore, it is possible to take advantages from vibratory motion of such systems under environmental actions to harvest energy. The present paper is devoted to a tensegrity-like module merging the function of sunscreen to some harvesting ability.

2 THE LAYOUT OF THE TENSEGRITY SUNSCREEN MODEL

The present contribution briefly details about an origami module based on tensegrity architecture equipped with piezoelectric strings. The module is designed to be mounted in front of or to cover building façades and pursue the two-fold objective to serve both as screen and mechanical energy harvester and enriches a unit introduced in [5] and further studied in [6, 8, 9] named as TABS, acronym of tensegrity Al Bahar screen, because of its shape resembling that of shading systems designed by Aedas architects to protect the external façades of the Al Bahar towers, in Abu Dhabi [10, 11]. While Al Bahar screen are piston actuated, motion of TABS depends on its tensegrity architecture. The enriched module, referred as WTABS [12], where ‘W’ stands for wind, introduces as a novelty with respect TABS the addition of six D-bar systems. The basic module of the WTABS system is shown in Fig.1, both through exploded and assembled views. With reference to Fig.1, starting from the top (which indeed does mean from external, i.e. away from the building), WTABS is composed by a macro-triangle, origami screen module, subdivided into six micro-triangles made of PTFE (glass fiber), able to generate a rigid motion in space, infilling a tensegrity system formed by 12 bars and 3 external strings. Below, there is a complex made of six D-bar, two elastic restraints (linear springs with stiffness $K = 67$ kN m$^{-1}$) and a linear actuator (model Rolaram®R2501190 [13]). While three D-bars, the springs and the actuator have axes which are and, during the morphing process, stay in a plane parallel to the rear building, the remaining three D-bars are mounted inclined. The actuator Rolaram®R2501190 (294 kN dynamic loading, 3500 mm maximum stroke [13]) stretches and relaxes cables, thus activating the folding/unfolding mechanism of the system. Bars and strings composing the module are respectively made with 6082-T5 Aluminum profiles and wire ropes composed of a nylon core string with 8.9 mm diameter, wrapped by piezoelectric cables [14].
3 WTABS MOTION EQUATIONS AND LOADS

This section introduce the WTABS equations of motion, in matrix form, and reports about the evaluation of wind pressure to adopt in numerical simulations.

3.1 Matrix form of equation of motion

The WTABS module is a tensegrity network made up of $n_n$ nodes, modeled as frictionless joints, $n_b$ bars, and $n_s$ elastic strings. The generic node $i$, with $i \in \{1, \ldots, n_n\}$ is located by the vector $n_i \in \mathbb{R}^3$ and is loaded by the external force $w_i$. Hence the nodal matrix $N \in \mathbb{R}^{3 \times n_n}$ and load matrix $W \in \mathbb{R}^{3 \times n_n}$ can be written as

$$N = \begin{bmatrix} n_1 & n_2 & \cdots & n_i & \cdots & n_{n_n} \end{bmatrix}, \quad W = \begin{bmatrix} w_1 & w_2 & \cdots & w_i & \cdots & w_{n_n} \end{bmatrix}. \quad (1)$$

The vectors representing $i$th bar and string are $b_i \in \mathbb{R}^3$ and $s_i \in \mathbb{R}^3$, respectively, and can be stacked in matrices $B \in \mathbb{R}^{3 \times n_b}$ and $S \in \mathbb{R}^{3 \times n_s}$, as

$$B = \begin{bmatrix} b_1 & b_2 & \cdots & b_i & \cdots & b_{n_b} \end{bmatrix}, \quad S = \begin{bmatrix} s_1 & s_2 & \cdots & s_i & \cdots & s_{n_s} \end{bmatrix}. \quad (2)$$

By introducing the connectivity matrices of bars $C_B \in \mathbb{R}^{n_b \times n_n}$ and strings $C_S \in \mathbb{R}^{n_s \times n_n}$, the matrices given by Eqn.(2) are written as

$$B = N C_B^T, \quad S = N C_S^T. \quad (3)$$

The generic $(i, j)^{th}$ entry of $C_B$ (or of $C_S$) takes value $-1$ if vector $b_i$ (or $s_i$) is directed away from node $j^{th}$, $1$ if vector $b_i$ (or $s_i$) is directed toward node $j$ and $0$ if vector $b_i$ (or $s_i$) does not touch node $j$. On introducing the class number $m$ of a tensegrity network, we may state that a tensegrity is of class $m$ if the maximum number of the compressive elements concurring in
each node is equal to $m$ [7, 15, 16]. In this case, the tensegrity sunscreen module that we are considering is a tensegrity of class 6.

By introducing the matrices $M \in \mathbb{R}^{n_b \times n_b}$ and $K \in \mathbb{R}^{n_s \times n_s}$, respectively defined as

$$M = \frac{1}{12} C_B^T \dot{m} C_B + C_R^T \dot{m} C_R,$$

$$K = C_S^T \hat{\gamma} C_S - C_B^T \hat{\lambda} C_B,$$

we can write the equations of motion (of a class 1 tensegrity system) as [17]

$$\ddot{N} M + N K = W,$$

where $N$ has been already given by the first of Eqns.(1) and $\ddot{N}$ stands for its second derivative with respect to time.

Similarly to matrices $C_B$ and $C_S$, $C_R \in \mathbb{R}^{n_b \times n_b}$ in Eqn.(4) is a connectivity matrix. Its $i$th row corresponds to the bar $b_i$ and its $(i, j)$th entry takes value 1/2 if vector $b_i$ touches node $j$, or 0 otherwise [18]. Furthermore, $\dot{m} \in \mathbb{R}^{n_b \times n_b}$, and $\hat{\gamma} \in \mathbb{R}^{n_s \times n_s}$ in Eqns.(4)-(5) are diagonal matrices, whose $(i, i)$th entries are, respectively, masses $m_i$, $i \in [1, \ldots, n_b]$ and force densities along strings $\gamma_i$, $i \in [1, \ldots, n_s]$ given by

$$\gamma_i = \begin{cases} \max \left[ 0, \frac{E_{s_i} A_{s_i}}{L_j} \left( 1 - \frac{L_i}{s_i} \right) + c_i \frac{s_{k_i} s_{k_j}}{s_{i}^2} \right], & \text{if } s_i \geq L_i, \\ 0, & \text{otherwise,} \end{cases}$$

being $E_{s_i}$ the Young’s modulus of the material, $A_{s_i}$ the cross-sectional area and $L_j$ the rest length of the string, $c_i$ the damping coefficient and $s_j = \|s_j\|$. Finally $\hat{\lambda} \in \mathbb{R}^{n_b \times n_b}$ denotes the diagonal matrix of force densities in bars and is given by

$$-\hat{\lambda} = \frac{1}{12} \left[ \dot{B}^T \dot{B} \right] \dot{m} \ell^{-2} + \frac{1}{2} \left[ B^T (W - S \hat{\gamma} C_S) C_B^T \right] \ell^{-2},$$

where $\ell^{-2} \in \mathbb{R}^{n_b \times n_b}$ is a diagonal matrix of terms $\ell_{k}^{-2} = \|b_k\|^{-2}$ and $[A]$ is a matrix keeping the diagonal terms of the square matrix $A$, while all the off-diagonal entries are set to zero.

### 3.2 Modeling of the wind forces

We model the action of wind on WTABS on assuming the wind speed as depending on time and only one space variable, the height (took along the axis $y$ in a three dimensional Cartesian frame), and is given by

$$v(y, t) = v_m(y) + v'(y, t),$$

where $v_m$ is averaged over a time interval of 10 min and $v'$ accounts for high frequency fluctuations. The latter is suitably represented as a single stationary Gaussian random process with zero mean described by the spectral density [19]

$$S_L(y, n) = \frac{6.8 f_L(y, n)}{(1 + 10.2 f_L(y, n))^{5/3}},$$

where $f_L(y, n)$ is a dimensionless frequency

$$f_L(y, n) = \frac{n L(y)}{v_m(y)},$$

being $E_{s_i}$ the Young’s modulus of the material, $A_{s_i}$ the cross-sectional area and $L_j$ the rest length of the string, $c_i$ the damping coefficient and $s_j = \|s_j\|$. Finally $\hat{\lambda} \in \mathbb{R}^{n_b \times n_b}$ denotes the diagonal matrix of force densities in bars and is given by

$$-\hat{\lambda} = \frac{1}{12} \left[ \dot{B}^T \dot{B} \right] \dot{m} \ell^{-2} + \frac{1}{2} \left[ B^T (W - S \hat{\gamma} C_S) C_B^T \right] \ell^{-2},$$

where $\ell^{-2} \in \mathbb{R}^{n_b \times n_b}$ is a diagonal matrix of terms $\ell_{k}^{-2} = \|b_k\|^{-2}$ and $[A]$ is a matrix keeping the diagonal terms of the square matrix $A$, while all the off-diagonal entries are set to zero.
\( L(y) \) being the turbulence scale, and \( n \) the natural frequency. By choosing a frequency step \( \Delta n = 0.05 \text{ Hz} \), and a set of \( N = 100 \) frequencies \( n_k = (k - 1/2)\Delta n \), we obtain \([20]\)

\[
v'(y, t) = \sum_{k=1}^{N} \sqrt{2S_L(y, n)} \Delta n \cos(2\pi n_k t + \varphi_k),
\]

\( \varphi_k \) denoting randomly generated phases (in radians) over the angle interval spanning from 0 up to \( 2\pi \).

Finally, we cast the peak value of the wind kinetic pressure, expressed in Pa, as

\[
q(y, t) = \frac{1}{2} \rho (v_m(y) + v'(y, t))^2,
\]

\( \rho = 1.25 \text{ kg m}^{-3} \) being the density of air.

The effect of wind pressure on nodes of WTABS is then computed as follows. On introducing two vectors \( \mathbf{a}_p \) and \( \mathbf{b}_p \) lying along the edges of the generic micro-triangle on WTABS, the surface area \( A_p \) of such an element and its unit normal are given by

\[
A_p = \frac{1}{2} ||\mathbf{a}_p \times \mathbf{b}_p||, \quad \mathbf{n}_p = \frac{\mathbf{a}_p \times \mathbf{b}_p}{||\mathbf{a}_p \times \mathbf{b}_p||}.
\]

The wind force acting over the panel \( p \), along its normal vector, is computed through

\[
\mathbf{\omega}_p = q A_p (\mathbf{n}_p \otimes \mathbf{n}_p) \mathbf{k},
\]

\( \mathbf{k} \) and \( \otimes \) denoting the unit vector along the axis \( z \), towards the building, and the tensor product symbol, respectively. Finally, the wind force acting on the generic node \( i \) is

\[
\mathbf{w}_i = \frac{1}{3} \sum_{p=1}^{n_i} \mathbf{\omega}_p,
\]

\( n_i \) being the number of panels attached to node \( i \).

### 4 NUMERICAL APPLICATIONS

The present section is devoted to the dynamic analyses of the WTABS system undergoing the wind forces and actuation motion. The numerical integration of Eqn.(6) is performed applying fourth order Runge-Kutta theory with a time step of 0.025 s.

#### 4.1 Actuation motion

The motion of WTABS is driven by the linear actuator Rolaram®R2501190 \([6, 13]\). We consider a simulation in which the screen is deployed in 40 s, starting from the folded configuration. Then, the force impressed on the node is held constant for 40 s more. Figure 2 graphically illustrates the simulation. In particular, it is shown how the position of the central point of the module changes over time during the actuation motion. Four top views of deformed configurations, from folded to deployed state, are reported.
Figure 2: Deployment of WTABS driven by the actuator. Position of center node (top panel) and four top views of selected configurations, namely after 1 (a), 15 (b), 30 (c), and 80 (d) s from actuation start.
4.2 Fluctuations due to wind

The simulate wind pressure we consider environmental characteristics of the Al Bahar Towers and the height of the towers. By considering $y^* = 120\text{ m}$ in a coastal area exposed to wind, we get the turbulence scale value $L(y^*) = 40.1589\text{ m}$ [19]. As average speed we set $v_m(y^*) = 73.4\text{ m s}^{-1}$, which produces a wind pressure of $3.5\text{ kPa}$, that is the value considered for the real scale prototypes of the towers [11]. Relevant information and results of the simulation are graphically shown in Figure 3.

5 MECHANICAL ENERGY HARVESTING

The WTABS module is equipped with PVDF-coated piezoelectric cables (see [12] for details on the cable structure) that, by virtue of the electromechanical effect, allows energy conversion described by

$$W_E = k_{33}^2 W_M$$

where $W_E$ and $W_M$ stand for electric and mechanical energy and $k_{33}$ is the electromechanical coupling coefficient along the longitudinal axis of the piezoelectric cable. By using the strain history of the cables during the simulations briefly reported in Sect. 4, mechanical energy can be computed as

$$W_M = \frac{1}{2T} \sum_{s=1}^{n_s} \left( E_f A_f L_{is} \int_0^T \varepsilon_s(t)^2 dt \right),$$

with reference to the two different implementation hypotheses we obtain [12]

$$W_E^{\text{actuation}} = 321.3\text{ kJ}, \quad W_E^{\text{wind}} = 5.749 \times 10^{-4}\text{ kJ}.$$  \hfill (19)

In [12], it has been observed that, although the amount of energy harvested by a single WTABS is low, the total energy that can be daily generated by a WTABS modules in reference to the size of the towers (composed of over a thousand shading systems) $m^2$ [10, 11], is considerable and can be employed to power microelectronic devices, WiFi repeaters, cellular phones, and LED lighting systems [21].

6 CONCLUDING REMARKS

This work has dealt with the generalization of the TABS shading system proposed in [6] from the energetic point of view, by integrating such a system with additional D-bar modules equipped with piezoelectric cables for energy harvesting (WTABS design [12]). The dynamics of the WTABS module has been numerically simulated, on accounting for the opening and closure operations of the screens and the dynamic action of wind forces. The obtained results have allowed us to calculate the amount of mechanical energy harvested by the shading system under such loading conditions. Overall, the electric power that can be daily generated by the WTABS modules is equivalent to the power produced by approximatively 200 photovoltaic panels, and nearly 90 microeolic wind turbines with one squared meter surface area. We address the generalization and the experimental identification [22] of the WTABS concept to different façade geometries and a variety of energy harvesting materials to future work.
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Figure 3: Turbulence scale (a), spectral density (b), wind pressure (c) and fluctuations of height of the central node of WTABS (d).
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Abstract. In the present paper the dynamic response of tall offshore monopile steel wind turbine towers under wind, wave and current during the erection stage is studied. In particular, in the present paper the effect of current-wave-wind interaction as dynamic loading on the dynamic response of offshore wind turbine towers is for first time studied experimentally. A statistical analysis of the dynamic displacements of the model is conducted to study the effect of various loading states on the respective dynamic response. As outcome of the present study it was confirmed that the current field strongly affects the dynamic response of offshore monopoles and in particular, more significantly than the wave field. In the final part, an advanced finite element model is proposed for the efficient study of the structural response of the tower model during erection under current, wave and wind interaction.
1 INTRODUCTION

In marine environment there are more complicated environmental actions on offshore wind turbine towers (e.g. wind, wave and current loadings) than on the onshore ones. In engineering practice, the wind turbine towers as monopiles need to be constructed during the erection stage in marine environments where current and waves interact. Several researchers have studied the structural characteristics of wind turbine towers during the erection stage by using numerical simulation methods. Tziavos et al. [1, 2] studied current practice in terms of engineering methods used for the determination of loads acting on monopile offshore towers and the numerical methods used for the investigation of its structural behaviour. With respect to hydrodynamic loads on monopile wind turbines, the popular linear wave theory along with the Morison equation can be used to model normal sea states, whereas higher-order wave models are necessary to investigate severe events such as wave breaking. Offshore monopile wind turbine towers during the construction stage in marine environment have to resist wind, waves and currents. In this paper the effect of the current action on the dynamic behavior of offshore monopile wind turbine towers is first considered experimentally and then, an appropriate numerical model to study the respective structural dynamic response of the tower is proposed.

2 EXPERIMENTAL SETUP

2.1 Test facility

The experiment of a monopile subjected to wind, waves and current was performed at the Wind Tunnel and Circulating Water Channel Lab, Shanghai Jiao Tong University in China. The Lab consists of two large-scale facilities, the multifunctional wind tunnel and the circulating water channel with the capability to create an environment of currents, waves and sea wind. In particular, the channel is able to simulate various marine environments including current, waves, sea wind and stratified flow. For the specific experimental setup, wind field and current field at a uniform velocity along the tower height and periodic regular wave was provided.

![A full image](image1.jpg)

Figure 1. The facilities at the Wind Tunnel and Circulating Water Channel Lab, SJTU.

2.2 Description of the tower model

The prototype monopile structure is a 75m height offshore wind turbine tower during the erection stage. Figure 2 depicts that experimental measurement setup and the dimensions of the tower model. The experimental model is installed in the Wind Tunnel and Circulating Water Tank as shown in Figure 2. The prototype is located at a site with a water depth of 23m, its external radius on the base is 7m and that on the top is 3.75m. The monopile is fixed in the
seabed, whilst the model was manufactured with a geometrical scaling of 1:75. The dimensions of the tower model are displayed in Figure 2b. The height of the scaled down tower is 1.3m, 1.0m height above the water surface level and 0.3m height under water depth respectively. The diameter of the tower model varies linearly along its height from 190mm at the bottom to 100mm at the top as shown in Figure 2b. The thickness of the tower model is 0.5mm and the tower is fixed by four Φ12 bolts. As is well-known in an actual wind tunnel or water tank test to balance Froude and Reynolds numbers is a hard task and to this end, the Froude laws of similitude had been used for the physical modelling of the properties of the tower model.

The monopile response was measured by using one accelerometer at 90cm height of point B on the leeside of the tower model in x-axis direction and one sensor head at the 80cm height of the point C in cross section direction in z-axis direction and the other one at the 90cm height of the point A in cross section direction to measure the velocity values in z-axis direction. All the transducers were connected with their corresponding data acquisition instruments. The wave gauge is employed to measure the wave elevation when applying wave loads in the Circulating Water Tank.

2.3 Loading states

In the experiment various loading cases were considered to study the effect of wind, waves and current loadings on the dynamic response of offshore wind turbine towers. For the wind loading, the wind speed was gradually increased from 5m/s to 28m/s in the wind tunnel. For the current loading, its velocity with a stepwise increase was performed in the range of 0.3m/s to 2m/s. For wave loading, as wave elevation was ranged from 20mm to 50mm for wave periods from 0.5s to 1.25s in the water tank, the corresponding wave heights at the wave periods of 0.5s, 0.75s, 1s and 1.25s being respectively 44mm, 32mm, 25mm and 22mm. The wave shape was the most stable one when wave maker was initially launched, then the new wave was taken to break gradually due to the reflection of the previous wave in the water tank, and therefore, the experimental results should be tested in the beginning of the step of wave generation for the loading states that involve waves.

As the lower edge of the air outlet of the wind tunnel is 10cm higher than the still water level in the water tank, current field and wave field could not be affected individually by wind field when wind tunnel is running stably (Figure 2a). For wind-current, wind-wave and wave-current loading states, the three loading states can be performed by combining wind loading and current loading, wind loading and wave loading, wave and current loading. For the wind-
current-wave loading states, the wind field should be first flow in the velocity range of 7.5m/s to 20m/s until a stable state, then, current field is adjusted in the speed range of 0.3m/s to 0.8m/s up to its steady stage and finally wave field is provided in the periods of 0.5s, 0.75s and 1.0s.

3 EXPERIMENTAL RESULTS

Aiming to investigate the effect of various marine loadings on the dynamic characteristics of offshore wind turbine towers during construction, during the present experimental test the following loading states had been separated into four groups a) wind-wave; b) wind-current; c) wind-wave-current; d) wave-current.

3.1 Wind, wave and current

For the loading states of wind only, wind-wave, wind-current and wind-wave-current, the wind speed was gradually increased in the range of 5m/s to 28m/s. In each case, the velocity, acceleration and displacement at points A, B and C were respectively measured in the steady wind field. For the current only, its speed is set in a uniform speed at one loading state varying from 0.3m/s to 2m/s. For wave only, the still water level was 30cm. For each loading case, the period of wave maker is first determined at 0.4s, 0.5s, 0.75s, 1s and 1.25s, and then the wave height had been monitored by wave gauge. Figure 3 shows time histories of wave elevations and displacement responses when wave period is 0.75s and wave height is 28mm. According to Figure 3a, for wave height 28mm, the wave period is 1s. According to Figure 3b, it can be observed that as there are two peaks and one valley within each second, the time histories of displacement response exhibit periodicity and the respective periods are equal to the input period of the wave maker.

The displacement response of the tower model at point C under various loading states is depicted in Figure 4. According to Figure 4, there is regular dynamic response of the tower under wind speeds of 11m/s in the four loading states. Specifically, for the loading states of wind only, the regular dynamic response of the tower at point C exists only at wind speed 11m/s. For the loading of wind-wave and wind-current, the regular dynamic response of the tower under low current speeds and low wave periods respectively are depicted in Figures 4b and 5c, where the dynamic response of the tower becomes irregular gradually as soon as the current speed and the wave period increase. For the loading states of wind-wave-current, the regular dynamic response of the tower under the combination of low current speed and low wave period still occur, they however disappear as soon as current speed and wave period increase. For the loading states of wave only and current only, the dynamic responses of the tower were both irregular in the present experiment.
Figure 4 Displacement response of the tower model at point C under various loading states

For the wind-wave loading cases, wind loading was chosen at wind speeds of 7.5m/s, 11m/s, 20m/s and 25m/s and the wave maker produced wave loadings at the periods of 0.5s, 0.75s, 1s and 1.25s with wave heights 44mm, 32mm, 28mm and 22mm respectively. Figure 5 shows the standard deviation of the displacement of the tower model at various wind speeds under wind only, wave only and wind-wave at various periods of 0.5s, 0.75s, 1s and 1.25s. According to Figure 5a, the standard deviation of the displacement of the tower model declines when wind speed increases from 0m/s to 7.5m/s, and the standard deviations of the displacement of the tower model are less than that of tower model under wave only. Then the standard deviation of displacement of tower model rises with wind speed increasing being greater than that of the tower model under wave only. Therefore, it is concluded that wave loading dominates the structural responses of tower model at a low wind speed loading state, whilst wind loading controls the structural responses of tower model at a high wind speed. Figure 5b provides the standard deviation of the displacement of the tower model under various loading states at wind speeds 7.5m/s and 20m/s and at periods 0.5s, 0.75s, 1s and 1.25s. Thus, for the 7.5m/s wind loading case, wave significantly affects the dynamic responses, whilst for the 20m/s wind loading case, wind predominantly controls the dynamic response of the monopile with the wave period varying. For the loading case of wind-current, a similar tendency can be observed where current only affects the dynamic response of the tower at low wind speed, whilst wind controls the dynamic response of the tower in the case that wind speed increases.
a. STD displacement versus wind speed
b. STD displacement versus periods

Figure 5 Standard deviation of the model displacements under wind only, wave only and wind-wave

For the wind-wave-current loading state, wind loadings correspond to wind speeds of 7.5m/s, 11m/s and 20m/s, current loadings are set at current velocities of 0.3m/s, 0.5m/s and 0.8m/s, wave loadings are provided at wave periods of 0.5s, 0.75s and 1s. The wind field first runs at a stable state and then, current field is stabilized and at a final stage the wave field is made by using wave maker. Acceleration response of model under wind-wave-current and wave-current loading states at wind speed of 7.5m/s, 11m/s and 20m/s when current speed is 0.3m/s and wave period is 0.5s is depicted in Figure 6.

Figure 6 Accelerations of the tower model under wind-wave-current and wave-current loading states
It was found that the combination of wave and current action only affects the dynamic response of the model in a low and medium wind speed; for a strong wind speed, wind still controls the dynamic responses of the tower.

3.2 Wave and current

With reference to the loading states of wave and current, loading states including wave only, current only and wave-current were considered to study the effect of wave and current on the dynamic response of the model. In this loading case, the current speed was 0.3m/s, 0.5m/s, 0.8m/s and 1.1m/s respectively and wave periods were set at 0.5s, 0.75s, 1s and 1.25s.

![Figure 7 Probability characteristics of the displacements at point C under current speeds of 0.3m/s and 1.1m/s (wave period=0.5s) and wave periods of 0.5s and 1.25s (current speed=0.3m/s)](image)

The probability characteristics of the displacements at point C under current speeds of 0.3m/s and 1.1m/s and wave period of 0.5s and 1.25s appear at Figure 7. The frequency in these figures is the number of any displacement value of the tower under various loading states. For the loading case at current speed of 0.3m/s, the probability function of displacement of the model under wave-current ranges in a wider displacement amplitude than that of the tower model under current only (shown in Figure 7a), which means that the wave dominates the structural response of the tower at this low current speed.

For the loading case at current speed of 1.1m/s, displacement amplitudes under wave-current and current only increase whilst probability functions move closer in the sense that current field principally controls the dynamic response of the monopile at current speed of 1.1m/s. According to Figures 7c and 7d, the value of displacements of the tower under wave only can always surpass that of the tower model under current-wave with the wave period increasing from 0.5s to 1.25s, the two PDFs only move slightly each other which indicate that wave period increase could not affect very significantly the dynamic response of the tower model under wave-current loading state.

4 NUMERICAL SIMULATION

4.1 Loadings

In marine environment the offshore monopile wind turbine towers during the erection stage are subjected to wind, current and wave loadings.
4.1.1 Wind and current loading

Wind loading can be applied to the tower wall as pressure around the tower cross section. The wind flow created at the wind tunnel is a uniform wind field at different wind speeds and the wind pressure on the tower model is related to the wind speed based on the Bernoulli equation as follows:

$$P_w = 0.5 \rho_w v^2$$  \(1\)

where \(P_w\) is the wind pressure, \(\rho_w\) is the air density (1.25kg/m\(^3\)) and \(v_w\) is the wind speed.

According to EN 1991-1- 4 [3], the external wind pressure corresponds to different profiles with reference to the circular cylinder. Reynolds number are respectively given by the equation:

$$R_e=vD/\nu$$  \(2\)

where \(R_e\) is the Reynolds number, \(v\) is the fluid speed, \(D\) is the diameter of the tower and \(\nu\) is the kinematic viscosity of fluid.

With reference to the current loading, this is transferred into pressure according to the Bernoulli equation:

$$P_c = 0.5 \rho_w v^2$$  \(3\)

where \(P_c\) is the current pressure, \(\rho_w\) is the water density (1000kg/m\(^3\)) and \(v_c\) is the current speed.

4.2.2 Wave loading

For the wave loading, this is obtained by the Morrison’s equation as the offshore monopole is a slender cylindrical structure fixed in the seabed. According to Morrison’s equation [4],

$$dF = \rho \frac{\pi D^2}{4} \frac{dz}{2} C_M a + \frac{\rho_w}{2} C_D D dz |u| u$$  \(4\)

where wave moves along the x-direction as shown in Figure 2, \(a\) and \(u\) is the acceleration and the velocity of undisturbed wave in x-direction, respectively. \(C_M\) and \(C_D\) are respectively the mass and the drag coefficient for a smooth tubular section (respectively 2.0 and 1.2 in this experiment). For the situation of finite water depth, \(u\) and \(a\) can be obtained as the equations (5) and (6) [5]:

$$a = \omega^2 A \frac{\cosh(k(y+h))}{\sinh(k h)} \cos(\omega t - k x)$$  \(5\)

$$u = \omega A \frac{\cosh(k(y+h))}{\sinh(k h)} \sin (\omega t - k x)$$  \(6\)

$$\lambda = \frac{g}{2 \pi} T^2 \tanh \frac{2 \pi}{\lambda} h$$  \(7\)

where \(\omega=2\pi/T\), \(k=2\pi/\lambda\), \(T\) is the period of the wave, \(\lambda\) is the wave length, \(A\) is the amplitude of the wave, \(t\) is the time, \(x\) is the wave motion direction, \(y\) is the vertical coordinate and its positive direction is upwards from water level to the tower top, \(h\) is the water depth in the water tank equal to 1.6m in this experiment and \(g\) is the gravitational acceleration.

4.2 Validation of the numerical model

The wind turbine tower model was created by the finite element software ABAQUS using the S4R shell element [6]. The tower was considered as fixed at its bottom and manufactured by Q235 steel. Its density and elastic modulus were respectively 7.85g/cm\(^3\) and 206GPa and the Poisson’s rate is 0.3. Wind, current and wave loading profiles of the offshore wind turbine tower are shown in Figure 8. In this model, as wind and current loadings are applied as uniform velocity on the slender cylindrical tower structure for each loading state, according to the equations (1, 3), the wind loading can be simplified in accordance to the inventory data [3, 7] and the current loading can be simplified as shown in Figure 8. In the tests the wind speed
was kept in the range of 7.5m/s to 20m/s, therefore, the Reynolds number of wind field varies from \(0.5 \times 10^5\) to \(1.5 \times 10^5\) being less than \(2.0 \times 10^5\). The current speeds were varying from 0.3m/s to 2m/s in the Circulating Water Tank during the test. According to equation (2), the Reynolds numbers of current range from \(0.3 \times 10^5\) to \(2 \times 10^5\). Therefore, according to the inventory data [3, 4, 5], the distributions of wind and current load coefficients around the circumference can be divided into four parts. The angles of the wind pressure and current pressure around the circumference of the tower cross section were respectively decided to be \(60^\circ\), \(85^\circ\), \(130^\circ\) and \(85^\circ\) in this loading states as shown in Figure 8. The wind pressure had been simplified into uniform pressure along the tower height over the water level as wind field is applied as one constant velocity in a stepwise way whilst the current pressure was considered as uniform pressure along the tower height under the water level. For the wave loading, it had been considered as a periodic compressive loading applied on the half section of the tower wall under the water level as shown in Figure 8.

![Figure 8 Wind, current and wave loading profile of offshore wind turbine tower](image)

For the loading states of wind speed of 11m/s, current speed of 0.3m/s and wave periods of 0.5s and wave elevation of 44mm, the corresponding wind pressure, current pressure and wave force are calculated by the equations (1)-(7), and therefore, the displacement response at point C of the tower model under wind, current and wave loadings can be obtained from the numerical model. Figure 9 depicts the laboratory test and the numerical results with reference to the displacements at point C of the tower. It is noted that a good agreement between numerical and experimental results had been achieved.
5 CONCLUSIONS

In the present paper a Wind Tunnel and Circulating Water Channel was employed to study the dynamic response of offshore wind turbine tower during the erection stage in a marine environment. In this experiment, the loading states of wind-wave, wind-current, wave-current and wind-wave-current were applied to explore their effect on the dynamic response of the offshore tower model. To this end, the later with a geometrical scaling of 1:75 was manufactured and tested under wind, wave and current loadings. Three points A, B and C had been chosen to measure the velocity, displacement and acceleration respectively under the aforementioned selected loading cases. The numerical model of the monopile under wind, wave and current was validated by comparing its results with the experimental ones.

According to the laboratory test results, for the wave loading at low periods and current loading at low speeds, the dynamic response of the monopile under wind-wave, wind-current still occurs regularly, and the dynamic response of the tower is only slightly affected by the wave loading at high periods and current loading at high speeds under the wind speed of 11m/s. For the wind-wave-current loading case, the effect of combination of wave and current on the dynamic response of the tower is significant as displacements of the tower happen irregularly with the wave period and current speed increase. The loading states of wind-wave, wind-current, wind-wave-current and wind only control the dynamic response of the tower as soon as the wind speed increases. For the loading states of wave-current, the effect of the current loading is more significant than that of wave loading on the dynamic response of the tower. Therefore, current loading should not be ignored when the dynamic response of offshore towers in the marine environment is investigated.
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Abstract. During extreme tropical cyclones such as hurricanes and typhoons, although offshore wind turbines (OWTs) are parked and feathered to mitigate loads on the turbine blades, failures may happen to OWTs due to hurricane induced environmental loads or errors of the control systems. In this study, attempts are made to investigate the spatial distributed characteristics of hurricane induced response of OWTs considering the influence of the misalignment between local wind and wave. The dynamic responses of the jacket supported OWT are computed via implementing coupled aero-servo-hydro elastic analysis based on the hurricane-related wind and wave fields. Parametric models are adopted to simulate the spatial dependent turbulent wind fields and uni-directional irregular wave fields induced by hurricanes. Based on a series of coupled aero-servo-hydro elastic analyses, the spatial distributed characteristics of dynamic response such as tower-top and platform displacement, structural stress in tower and substructure and axial force on cross-section of the legs are investigated by comparing their maximum, mean and standard deviation values. In addition, focusing on the points where maximum responses occur, the time history curves of response are obtained and analyzed to illustrate their temporal characteristics.
1 INTRODUCTION

As a widely concerned renewable energy, offshore wind energy undoubtedly provides a solution to the environmental problems encountered in the process of energy utilization. However, the harvest of wind resource is companied with potential risks due to extreme tropical cyclones such as typhoons and hurricanes. In southeast coastal area of China where many offshore wind farms are located, there is a high risk that OWTs are exposed by tropical cyclones. From 2003 to 2008, a number of wind turbine failure cases during tropical cyclone activities were reported and attracted the attention of some scholars [1-3]. These failure events all happened to onshore wind turbines in the Asia-Pacific region and can be characterize as structural failure and blade failure. According to Li’s study [3], the cause of the failures during hurricane events are correlated with extreme wind speed, drastic change of wind direction, intense turbulence in the inflow wind and fail of control system. During hurricane events, extreme wind and waves are generated causing the bearing loads more complicated than that on onshore wind turbines, which may lead to failures of OWTs although there is no record of these events.

Based on the above considerations, environmental loads due to hurricanes should be considered in the design future turbines. One of the major problems in analyzing the characteristics of OWT response caused by hurricanes is modelling spatio-temporal correlated wind and wave fields. In the past few decades, some sophisticated numerical models such as WAVEWATCH III, UMC and SWAN [4-6] have been used to predict the wind and wave within hurricanes based on the physics of wave generation. However, due to the high computational cost and limited resolution, these numerical models are not appreciable for the dynamic analysis of OWTs. To this end, some parametric models were proposed to characterize hurricane generated wind and waves. For hurricane wind field model, Holland model [7] has been extensively used to characterize the hurricane radial profiles due to its simplicity and effectiveness. Some other parametric models for hurricane winds have been proposed taking into account the effect of surface friction and storm translation [8-11]. Attempts have also been made to provide parametric wave models generated by hurricanes [12-19]. The spatial distributed characteristic of significant wave height and local wave directions are investigated in these works.

Inspired by the failure cases of wind turbines reported before (although these failure events all happened to onshore wind turbines), the control system, turbine parking strategy and blade azimuthal configuration have vital influence on the aerodynamic load of a wind turbine. Kim and Manuel [5] investigated the hurricane induced loads on a monopole supported 5-MW OWT with considerations for nacelle yaw and blade pitch control and validated the most unfavorable yaw angle during hurricanes. For OWTs supported by substructures such as jackets and tripods, the structural bearing capacities are different when being loaded in different directions. Wei et al [20] investigated the bearing capacities of a jacket supported OWT in different directions. The lowest loading capacity at 45° is verified based on a static nonlinear pushover analysis of the jacket structure under wind and wave loads. Furthermore, attentions have been paid to hurricane risk assessment of OWTs and directional effects of environmental loads on OWTs [21-23].

In summary, the wind fields and wave fields induced by hurricanes are spatial distributed due to the characteristics of hurricane wind and physical mechanism of wave generation. Therefore both the amplitude and the direction of environmental loads vary with the spatial location. Despite the studies above, limited studies have been conducted on characteristics of hurricane induced dynamic response of jacket supported OWTs focusing on the spatial correlated wind and wave fields generated by hurricanes.
2 Modeling of wind and wave induced by hurricanes

The dynamic responses of OWTs depend on the environmental loading which is remarkably correlated with the wind fields and wave fields induced by hurricanes. However, due to the movement and intensity variation of storm, the hurricane induced wind fields and wave fields evolve over time. Therefore, the wind speed or the wave elevation at any specified point can be modeled as non-stationary processes. Despite the time-varying characteristics, the wind speed or the wave elevation can be characterized by stationary processes during a short interval (10 min) based on the slow-change characteristic of hurricane wind fields. Thus, parametric models are adopted to simulate the spatial dependent wind field and wave field during hurricanes.

2.1 Modeling of hurricane wind

The near-surface hurricane wind field, namely the mean wind speed at height of 10 m can be decomposed into an axisymmetric component of the storm vortex and an axially asymmetric component of the surface background wind [11]. The schematic for calculation of the near-surface hurricane wind at any specified point is shown in Figure 1. As is defined in Figure 1, storm track is assumed to be aligned with the horizontal axis and the storm center is fixed to the coordinate origin. \( r \) and \( \varphi \) are radial distance from storm center to observation point \( P \) and azimuth of vector \( OP \) which is defined counter-clockwise from the horizontal axis. The coordinate of the observation point \( P \) is \((X_p, Y_p)\), where \( Y_p \) represents the offset distance of point \( P \) from the storm track; \( X_p \) represents the horizontal distance of point \( P \) from the storm center \( O \). The near-surface hurricane wind speed equals the vector sum of the component of the storm vortex and the component of the surface background wind. Meanwhile, a deceleration effect and a rotational effect are caused by the surface friction therefore the gradient wind and background wind should be modified by reduction factor (\( \alpha_r \) and \( \alpha_i \)) and rotation angle (\( \alpha \) and \( \beta \)).

\[
\vec{U} = \alpha_r \vec{V}_r + \alpha_i \vec{V}_i
\]

Where \( \vec{U} \) is the mean wind speed at height of 10 m; \( \alpha_r \) and \( \alpha_i \) are surface wind reduction factor (SWRF) of gradient wind speed \( \vec{V}_r \) and background wind speed \( \vec{V}_i \).

In the present study, the gradient wind and the background wind are converted to the surface level with SWRF \( \alpha_r = 0.8 \) and \( \alpha_i = 0.5 \). The rotation angle of background wind \( \beta = 20^\circ \) while the rotation angle of gradient wind \( \alpha \) is given by the National Weather Service’s expression [8]

\[
\alpha = \begin{cases} 
10^\circ \left(1 + r/R_m\right), & 0 \leq r < R_m \\
20^\circ + 25^\circ \left(r/R_m - 1\right), & R_m \leq r < 1.2R_m \\
25^\circ, & r \geq 1.2R_m 
\end{cases}
\]

Where \( R_m \) is radius to maximum wind.

The value of the axisymmetric component of the storm vortex can be calculated based on the Holland model [7].
\[ V_r(r) = \left( \frac{R_m}{r} \right)^\beta \frac{100B\Delta P \exp \left[ -\frac{\left( \frac{R_m}{r} \right) \beta}{\rho} \right] + \frac{r^2 f_c^2}{4} }{\frac{f_c r}{2} } \right)^{0.5} \] (3)

Where \( \rho \) is air density; \( f_c = 2\Omega \sin \Phi \) is the Coriolis parameter, in which \( \Omega = 7.292 \times 10^{-5} \) and \( \Phi \) is lattice; \( \Delta P \) is central pressure deficit; \( B \) is the Holland parameter which is determined as

\[ B = \frac{V_m^2 e \rho + fV_m R_m e \rho}{100\Delta P} \] (4)

Where \( e \) is base of natural logarithms; \( V_m \) is maximum mean wind speed.

![Figure 1: Schematic for calculation of the near-surface hurricane wind at any specified point](image1)

![Figure 2: Contour of hurricane wind field at height of 10 m](image2)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude</td>
<td>30.8 deg</td>
</tr>
<tr>
<td>Storm central pressure deficit</td>
<td>52 mb</td>
</tr>
<tr>
<td>Radius to maximum winds</td>
<td>74 km</td>
</tr>
<tr>
<td>Forward movement speed</td>
<td>4.5 m/s</td>
</tr>
<tr>
<td>Air density</td>
<td>1.15 kg/m³</td>
</tr>
</tbody>
</table>

Table 1: Parameters of a measured hurricane

Using the hurricane wind model mentioned above, the spatial distribution of mean wind speed at height of 10 m can be simulated according to the parameters of a measured hurricane listed in Table 1. The contour of hurricane wind field at height of 10 m is shown in Figure 2.
As is shown in Figure 2, due to the background wind, a peak occurs at the point where $r = R_m$ and $\varphi = 270^\circ$.

### 2.2 Modeling of hurricane wave

In early studies, wind generated seas are characterized by wave spectra based on measured data which are related with the steady wind speed over the sea [24, 25]. However, during meteorological forcing events such as tropical clones, hurricanes and typhoons, destructive waves are generated by time-varying wind fields correlated with the vortex structure. To this end, the concept of an extended fetch was proposed by Young [12-14] to reflect the relationship between significant wave height, maximum wind velocity in the storm and velocity of the forward movement of the storm. More recently, fetch- or duration-limited wave growth functions [16-19] have been proposed according to the datasets from the National Aeronautics and Space Administration (NASA) and National Oceanic and Atmospheric Administration (NOAA) combined hurricane hunter missions during Bonnie 1998 [15, 26] and Ivan 2004 [27]. The fetch-limited wave growth function can be expressed as:

$$
\begin{align*}
H_s &= 8.10 \times 10^{-4} U_{10}^{1.19} x_\eta^{0.405} \\
T_p &= 9.28 \times 10^{-2} U_{10}^{0.526} x_\omega^{0.237}
\end{align*}
$$

Where $H_s$ is significant wave height; $T_p$ is spectral peak wave period; $U_{10}$ is mean wind speed at height of 10 m; $x_\eta$ and $x_\omega$ are effective fetch corresponding to $H_s$ and $T_p$ respectively.

![Figure 3: Schematic of azimuthal dependent wave direction](image3.png)

![Figure 4: Contour of significant wave height](image4.png)

In this model, the variables $x_\eta$ and $x_\omega$ in fetch-limited wave growth function as well as the angle between wave direction and tangential direction $\varphi_\omega$ are azimuthal dependent as is shown in Figure 3. In Figure 3, the storm track is assumed to be aligned with the horizontal axis and the storm center is fixed to the coordinate origin. The detailed method to determine these variables can be found in Hwang’s studies [18, 19]. In present study, Hwang’s model was adopted to simulate hurricane wave field according to the hurricane wind field presented...
in Section 2.1. The spatial distributed significant wave height, spectral peak wave period and directions of wind and waves are shown in Figures 4-6.

![Contour of spectral peak wave period](image1)

![Azimuthal dependent wind and wave directions](image2)

**Figure 5: Contour of spectral peak wave period**

**Figure 6: Azimuthal dependent wind and wave directions**

### 3 NUMERICAL SIMULATION

#### 3.1 Modeling of OC4-jacket OWT

In this study, a jacket design, namely OC4-jacket is considered to support the NREL 5-MW baseline turbine [28, 29]. The main dimensions and properties of OC4-jacket and NREL 5-MW baseline turbine are listed in Table 2. The schematic of the OC4-jacket support structure is shown in Figure 7. As shown in Figure 7, the supporting structural system of OC4-jacket is designed to be deployed in the site with 50-m water depth with the rotor-nacelle assembly (RNA) being mounted 90 m above mean sea level (MSL). In order to realize the rigid connection between tower and substructure, a rigid platform is employed. Moreover, the effect of nonlinear soil-pile interaction is neglected, in other words, the 4 legs of the jacket are assumed clamped at the seabed.

To simulate the parked wind turbine during hurricanes, the turbine blades were pitched to 90 and the RNA was yawed to be aligned with the local wind direction (shown in Figure 8). As a compromise of save computing cost, the wind turbine was assumed to be located within the range of $0.5R_m \sim 3.0R_m$ from the storm center.
Figure 7: Schematic of an OC4-jacket OWT

Figure 8: Schematic of nacelle yaw angle

<table>
<thead>
<tr>
<th>Properties</th>
<th>values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>5 MW</td>
</tr>
<tr>
<td>Cut in wind speed, rated wind speed, cut out wind speed</td>
<td>3 m/s, 11.3 m/s, 25 m/s</td>
</tr>
<tr>
<td>Rotor diameter, hub diameter</td>
<td>126 m, 3 m</td>
</tr>
<tr>
<td>Hub height above MSL</td>
<td>90 m</td>
</tr>
<tr>
<td>Deck height above MSL</td>
<td>16 m</td>
</tr>
<tr>
<td>Tower length</td>
<td>68 m</td>
</tr>
<tr>
<td>Transition-piece length</td>
<td>4 m</td>
</tr>
<tr>
<td>Tower-base outer diameter</td>
<td>6 m</td>
</tr>
<tr>
<td>Tower-base thickness</td>
<td>0.032 m</td>
</tr>
<tr>
<td>Tower-top outer diameter</td>
<td>4 m</td>
</tr>
<tr>
<td>Tower-top thickness</td>
<td>0.03 m</td>
</tr>
<tr>
<td>RNA mass</td>
<td>350000 kg</td>
</tr>
<tr>
<td>Jacket mass</td>
<td>581256 kg</td>
</tr>
<tr>
<td>Transition piece mass</td>
<td>666000 kg</td>
</tr>
<tr>
<td>Tower mass</td>
<td>229812 kg</td>
</tr>
<tr>
<td>Structural damping ratio</td>
<td>1%</td>
</tr>
</tbody>
</table>

Table 2: Main properties of OC4-jacket and NREL 5-MW baseline turbine
3.2 Environmental loads

The inflow wind can cause aerodynamic load on OWTs including drag and lift force on blades and drag force on towers. With the hurricane wind field determined in Section 2.1, the Frøya wind profile and spectral model [30] were adopted to calculate the time series of inflow wind speed at different locations. The Frøya wind profile is expressed as

\[
\bar{U}(z) = U_{ref} \left( 1 + 0.0573 \sqrt{1 + \frac{U_{ref}}{H_{ref}}} \right) \ln \left( \frac{z}{H_{ref}} \right)
\]

(6)

Where \( \bar{U}(z) \) is mean wind speed at height \( z \); \( U_{ref} \) is the 1-hour mean wind speed at \( H_{ref} \), \( H_{ref} = 10 \text{m} \).

The Frøya spectral model was developed for neutral conditions over water in the Norwegian Sea. It can be expressed as

\[
S_u(f) = \frac{320 \left( \frac{U_{ref}}{10} \right)^2 \left( \frac{z}{10} \right)^{0.45}}{\left( 1 + \tilde{f}^n \right)^{\frac{5}{3n}}}
\]

(7)

Where \( n = 0.468 \) and

\[
\tilde{f} = 172 f \left( \frac{z}{10} \right)^{2/3} \left( \frac{U_{ref}}{10} \right)^{-0.75}
\]

(8)

In practice, blade element momentum (BEM) theory is one of most commonly used methods for calculating aerodynamic load on wind turbine blades. According to this method, two-dimensional airfoil tables of lift and drag coefficient are included as a function of the angle of attack, thus a set of equations can be iteratively solved for the induced velocities on each blade element. For parked turbines, the rotor wake/induction effects can be ignored. Thus, the aerodynamic load on blades and tower can be directly calculated based on the tables of lift and drag coefficient and instantaneous inflow wind speed.

The hydrodynamic load on OWTs is related to local wave kinematics. The linear Airy wave theory [31] is used to predict the kinematics of two-dimensional waves of small height in deep water. In order to reflect the stochasticity of sea states, irregular waves can be modelled as the linear superposition of sinusoidal wave components. Thus, the distribution of wave energy at different frequencies is characterized by specifying a wave spectrum. For a developing sea, the JONSWAP (the Joint North Sea Wave Project) spectrum was proposed and adopted by IEC standard [25, 32]. The IEC JONSWAP spectrum is expressed as

\[
S_{JON}(f) = 0.3125 H_s^2 T_p \left( \frac{f}{f_p} \right)^{-5} \exp \left[ -1.25 \left( \frac{f}{f_p} \right)^{-4} \right] \left( 1 - 0.287 \ln \gamma \right)^\gamma
\]

(9)

Where \( S_{JON}(f) \) is IEC JONSWAP spectrum; \( f_p \) is spectral peak wave frequency, \( f_p = 1/T_p \); \( \sigma = 0.07 \) for \( f \leq f_p \), \( \sigma = 0.09 \) for \( f > f_p \); \( \gamma \) is peak-shape parameter:
\[
\begin{align*}
\gamma & = \left\{ \begin{array}{ll}
5 - \frac{T_p}{\sqrt{H_s}} \leq 3.6 \\
\exp\left(5.75 - 1.15 \frac{T_p}{\sqrt{H_s}}\right), & 3.6 < \frac{T_p}{\sqrt{H_s}} \leq 5 \\
1, & \frac{T_p}{\sqrt{H_s}} > 5 
\end{array} \right.
\end{align*}
\] (10)

Based on the wave kinematics determined by JONSWAP spectrum as a function of significant wave height \( H_s \) and spectral peak wave period \( T_p \), the wave force on slender members can be calculated by Morison’s equation [33]

\[
f_H = f_D + f_I = \frac{1}{2} C_D \rho_w D \left( u_s - \dot{x} \right) \left| u_s - \dot{x} \right| + C_M \rho_w \frac{\pi D^2}{4} \frac{du_s}{dt} - \left( C_M - 1 \right) \rho_w \frac{\pi D^2}{4} \ddot{x}
\] (11)

Where \( f_H \) is hydrodynamic force of a small size cylinder per unit length; \( f_I \) and \( f_D \) are the inertia force and drag force per unit length; \( C_M \) and \( C_D \) are the inertia coefficient and drag coefficient; \( u_s \) is the horizontal velocity component of water particle; \( \rho_w \) is water density; \( D \) is the diameter of cylinder; \( du_s/dt \) is the horizontal acceleration component of water particle; \( \dot{x} \) and \( \ddot{x} \) are the horizontal velocity component and horizontal acceleration component of the cylinder.

### 3.3 Dynamic analysis

The structural response of OWTs subjected to simultaneous wind and wave is nonlinear and influenced by the interaction of aerodynamic, hydrodynamic, structural, operational, and geotechnical effects. The open-source software for turbine dynamic simulation, FAST [34], developed at National Renewable Energy Laboratory (NREL) are used in calculating the structural response of OWTs subjected to simultaneous wind and wave, where aerodynamic load and hydrodynamic load are obtained as described in previous steps. In this case, six 700s simulations were conducted assuming that the OWT is located in different positions within the range of \( 0.5R_m \sim 3.0R_m \) from the storm center with the first 100 s of dynamic responses removed.

Through numerical calculation, the maximum, mean, and standard deviation values of dynamic responses in key components were extracted. To reveal spatial distributed characteristics of dynamic response, the contour of maximum dynamic responses with respect to normalized spatial coordinates \( X/R_m \) and \( Y/R_m \) were obtained and analyzed.

Assuming that the storm intensity and the forward movement speed of the storm remains constant, the spatial distributed hurricane wind and wave field can be converted to time varying hurricane wind and wave field. As the storm track is aligned with the horizontal axis and the storm center is fixed to the coordinate origin, the observation point \( P \) moves in the negative direction of the horizontal axis with an offset distance \( Y_p \). Thus, the time series of mean wind speed, significant wave height and maximum value of dynamic response can be obtained by extracting points from contours of dynamic response on line \( Y = Y_{p\text{max}} \). It should be noticed that \( Y_{p\text{max}} \) is offset distance of the point where maximum response occurs (Fig 9 (a)).
4 RESULTS AND ANALYSIS

4.1 Tower-top and platform displacement

Figure 9 shows contours of maximum, mean and standard deviation value of tower-top displacement and platform displacement. In Figs 9 (a-f), $d_{T_{\text{max}}}$, $d_{T_{\text{mean}}}$, $d_{T_{\text{STD}}}$, $d_{P_{\text{max}}}$, $d_{P_{\text{mean}}}$ and $d_{P_{\text{STD}}}$ stand for maximum tower-top displacement, mean tower-top displacement, standard deviation of tower-top displacement, maximum platform displacement, mean platform displacement and standard deviation of platform displacement respectively. As is shown in Figure 9 (c-d), being the reflection of hurricane wind field, $d_{T_{\text{mean}}}$ and $d_{P_{\text{mean}}}$ have almost the same characteristic in spatial distribution. In addition, $d_{T_{\text{max}}}$, $d_{T_{\text{STD}}}$, $d_{P_{\text{max}}}$, and $d_{P_{\text{STD}}}$ have similar characteristic in spatial distribution: the maximum value locates at the same point where $r = R_m$ and $\varphi = 255^\circ$. The point of maximum displacement has an offset distance $Y_{p_{\text{max}}} = -71.48$. This is mainly because aerodynamic load has dominant effect on tower-top displacement and platform displacement. Apart from the mean response determined by mean wind load, the azimuth of the maximum response is affected by dynamic response which is related to dynamic loads and structural resistance.

The time history of normalized mean wind speed $U_{10}$, significant wave height $H_s$ and maximum displacement $d_{\text{max}}$ at the point of maximum displacement are shown in Figure 10. From Figure 10, the maximum displacement occurs near the eyewall after the wind speed reaches the peak value. In addition, similar to the time history curve of mean wind speed, the time history curve of maximum displacement shows unimodal characteristic. However, even if the aerodynamic load has dominant effect on tower-top displacement and platform displacement, the time history curve of maximum displacement is asymmetric while the time history curve of mean wind speed is of high symmetry due to the low forward movement speed of the storm. This phenomenon is correlated with non-axisymmetry of supporting substructure and temporal correlated wind-wave misalignment angle.
Figure 9: Contours of maximum, mean and standard deviation value of tower-top displacement and platform displacement.
4.2 Stress in tower and substructure

Contours of maximum normal stress and maximum shear stress in tower and substructure are shown in Figure 11 (a-d). In Figure 11 (a-d), $\sigma_{NT \text{ max}}$, $\sigma_{NJ \text{ max}}$, $\sigma_{ST \text{ max}}$ and $\sigma_{SJ \text{ max}}$ stand for maximum tower normal stress, maximum normal stress in substructure, maximum tower shear stress, maximum shear stress in substructure respectively. From Figure 11 (a-d), the distribution characteristic of $\sigma_{NT \text{ max}}$ and $\sigma_{ST \text{ max}}$ are similar to those of $d_{T \text{ max}}$. However, $\sigma_{NJ \text{ max}}$ and $\sigma_{SJ \text{ max}}$ show different characteristic in spatial distribution. The maximum value of $\sigma_{NJ \text{ max}}$ and $\sigma_{SJ \text{ max}}$ can be found at the point where $r = R_m$ and $\varphi = 285^\circ$. This point is almost coincident with the point where maximum significant wave height occurs. Meanwhile, another peak of $\sigma_{NJ \text{ max}}$ and $\sigma_{SJ \text{ max}}$ locates near the point where maximum value of $d_{T \text{ max}}$ occurs. Therefore, conclusion can be made that the maximum values of $\sigma_{NJ \text{ max}}$ and $\sigma_{SJ \text{ max}}$ should be attributed to hydrodynamic load while the maximum values of $\sigma_{NT \text{ max}}$ and $\sigma_{ST \text{ max}}$ should be attributed to aerodynamic load.
According to the same method above, we can obtain the time history curves of normalized maximum normal stress $\sigma_{N_{\text{max}}}$ and normalized maximum shear stress $\sigma_{S_{\text{max}}}$ at the points where maximum values occur (shown in Figures 12-13). It should be noted that the maximum normal stress and maximum shear stress do not locate at the same point. Thus, the time history curves of normalized mean wind speed $U_{10}$ and significant wave height $H_s$ at corresponding points are shown in Figures 12-13. As Figures 12-13 show, the time history curves of normalized maximum normal stress $\sigma_{N_{\text{max}}}$ and normalized maximum shear stress $\sigma_{S_{\text{max}}}$ are bimodal with the maximum values occur before the arrival of minimum distance to storm center. With the intensity of hydrodynamic loads at their maximum values, the points of maximum response coincide with the points of maximum significant wave height.

Figure 11: Contours of maximum normal stress and maximum shear stress in tower and substructure

Figure 12: Time history of normalized mean wind speed, significant wave height and maximum normal stress
4.3 Uplift and downward axial force on legs

A part from the failure induced by excessive displacement and structural stress, the ultimate limit state of an OWT can also be determined by foundation uplift and yielding of underlying soil. Therefore, the contours of maximum uplift axial force $N_{U\text{max}}$ and downward axial force $N_{D\text{max}}$ on legs were checked (shown in Figure 14). From Figure 14 (a-b), the distribution characteristic of $N_{U\text{max}}$ and $N_{D\text{max}}$ are same as those of $\sigma_{U\text{max}}$ and $\sigma_{D\text{max}}$ except that the maximum values of $N_{U\text{max}}$ and $N_{D\text{max}}$ locate at the same point.

![Figure 13: Time history of normalized mean wind speed, significant wave height and maximum shear stress](image)

Figure 13: Time history of normalized mean wind speed, significant wave height and maximum shear stress

![Figure 14: Contours of maximum uplift axial force and downward axial force on legs](image)

(a) $N_{U\text{max}}$  
(b) $N_{D\text{max}}$

Figure 14: Contours of maximum uplift axial force and downward axial force on legs

The time history of normalized maximum uplift axial force $N_{U\text{max}}$ and downward axial force $N_{D\text{max}}$ at the points where maximum values occur are shown in Figure 15. From Figure 15, the time history of normalized maximum uplift axial force $N_{U\text{max}}$ and downward axial force $N_{D\text{max}}$ are bimodal in shape with the maximum values occur before the arrival of mini-
mum distance to storm center. Except for the specific value, the time history curve of $N_{U_{\text{max}}}$ shows the same trend as that of $N_{U_{\text{max}}}$.

![Time history of normalized mean wind speed, significant wave height, maximum uplift axial force and maximum downward axial force](image)

**Figure 15:** Time history of normalized mean wind speed, significant wave height, maximum uplift axial force and maximum downward axial force

## 5 CONCLUSIONS

In this paper, a series of coupled aero-servo-hydro elastic analyses have been conducted to investigate the spatial distributed characteristics of hurricane induced response of OWTs, by checking the tower-top and tower base displacement, normal stress and shear stress in tower and substructure, uplift and downward axial force of legs, etc. From this study, the following conclusions can be drawn:

1. As tower-top and platform displacement are dominated by aerodynamic load, the spatial distribution and time history curve of maximum displacement show similar characteristics as mean wind speed. The maximum displacement occurs near the eyewall where the time history curve of maximum displacement shows unimodal characteristic. Moreover, time history curve shows that the maximum displacement occurs before the arrival of minimum distance to storm center.

2. For structural stress, the spatial distributions of maximum normal stress and shear stress in tower show different characteristics from those in substructure. The spatial distributions of maximum normal stress and shear stress in tower are similar to those of maximum tower-top displacement while the maximum normal stress and shear stress in substructure can be found at the point near the point of maximum significant wave height. Besides, even if the time history curves of mean wind speed and significant wave height are unimodal in shape, the time history curves of normalized maximum normal stress and normalized maximum shear stress are bimodal with the maximum values occur before the arrival of minimum distance to storm center.

3. Being dominantly affected by hydrodynamic load, the spatial distributions of maximum uplift axial force and downward axial force share the same characteristic with those of maximum normal stress and shear stress in substructure. In addition, the time history curves of normalized maximum uplift axial force and downward axial force are bimodal in shape with the maximum values occur before the arrival of minimum distance to storm center.
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Abstract. The problem of flow-induced stability of wind turbine blades has been recognized by the literature for quite some time. Traditionally, the issue of flutter for a standard-size wind turbine blade has been avoided either because the rotor’s operational angular speeds are low, or the blades are appropriately parked during high-wind events. Nevertheless, it has been recently shown that critical flutter rotor speed can still be an issue during operational stages for very long blades, such as the ones typical of off-shore wind turbines [1]. In these cases, the flutter probability, influenced by various sources of uncertainty, can be non-negligible from the point of view of structural reliability. Consequently, it is of interest to examine the non-deterministic flutter problem along with the prediction of the flutter probability.

In contrast with previous work on the estimation of flutter probability of wind turbine blades, this study proposes a new, theoretically-based and numerically-implemented model to identify the conditions for stochastic stability of wind turbine blades. The model is based on implementation of stochastic calculus methods. Dynamic stability in a non-deterministic context depends on a specific definition. In the context of long-span bridge aerodynamics this problem has been examined in the recent past through implementation of the theory of (largest) Moment Lyapunov Exponent for dynamical systems, which may be used to test the statistical moment stability. The same approach is utilized in this paper to formulate and solve a suitable reduced-order model of the blade dynamics. The model is inspired by an analogous model used for rotorcraft stability under inflow turbulence perturbations [2, 3]. Soil-structure interaction and its effects on the stability of the blades, for example simulated through imperfect boundary conditions at the root, are not addressed in the manuscript but may be included in future formulations.

Description of the model will be presented, followed by results and discussion. Numerical results analyze the flutter of the reference NREL (National Renewable Research Laboratory) 5-MW wind turbine blade.
1 INTRODUCTION

Flow-induced stability of wind turbine blades has been examined by researchers for several years [4-6]. The issue of flutter for a standard-size wind turbine blade has been avoided either because the rotor’s operational angular speeds are low, or the blades are appropriately parked when high wind speeds are observed. This author has recently demonstrated that critical flutter rotor speed can still be an issue during operational stages for very long blades, such as the ones employed for last-generation off-shore wind turbines [1]. In fact, flutter probability, influenced by various sources of uncertainty, can be of the order of $10^{-4}$ to $10^{-3}$, a non-negligible value from the point of view of structural reliability. Consequently, it is of interest to examine the non-deterministic flutter problem along with prediction of flutter probability.

Contrary to ongoing work on the estimation of flutter probability of wind turbine blades [7, 8], this paper examines a new model to identify the conditions for stochastic stability of the rotor blades. The model is based on implementation of stochastic calculus methods [9] and stochastic dynamic stability, which depends on its definition (e.g. almost-sure stability, etc. [10, 11]). In the context of long-span bridge aerodynamics this problem has been examined [12] through implementation of the theory of (largest) Moment Lyapunov Exponent (MLE) for dynamical systems, which may be employed to study statistical moment stability [10]. The same approach is utilized in this paper to formulate and solve a surrogate, reduced-order model that mimics the blade dynamics. The model is derived from an analogous model used for rotorcraft stability under inflow turbulence perturbations [2, 3]. A short description of the model is presented in the next section, followed by preliminary results and brief discussion.

The issue of soil-structure interaction and its effects on the stability of the blades, for example simulated through imperfect boundary conditions at the root, is not addressed in the manuscript. For example, an indicative study that considers soil-structure interaction effects on the reduction of offshore wind turbine stochastic response due to a series of flaps installed on the rotor blades is discussed, for example, by Thakur et al. [13]. Formulation of this effect is not included herein and will possibly be considered in future studies.

2 THEORETICAL BACKGROUND

Figure 1 illustrates a schematic of a wind turbine blade of length $R$, i.e. its radius measured from the rotor plane center, rotating at an angular speed $\Omega$ (rad/s). Inflow conditions are also displayed. The generic cross section of the blade is located at a distance $x$ from the rotor center. The figure also explains two main differences compared to standard aeroelastic theory of translating airfoil wings [14]: the reference inflow speed is not constant but linearly varies along the axis $x$; the reference chord length of each section of the blade also varies depending on the cross-section’s geometry. Consequently, standard flutter theory cannot be used.

![Figure 1: Schematic of rotating wind turbine blade with indication of relative inflow velocity $U(x)$ with $0 \leq x \leq R$.](image-url)
Equations of motion are based on a continuous formulation of loads and response along blade’s longitudinal axis x. The model exploits the model by Hodges and Dowell [15] and previous results [1]. The reference inflow velocity \( U(x) \) is defined under the condition of “still-air” wind, i.e. blades rotate at no wind speed, and zero initial twist. This hypothesis is acceptable since inflow velocity is mainly controlled by blade rotation and attached flow conditions are needed to ensure that standard aeroelastic formulation can be applied.

The dynamic response of the blade is represented by modal superposition of the flap-wise, bending deflections \( h \) and torsional angles \( \alpha \), rewritten in terms of dimensionless time \( \tau = t \omega_0 / c_0 \) (with \( \omega_0 \) a reference frequency) and span-wise coordinate \( \eta = x/R \) as:

\[
h(\eta, \tau) = \sum_q \xi_q(\tau) c^0 \hat{h}_q(\eta) \approx \xi_q(\tau) c^0 \hat{h}_q(\eta)
\]

\[
\alpha(\eta, \tau) = \sum_q \xi_q(\tau) c^0 \hat{\alpha}_q(\eta) \approx \xi_q(\tau) c^0 \hat{\alpha}_q(\eta)
\]

In the previous equation modal superposition is employed, with \( c_0 \) a reference chord length of the blade and \( \hat{h}_q(\eta) \), \( \hat{\alpha}_q(\eta) \) dimensionless mode shape functions of generic mode \( q \). If flutter analysis is restricted (truncated) to the combination of a reference flap-wise mode (bending only, \( j \)th mode with natural angular frequency \( \omega_0j \)) and torsional mode (torsional only, \( k \)th mode with angular frequency \( \omega_0k \)), the two-mode reduced order model equations of the blade rotating at angular rotor speed \( \Omega \) are, in dimensionless form:

\[
\dot{\xi}_j(\tau) + 2\zeta_j \dot{\xi}_j(\tau) + \ddot{\xi}_j(\tau) + \epsilon_j \chi^2 \ddot{\xi}_j(\tau) = Q_j(\tau)\left(\frac{\omega_0j^2}{\omega_0j^2 I_j}\right)
\]

\[
\dot{\xi}_k(\tau) + 2\zeta_k \Delta \omega \dot{\xi}_k(\tau) + (\Delta \omega)^2 \ddot{\xi}_k(\tau) + \epsilon_k \chi^2 \ddot{\xi}_k(\tau) = Q_k(\tau)\left(\frac{\omega_0j^2}{\omega_0j^2 I_k}\right)
\]

In the previous equations the flap-wise mode \( j \) is taken as the reference and the flutter frequency ratio is defined as \( \chi = \Omega / \omega_0j \), whereas the modal frequency ratio is \( \Delta = \omega_0k / \omega_0j \). The derivation with respect to dimensionless time \( \tau = t \omega_0 / c_0 \) is designated by the prime symbol; the terms \( \epsilon_j \) and \( \epsilon_k \) indirectly measure the effects of the centrifugal forces on the rotating blade. The generalized forces \( Q_j \) and \( Q_k \) are computed according to unsteady aeroelastic airfoil theory via indicial functions [16], i.e. the Wagner function describing the (C) circulatory flow effects [17], and accounting for (NC) non-circulatory effects [18, 19]. It is interesting to note that using the standard dimensionless time \( s = U t / c \) (with \( U \) tangential inflow speed and \( c \) chord length, Fig. 1) is unsuitable for the purposes of derivation of a closed-form equation, since this quantity varies with \( x \) and depends on each specific blade cross section. Furthermore, since the relative tangential speed \( U \) varies along \( x \), the convolution integral needed by the unsteady aeroelastic force formulation cannot be resolved in closed form. Therefore, the exponential term of the indicial function in the R.T. Jones’ formula [17] below:

\[
\Phi(s) = 1 - \sum_{r=1,2} c_r \left\{ e^{-d_r s} \right\}
\]

with \( c_r \) and \( d_r \) being suitable constants and \( s \) dimensionless time, must be represented by Taylor series to enable model derivation. The order of the Taylor series expansion of \( \Phi(s) \) is \( N \). After suitable manipulation, the generalized force of the reference flap-wise mode \( j \) is:

\[
Q_j(\tau) \left(\frac{\omega_0j^2 I_j}{\omega_0j^2 I_j}\right) = \Gamma^c j C^c \left\{ \Phi_0 \frac{G_{h,j}^{(1)} \varphi_j}{c_0} + \sum_{n=0}^{N} \frac{G_{h,j}^{(n)}}{n!} \left[ \frac{2 R X}{c_0} c_1 d_1^{n+1} + c_2 d_2^{n+1} \right] \beta_{\alpha, j}^{(n)} + G_{h,j}^{(1)} \varphi_j \right\} + \Gamma^{NC} \left\{ \sum_{j=1}^{N} \frac{G_{h,j}^{(n)}}{n!} \left[ \frac{2 R X}{c_0} c_1 d_1^{n+1} + c_2 d_2^{n+1} \right] \beta_{\alpha, j}^{(n)} \right\}
\]

(6)
In the previous equation the first set of braces is related to the C terms of the lift force whereas the second one to the NC, “added mass” effect. The quantity $C_l^C$ is the derivative of the lift coefficient with respect to angle of attack (assumed as a constant along the blade), $I_l^{NC}$ and $I_l^{NC}$ are dimensionless modal inertias, $G_{h_0}$ and $\tilde{G}_{h_0}$ are “modal integral” terms. Finally, $\tilde{\mu}_{n_i,j}$ and $\tilde{\nu}_{n_i,j}$ are “partial” aeroelastic states. A similar expression can be derived to describe the generalized force of the mode $k$; it is not shown for the sake of conciseness.

Following previous work [12], propagation of aeroelastic load uncertainty that accounts for wind tunnel errors and modeling simplifications, is enforced by perturbing the term $d_\tau$ (with $r=2$) of $\Phi(\tau)$ as $d_2 = d_{2m} + \delta_2$ with $d_{2m}$ being its mean value and $\delta_2$ a zero-mean random error parameter. The previous equations can be re-cast into a stochastic differential system, Itô-type, depending on a dimensionless scalar Wiener process $B(\tau)$ [9]. This vector equation includes the effect of random error $\delta_2$ by state augmentation, as follows:

$$d\mathbf{Z}(\tau) = \mathbf{a}_{NL}(\mathbf{Z}(\tau))d\tau + \sqrt{2}\mathbf{d}_\tau d\tau$$

In the previous equation, the drift function $\mathbf{a}_{NL}$ is nonlinear because of $\delta_2$ whereas the diffusion vector $\mathbf{d}_\tau$ is zero since the forcing function is aeroelastic, i.e. turbulence effects are neglected in this first implementation. The previous equation is solved numerically through Euler-Monte Carlo algorithm, i.e. through sampling [12]. The $\rho$th order MLE is approximated, with time $\tau$ sufficiently large, as:

$$\Lambda_\rho(p) = \lim_{\tau \to \infty} \log \left( E \left[ \left| \mathbf{E}(\tau) \right|^\rho \right] \right) / \tau \approx \log \left( E \left[ \left| \mathbf{E}(\tau) \right|^\rho \right] \right) / \tau$$

and with $\mathbf{E} = [\xi_j, \zeta_j, d\xi_j/d\tau, d\zeta_j/d\tau]^T$.

3 EXAMINATION OF TAYLOR SERIES REPRESENTATION OF AIRFOIL INDICIAL FUNCTION

The derivation of the surrogate model requires the representation of the circulatory aeroelastic load, i.e. indicial function [Eq. (5)] by Taylor series expansion. A parametric study is carried out to examine the influence of the expansion order $N$ on the accuracy of the representation. Apart from Eq. (5) (R.T. Jones’ formula [17]) the use of the rational function below, as a first approximation to Eq. (5), has also been considered [16]:

$$\Phi(s) \approx \Phi_{rt}(s) = \frac{s^2 + 2}{s + 4}$$

The generalized aeroelastic force [Eq. (6)] in the proposed formulation strictly depends on the first derivative of $\Phi$ (or $\Phi_{rt}$) with respect to dimensionless time $s$. The derivatives of Eqs. (5) and (9), using the Taylor expansion truncated at order $N$, respectively become

$$\frac{d\Phi}{ds} = \sum_{i=1,2} c_i d_i \left( e^{-d_i s} \right) \approx \sum_{i=1,2} c_i d_i \left( \sum_{n=0}^{\infty} \frac{(-s)^n (d_i)^n}{n!} \right),$$

$$\frac{d\Phi_{rt}}{ds} = \frac{2}{(s + 4)^2} \approx 2 \left( \sum_{n=0}^{\infty} \frac{(-1)^n (n+1) 4^{-n+2} s^n}{n!} \right)$$

Eq. (11) is obtained by suitable expansion of the expression $(s+4)^{2} = s^2$.

Figure 2 presents the results of this parametric study. In Figure 2a, the two expressions of the indicial functions, Eq. (5) and Eq. (9), are depicted; the main difference is related to the
range of dimensionless time larger than 4. Figure 2b examines the ability of the Taylor expansion to replicate the first derivative of the indicial function, \(\frac{d\Phi}{ds}\) or \(\frac{d\Phi}{dx}\). The Taylor expansion in Eq. (10) is truncated at order \(N=5\) whereas the one in Eq. (11) at order \(N=30\).

![Indicial function graph](image1)

(a) Indicial function

![Derivative of indicial function graph](image2)

(b) Derivative of indicial function

Figure 2: Taylor series representation of airfoil indicial function as a function of expansion order \(N\) - RT Jones’ formula vs. rational function formula; (a) indicial function \(\Phi(s)\), (b) first derivative of indicial function \(\frac{d\Phi}{ds}\).

Even though the R.T. Jones’ formula has been criticized since it may lead to less accurate results for large \(s\) [16], Figure 2b suggests that the ability of replicating the derivative of the function \(\frac{d\Phi}{ds}\) is achieved with a lower order \(N\). This feature is preferable from the point of view of the derivation of the surrogate model since \(N\) controls the number of partial aeroelastic states, \(\tilde{\mu}_{ar,j}^{(n)}\) and \(\tilde{\gamma}_{ar,j}^{(n)}\), and consequently the complexity of the model in Eq. (7). Therefore, Eq. (10) is employed as the basis for the expression in Eq. (6).

4 SIMULATION RESULTS

The stochastic coupled-mode flutter of the NREL 5-MW wind turbine blade is examined (rotor radius \(R=61.5\) m). The main structural and aerodynamic properties are derived from the literature [20]. The reduced-order model in Eq. (6) is based on the third flap-wise mode (mode \(j\), natural frequency 4.34 Hz) and the first torsional mode (mode \(k\), natural frequency 5.39 Hz) [1, 20]. Figure 3 illustrates the mode shapes of the two fundamental modes, employed for flutter analysis; in the panels both flap-wise (\(h\)) and torsional modal components (\(\alpha\)) are displayed; edge-wise terms (\(p\)) are not shown.

![Mode shapes graph](image3)

(a) Third flapwise mode (n. 3)

![Mode shapes graph](image4)

(b) First torsional mode (n. 5)

Figure 3: Mode shapes of the two fundamental modes used for flutter analysis; (a) third flap-wise mode (mode \(j\)), (b) first torsional mode (mode \(k\)). Data are derived from [1, 20].
The edgewise component \( (p) \) was neglected in the model. Modal similarity is evident from the panels, confirming that modal integrals \( G_{ij\omega} \) are non-zero and are responsible for the aeroelastic coupling.

The deterministic flutter problem is solved by setting \( \delta_2 = 0 \); the system in Eq. (7) becomes linear in terms of state vector \( \mathbf{z} \) and flutter is examined by computing the system’s eigenvalues as a function of \( \Omega \) or \( \chi_\omega \) and by locating zero-damping critical condition. Results are illustrated in Figure 4. The critical flutter rotor speed is estimated as 16.7 rpm (against 20.7 rpm found in previous work [6]). The flutter frequency is 4.5 Hz (against 3.6 Hz). Differences are attributed to the fact that flutter solution of the NREL 5-MW wind turbine blade is also influenced by the 2\textsuperscript{nd} flap-wise mode, neglected in this formulation. Furthermore, a constant \( C_L^* \) is employed in Eq. (5), whereas the lift slope varies along \( x \) as the cross section of the blade changes [20]. Results are, however, acceptable in the context of this simulation.

![Figure 4: Eigenvalue analysis of the NREL 5-MW wind turbine blade; 3\textsuperscript{rd} flap-wise mode (solid line) and 1\textsuperscript{st} torsional mode (dashed-dotted line) as a function of angular rotor speed \( \Omega \) (rpm). Flutter solution is highlighted; a positive damping rt. (ratio) in the figure is related to a stable system.](image)

Figure 5 illustrates the stochastic flutter analysis of the system by presenting the estimation of Eq. (8) through numerical solution of Eq. (7) at \( \Omega = 16.94 \) rpm. The example includes non-zero random initial conditions and modeling error \( \delta_2 \) in the aeroelastic loading of about 8\% with respect to the nominal value \( d_{in} \).

![Figure 5: Stochastic flutter analysis of the NREL 5-MW wind turbine blade with random \( \delta_2 \); initial random conditions with (a) moderate zero-mean amplitudes, \( E[\hat{\xi}_\omega^2] = E[\hat{\omega}_\omega^2] = 0.01 \); (b) large amplitudes, \( E[\hat{\xi}_\omega^2] = E[\hat{\omega}_\omega^2] = 0.10 \).](image)
Non-zero initial conditions are necessary to examine the onset of stochastic flutter. Two cases are presented: small initial dimensionless modal amplitudes with zero mean and variances $E[\zeta_0^2]=E[\zeta_0^2]=0.01$, and moderate amplitudes with $E[\zeta_0^2]=E[\zeta_0^2]=0.10$. The figure confirms that, since the stochastic problem is non-linear, it is amplitude dependent. In particular, for both small and moderate initial amplitudes an unstable system is obtained at $\Omega=16.94$ rpm (negative MLE, asymptotically) suggesting that introduction of modeling error in the loading leads to a de-stabilizing effect in comparison with Figure 4.

5 DISCUSSION AND CONCLUSIONS

The study has demonstrated that it is possible to derive an analytical, closed-form formulation to describe the dynamics of rotating wind turbine blades under the influence of wind loads, contaminated by modeling variability and simplifications. The proposed formulation was employed to examine stochastic flutter of a reference offshore wind turbine blade. Numerical results (Figure 5) are, however, influenced by the solution algorithm, which may numerically introduce an unstable behavior. This aspect requires additional investigation. More discussion and a more detailed parametric investigation, by varying the properties of the input random variables, will be necessary in the future along with soil-structure interaction.
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Abstract. Within the context of the “SmartBlades2”-project, a wind turbine rotor blade was
designed and extensively tested. The rotor-blade uses a lightweight composite structure and
bend-twist coupling. The bend-twist coupling facilitates a passive load-reduction by changing
the angle of attack under load. Due to a high sensor-density of 265 accelerometers in the experi-
mental modal test of the blade, the sophisticated structural dynamics of the model are captured.
Apart from the commonly measured first flapwise-, edgewise-bending and torsion mode, 35
modes up to a frequency of 60 Hz are identified. Unlike in many other wind turbine rotor blade
investigations, the Finite Element (FE) model uses shell elements instead of beam elements and
is directly based on production drawings. This experimental and simulative setup is particu-
larly relevant, since a significant number of mode shapes exhibit a distinct local behavior which
was in previous studies not accounted for. The differences between experimental and simulated
results are minimized using computational model updating procedures. In this case-study, two
formerly underrepresented aspects of the updating of large-scale FE models are examined. One
is the use of different parameterizations and the other is the possibility of insufficient experi-
mental data. The parametrizations are based on well-established criteria like error-localization
and sensitivity. Moreover, the updating is performed with different (i.e. reduced) subsets of the
modal data and the results are then compared to the model updating results achieved with the
entire dataset. This in-depth investigation of the model updating of a composite structure allows
the deduction of general guidelines in the model updating of industrial-sized FE models.
1 INTRODUCTION

1.1 Model updating of rotor blades

In recent years a large number of wind-turbines were installed [14, 16, 19]. While the total installed power increased significantly, the output per wind turbine was also improved. This was reached by a number of measures. Aside from higher towers and efficiency improvements of the drivetrain, one important aspect is the aerodynamic improvement of the rotor blade [27]. Two closely related main trends govern this aerodynamic improvement. One is the aerodynamic optimization of the shape of the blade, and the other is the increasing length of the blades [15, 17, 27].

In general the aerodynamic optimization of the blade leads to mechanically more complex behavior [26]. The mechanical behavior of optimized rotor blades can, unlike the behavior of previously designed rotor blades not sufficiently be described with simple beam theory and requires more sophisticated models [25]. In addition to this, longer blades lead to higher loads and therefore a more considerate mechanical approach becomes necessary.

The wind turbine rotor blade that will be investigated in the following was designed with the intention of a geometrical bend-twist coupling to passively reduce loads during operation. Modal data from experimental vibration testing and finite element (FE) simulations usually lead to different results. In order to get reliable experimental data, various measures were taken [18]. To get an overview of the structural behavior, broadband random excitation signals are used. To check for specific properties, this is followed by tuned sine excitation. Different excitation levels are chosen, to identify possible nonlinearities. The modal parameters from all excitation runs (high force, low force, random, sine sweep - each in edge-wise as well as flap-wise direction) are compared with each other to extract the "best" modes for the experimental modal model. Modeling errors in simulations can be classified in three main categories: idealization errors, discretization errors and erroneous parameters assumptions [22]. Neither idealization errors nor discretization errors are within the scope of conventional computational model updating [22]. Assuming these errors are negligible, a tuning (updating) of the parameters, so that similar results are achieved is reasonable [5]. The model updating is relying on previously acquired high-fidelity test-data described in [11, 13] and an existing FE model of the wind turbine rotor blade [30, 31]. From Figure 1 an impression of the fixed-free experimental set-up as well as the corresponding FE model can be gained. The model updating in this study is achieved with FEMtools and MSC Nastran.

A simulation model that closer resembles reality will allow for better strain and deflection predictions and therefore offers several advantages. In operations, having better strain estimates leads to better fatigue and life-cycle estimations. Furthermore structural improvements of the mechanical behavior of new blades in the future can be based on a more precise predecessor model. This allows for reduced security margins, as the certainty in the mechanical behavior
of the precursor is higher. Increasing the validity of the deflection predictions enables better assessment of loads on the blade as well as on the entire wind turbine. Finally having more accurate deflection predictions also leads to better estimates of the output electrical power. Numerous publications deal with iterative gradient-based model updating in the aerospace sector whereas only a few publications deal with the model updating of wind turbine blades. One reason for that appears to be, that the security requirements in the aerospace industry are higher than in the wind turbine industry. This is reflected in the certification process. Ground Vibration Tests are necessary for new aircraft prototypes, whereas they are not explicitly recommended for new wind turbine blades [2]. In this context the following publication presents a case study of the updating of a helicopter frame [22], [6] describes the updating of a full scale aircraft and among many others [7, 12, 21, 28] deal with small scale model updating problems. MOGRAVE and FRIEBERG treat both a small scale and an industrial sized example [21]. Herein small refers to the dimensions of the model and not necessarily to the number of elements in the FE model. In recent years, some authors dealt with model updating of wind turbine blades. Amongst them [8, 9, 29] focused on a few modes and static deflection data. LUCZAK et al. investigated a blade section and chose a response surface based approach, that led to slightly improved correlation between test and analysis [20]. GROSS et al. updated a small scale wind turbine rotor blade (i.e. small in terms of rotor length) iteratively and sensitivity based [10]. The wind turbine rotor blade is tested under different boundary conditions. The exact improvements achieved with the model updating in terms of correlation between measured and simulated mode shapes remain unclear. In [5] the importance of having fewer parameters than responses and thus creating an (over-) determined system of equations is underlined. While DASCOTTE acknowledges the advantages of such a parameterization, the benefits of using more parameters than responses are described [1].

1.2 Methodology and Structure

The aim of this work is to improve and validate an existing FE model which is directly based on production drawings. In order to achieve this, high fidelity experimental results are used. A brief overview over the existing theoretical foundation for the techniques used in this work is given in Section 2. After an initial comparison of experimental and simulated results, it becomes apparent, that the compliance of the test-rig used during the experiments is non negligible, the model is thus (successfully) manually adapted (Section 3). The global similarity between experimental and simulated results ought to be minimized by adapting material parameters, while reflecting the true properties of the material as close as possible. This is firstly examined with the full set of sensors. A particular focus is laid on minimizing differences between experimental and simulated eigenfrequencies. Furthermore, two different parameterizations are investigated. These parameterizations are used and compared with respect to their advantages and disadvantages (Section 4.1). The parameterization which yields better results is used in the following computational model updating of the wind turbine rotor blade with subsets of sensors. The results of this are compared to the reference case that uses a full set of sensors (Section 4.2). Due to the comprehensive previously acquired experimental data [11], the updated wind turbine rotor blade models can be validated by changing the respective boundary conditions to “free-free” and comparing the results to the respective experimental data set (Section 4.3). In Section 5 the results are summarized and an outlook is given. Section 6 acknowledges the support of different partners, without whom this study would not have been possible. The present work relies on a previously created simulation-model [30] as well as experimental data [11, 13] and is directly based on the study described in [18].
2 Iterative gradient-based model updating

The exact relation between changes in physical quantities like mass and stiffness (i.e. parameters) and the resulting changes in modal properties (i.e. responses) is simple to derive for very small systems but becomes increasingly difficult and practically impossible for industrial sized models. In light of this, the functional relation between parameters and responses is approximated with a TAYLOR series limited to the first two terms

\[ r_{fe}(p) = r_{fe}(p_n) + \frac{\partial r_{fe}}{\partial p} \bigg|_{p=p_n} (p - p_n). \]  

In this \( r_{fe} \) is the response dependent on the parameters. Responses are chosen by the analyst and comprise (in the context of this work) of mode shapes and derived metrics, eigenfrequencies, mass and center of gravity resulting from the simulation model. \( p \) are the parameters (e.g mass and stiffness) and \( p_n \) are the parameter values at which the TAYLOR series is evaluated. \( S \) stands for the sensitivity of the numerical model. Evaluating \( r_{fe} \) at, yet to determine, new parameter values \( p_{n+1} \), the difference between experimental and numerical responses is

\[ \varepsilon = r_{exp} - r_{fe}(p_{n+1}) \]  

using the TAYLOR series for \( r_{fe}(p_{n+1}) \) leads to the error term

\[ \varepsilon = r_{exp} - r_{fe}(p_n) - S(p_{n+1} - p_n). \]  

The objective function is then defined as

\[ J(\Delta p) = \varepsilon^T W_r \varepsilon + \Delta p^T W_p \Delta p. \]  

It is dependent on the parameter changes \( \Delta p = (p_{n+1} - p_n) \). By additionally introducing diagonal weighting matrices for the parameters (\( W_p \)) and the responses (\( W_r \)) confidence in both experimental results and numerical model assumptions can be expressed [1]. The weighting matrices furthermore have a regularizing effect, which is comparable to a TIKHONOV-regularization [5]. Minimizing (4) leads to the calculation formulae for the new parameter \( p_{n+1} \) as defined in [1] and given in the following. According to DASCOTTE [1], if the number of parameters is less than or equal to the number of responses the new parameter values are calculated as

\[ p_{n+1} = p_n + (W_p + S^T W_r S)^{-1} S^T W_r \Delta r, \]  

if the number of parameters is larger than the number of responses the new parameters are calculated with the equation

\[ p_{n+1} = p_n + (W_p)^{-1} S^T (W_R^{-1} + SW_p^{-1} S^T)^{-1} \Delta r. \]  

2.1 Unification of measurements and simulations

In preparation of the updating, measurements and simulations have to be unified in many respects, which will be described in the following. Within this work all mode shapes (i.e experimental mode shapes \( \psi_r \) and simulated mode shapes \( \phi_r \)) are scaled to largest component one. In the following damping is not considered and therefore the numerically calculated mode
shapes are entirely real valued. As the blade is lightly damped [18] using the magnitude and an appropriate sign for the experimental results as described in [1] is reasonable. In order to compare measurements and numeric calculations a common set of measurement points and degrees of freedom (DOFs) must be chosen. The numeric results can be reduced to the measurement points and DOFs, or the measurements can be expanded to the numerical calculated points and degrees of freedom. Expanding the measurement results implies interpolation between measurement points and can for example be achieved with the system equivalent reduction and expansion process (SEREP as described in [24]). To reduce the simulation results, the measurement points of the structure are mapped to nearby FE nodes. This means, that the results at DOFs, that are not close to a measurement point are omitted. As there are usually significantly more nodes than measurement points, the number of deleted results is large. The results (i.e. mode shapes) will be reduced to the measurement points.

2.2 Metrics for comparison

After measurements and simulations are unified, the similarity of measurement and simulation results can be quantified. This similarity quantification is helpful in the manual model adaptation and necessary for the computational model updating procedure. In the computational model updating select pairs are formed between experimental modes and simulated modes that have a high initial congruence.

In the derivation of most metrics, model assumptions and mathematical properties, like mass orthogonality or linear independence of eigenvectors are exploited. While the indicators described hereafter are rather similar, an important distinction is whether they refer to every DOF or they are giving a value for all DOFs. The same normal mode shapes have to be collinear and different mode shapes must be orthogonal with respect to the mass matrix [3]. This is supposed to be true for (normalized) experimental modes, numerical modes and between numerical and (normalized) experimental modes. Due to inaccurate and incomplete measurements, this relation is in practice not entirely fulfilled. Besides using Mass $M$ as a weighting factor one can also directly check the orthogonality of mode shapes. The Mass Matrix $M$ can (like any model of the real world) only be approximately correct. It is therefore reasonable to use no weighting factor instead of using a potentially wrong weighting factor. One then calculates the modal-assurance-criterion (MAC) for the simulated mode $\phi_k$ (with the numbering $k$) and the experimental mode $\psi_m$ (with the numbering $m$):

$$MAC(\phi_k, \psi_m) = \frac{(\phi_k^T \cdot \psi_m)^2}{(\phi_k^T \cdot \phi_k)(\psi_m^T \cdot \psi_m)}.$$  \hspace{1cm} (7)

The resulting value is 100% for collinear modes and 0% for orthogonal modes [1]. MAC values between simulated mode shapes of the same simulation are, as MAC value between experimental mode shapes of the same dataset, referred to as AUTOMAC values. As a measure of orthogonality for every degree of freedom $l$, over $N$ mode shapes (with the numbering $k$) the coordinate-modal-assurance-criterion (COMAC) is introduced [1]

$$COMAC(l) = \frac{\left(\sum_{k=1}^{N} (\phi_k^l \cdot \psi_k^l)\right)^2}{\left(\sum_{k=1}^{N} (\phi_k^l \cdot \phi_k^l)\right)\left(\sum_{k=1}^{N} (\psi_k^l \cdot \psi_k^l)\right)}.$$ \hspace{1cm} (8)

The COMAC gives a sum (and therefore allows for fast checks) for multiple modes. The COMAC takes values between zero and one hundred percent. For brevity, the percentage signs are oftentimes omitted in the following.
3 Comparison of initial results and manual model adaptation

In Figure 2 the eight initially paired mode shapes are shown. In this figure, the experimental results are shown in red, while the simulated results are shown in blue. Their medium MAC value of 92 and medium frequency deviation of 8.8 % is detailed in Figure 6. It is noteworthy that mode shape 2.) has a MAC value of 98 inspite of its dissimilar appearance in Figure 2 2.). This is due to the fact, that sensors in edge-wise direction are only installed on the leading edge (Fig. 13 2.), therefore the test-model (red) is not deformed in edge-wise direction at the other positions. It becomes apparent, that for all mode shape pairs apart from the first one, the experimentally determined eigenfrequency is higher than the simulated eigenfrequency. Furthermore the overall MAC values are high, but decrease slightly for modes with higher frequency.

Figure 2: Initially paired mode shapes (numbered according to experimental mode shape number)

The blade is tested while being clamped to a test-rig Figure 5 a). In a first approach a fixed-boundary condition is applied (i.e. displacement and rotations in all directions are suppressed) at the first nodal line on the blade root. An inspection of the COMAC values displayed in Fig. 4 a) and Fig. 4 b shows, that the local correlation gets significantly lower towards the root of the blade. Herein the gray markers indicate COMAC values below 50. In Figure 3 the first (experimental) rig-mode is depicted. Since this is the fifth experimental mode, it is concluded that the compliance of the test-rig is non negligible and therefore an FE model of the test-rig is created. The FE model of the blade is then rigidly attached to the FE model of the test-rig. The test-rig is made out of steel. The exact sort of the steel is unknown to the authors, S335 with its properties given in e.g. [4] is used in the model. To efficiently simulate the behavior of the test-rig, small features, like chamfers, holes and bolts are removed from the model. The simplified geometry of the test-rig is shown in Figure 5 b. Based on the simplified geometry, with unstructured meshing an FE model that consists of 58398 CTETRA-elements is constructed. The test-rig is estimated to have total mass of 23.5 tons. Removing holes, bolts and chamfers leads to an increase in mass of 1.5 tons and an (not quantified) increase in stiffness. The test-rig is fixed to the ground at four corner points with threaded rods. Nonetheless, the test-rig is assumed to move in lateral direction. This assumption is backed by the width of the support surface of the H beam (as depicted in the bottom
The assumed lateral movement is described in the model, by attaching springs in lateral direction at every node on the bottom surfaces of the H beams (as symbolized in Fig. 5 d). The spring constants as well as the stiffness of the test-rig in areas of bolted connections shown in blue in Figure 5 c) are adjusted to reproduce the first rig-mode. With a stiffness reduction in these areas to 10% of the nominal stiffness, a MAC value of 85% and a frequency deviation of 1.64% deviation is reached for the simulated mode and the experimental mode displayed in Figure 3. Furthermore, significantly higher COMAC values are reached for the initially paired mode shapes in both flap wise (Fig. 4 c)) and edge wise direction (Fig. 4 d)). Since the COMAC is calculated over all initially paired mode shapes, the increased COMAC values indicate, that the test-rig describes the reality more closely, than a fully fixed boundary condition. In Figure 6, MAC values as well as frequency deviations between simulated and experimental results for both the initial configuration (i.e. fully fixed) and the configuration with the auxiliary test-rig are shown. From this, it becomes clear, that the simulation model with the auxiliary test-rig not only leads to increased MAC values (compared to the initial configuration) but also three mode shapes (5. 18. 19.) that where previously not paired (n.p.) and are now paired. Despite the slightly increased deviations in eigenfrequency for the model with the auxiliary test-rig (Fig. 6 c)), the overall similarity between experiment and simulation is increased with the above described manual model adaptation.

4 Computational Model updating

In order to further improve the global similarity between simulated and experimental results the model of the blade is computationally updated as described in the following. In this process the above described auxiliary model of the test-rig is used but not further adapted.
4.1 Updating based on full set of sensors - reference configuration

4.1.1 Responses

The magnitude of the relative deviation in eigenfrequency $|\Delta f| = |(f_{\text{fe}} - f_{\text{exp}})/f_{\text{exp}}|$ between a simulated (fe) and an experimental mode (exp) is used as one measure for pairing respective modes. This is due to the fact that, in conjunction with similar mode shapes, this deviation is a good indicator of similarity and therefore helps in relating models in terms of their dynamic behavior. In the following, experimental and simulated modes are considered to be paired, if they have MAC value above 70% and an absolute frequency deviation of less than 30%.

As responses MAC values (11) and frequency deviations (11) of paired mode shapes as well as the center of gravity (1) in spanwise direction (COG) and the mass (1) are used. This results in a total number of 24 responses. The responses are weighed differently. The diagonal response weighting matrices $W_R$ are built from the weights as given in the following. The frequency responses are, as oppose to all other responses which are given a weighting of 1, given different weights in the objective function (Tab. 4.1.1). Responses with higher weights are emphasized in the objective function, while responses with a lower weight are not. The weighting is based on the premise, that in the updating of this rotorblade, large initial discrepancies in frequency (in particular for torsional modes) ought to be minimized, while mode shape correlation should improve.

<table>
<thead>
<tr>
<th>Table 1: response weighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental Mode Shape</td>
</tr>
<tr>
<td>frequency weighting</td>
</tr>
</tbody>
</table>

4.1.2 Initial sensitivities

To tune the global dynamic behavior of the simulation model, two types of parameters are used. A scaling factor on the membrane stiffness as well as a scaling factor on the density. In preparation of the parameterization, sensitivities are calculated for every shell element with respect to each response. The summed normalized initial sensitivities are displayed in Figure
7. Herein the scale is limited to allow the detection of relevant regions. For a small number of elements the magnitude of the sensitivities is larger than shown in Figure 7. With this, it becomes apparent that different regions are particularly sensitive. It is worth noting, that apart from the areas marked in red and blue in Figure 7, the beginning of the spar (not visible in the figure) is highly sensitive to changes in density as well as in membrane stiffness.

4.1.3 Parameterization

The model is parameterized in two different ways. In the first approach 12 design fields are used. Using one scaling factor on the membrane stiffness and one scaling factor on the density as parameters for each design field leads to 24 parameters in total. The design fields are equally spaced from root to tip and numbered consecutively from left to right, beginning in the upper left and ending in the lower right (Fig. 8 a)). The spar is included in the lower 6 design fields (i.e. design field number 7 to design field number 12). In the second approach 40 design fields as shown in Figure 8 b) are used and numbered according to the same scheme as in the other parameterization. Additionally 19 design fields are equally spaced along the spar (from root to tip) leading to a total number of 59 design fields and thus 118 parameters. The first parameterization has the advantage of using the same number of parameters (24) as responses (24) and therefore leading to a determined system of equations. In spite of this drawback, the parameterization with 118 parameters has the advantage of a finer spatial resolution and furthermore accounts for differences in sensitivities on the spar as oppose to the outer hull of the blade. Since the second parameterization uses fewer responses than parameters, the parameter changes are additionally constrained to their initial value in order to ensure a deterministic updating procedure. Because the model is directly based on production drawings, the maximum
parameter change is set to 15%. While the exact number is based on engineering judgment, the general limitation of parameter changes is due to the notion, that the updated model should not just reproduce the experimental results but also reflect the true material properties as close as possible [23]. The parameter change per iteration is limited to 0.5 % in order achieve a smooth convergence of parameters. All parameters are weighed equally with a value of 1 (i.e. $W_P$ is the identity matrix). This is due to the fact, that there is no indication of particular uncertainty on select parameters.

4.1.4 Adaptations

The parameters are adjusted in 150 iteration steps. The final parameter values are shown in Figure 9. Both models are adapted similarly. This is particularly the case for the membrane stiffness (Fig. 9 c), Fig. 9 d)) where the membrane stiffness in large regions is increased by the set maximum of 15 %. Figure 9 b) shows, that the density at the tip of the blade is changed significantly differently in the two neighboring design fields 19 and 20. The discrepancy of more than 20 % shows that using a finer spatial resolution is particularly reasonable in this area. Furthermore, the differences between the adaptations of the spar as oppose to the outer hull of the blade (Figure 9 b Figure 9 d)) indicates, that the sensitivities throughout the updating process differed. Since, in the parameterization with 12 design fields, the spar is included in the design fields towards the leading edge, the adaptations to the spar shown in Fig. 9 a) b) are equal to the respective parameter changes for the outer hull of the blade. Figure 10 shows the parameter evolution over 150 iteration steps. Numerous parameters are increased to the set magnitude limit of 15% change after a comparatively small number of iterations. Besides this, parameters do not visibly change slope of change (i.e. parameters that decrease in the beginning continue to decrease and parameters that increase in the beginning continue to increase).

4.1.5 Results

Oposing Figure 6 and Figure 11 highlights, that updating the FE model (while using the FE model of the test-rig) leads to increased MAC values and decreased frequency deviations. Figure 11 a) and b) show that the MAC values are improved with both parameterizations. The parameterization with 118 parameters leads to an (overall) higher similarity (i.e. increased MAC values and decreased frequency deviations) than the parameterization with 24 parameters (Fig. 11) . From Figure 12 it becomes clear, that the parameter adaptations lead to an improvement
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Figure 10: Evolution of iteratively adapted parameters
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- b) density (59 design fields)
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- d) m. stiffness (59 design fields)

**Figure 10: Evolution of iteratively adapted parameters**
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**Figure 11: MAC and deviation in eigenfrequency for updated models**

In mean MAC value and decreasing discrepancy in frequency. Furthermore Figure 12 shows, that these similarity indicators are better for the parameterization with 118 parameters than for the parameterization with 24 parameters. It ought to be noted, that, while frequency deviations are still decreasing after iteration 100 mean MAC values are slightly deteriorating.

### 4.2 Updating based on reduced set of sensors

The updating with the reduced set of sensors uses the sensor locations shown in Figure 13 and is performed with the second parameterization (i.e. 118 parameters), which yielded better results in the reference case. The updating is performed with different sets of sensors selections. While the number of sensors used in the updating is reduced, the modal model is not changed, i.e. the modal identification is not repeated with the reduced sensor sets. The full set of sensors is displayed in green in the upper part of Figure 13. The total number of paired sensors on the wind turbine rotor blade and the test-rig is 272, 237 sensors are in flap wise direction while 35 are in edge wise direction (at the leading edge). The number of sensors is iteratively reduced. In each step one sensor is removed based on the notion, that the sum over the off-diagonal values of...
the AUTOMAC-matrix for the Finite-Element (FE) mode shapes 1 to 20 evaluated at the sensor positions is minimized. Three configurations with reduced sensor sets will be investigated. The number of sensors is reduced to 1/2 (red. sens (1/2)), 1/4 (red. sens. (1/4)) and 1/8 (red. sens. (1/8)). The remaining sensors for these configurations are marked on the lower test-model in Figure 13. In the first configuration, sensors are located at all color-marked positions (red. sens (1/2)), the second configuration uses only the sensors at the positions marked in yellow and red (red. sens. (1/4)). The third configuration uses only sensors at the locations marked in yellow (red. sens (1/8)). From Figure 14 it becomes clear, that potentially hard to distinguish mode shapes e.g. 11 and 12 are hard to distinguish for all configurations. Overall the AUTOMAC matrices lead to the impression, that most mode shapes up to the 20th mode are well distinguishable for all configurations. The evolution of the mean similarity indicators for the updating of these reduced configurations are displayed in Figure 15. It becomes clear, that the frequency discrepancy for all reduced sensor configurations is minimized as well as for the full sensor configuration. In contrast to this, the MAC improvements for the reduced configurations (red. sens. (1/4) and (red. sens. (1/8))) are smaller than for the full set of sensors or nonexistent (red. sens. (1/2)).

4.3 Verification

The boundary condition of the updated models is changed to "free-free" and compared to the experimental "free-free" modal-data described in [11]. An overview of these verification results can be gained from Figure 16. In this, the similarity metrics are calculated for mode
shape pairs that occur in all configurations. It becomes clear, that the mean frequency deviation is improved for all configurations and all mean MAC values are marginally aggravated. The improvements are slightly better in terms of the MAC values for the parameterization with 24 parameters as oppose to the parameterization with 118 parameters. With respect to the mean frequency deviation, the parameterization with 118 parameters leads to slightly better results.

5 Summary and Outlook

In the present work, several aspects of the model updating of an industrial-sized FE model of a wind turbine rotor-blade were investigated. The more accurate representation of the boundary condition by creation of an auxiliary FE model led to the largest improvement in MAC values and slightly worsened the frequency deviation. In this case study, a parameterization with a number of parameters that exceeds the number of responses led to better results, than a parameterization in which the number of parameters is equal to the number of responses (Fig. 11). Furthermore it was shown, that with a reduced number of sensors, the frequency deviation can be minimized well, while the correlation of the MAC values was not significantly improved.
The evolution of parameters showed no obvious ripple effects, which indicates, that the step-size for the parameter adjustments was chosen to be small enough. A large number of parameters was at the set global limit of 15%. Relevant parameter changes were observed for almost all parameters. While the observed improvements are in line with the focus on decreasing frequency deviations, it becomes apparent, that the parameter adaptations do not fully represent the true material characteristics. In light of this, future works should use different parameterizations and judge the respective results. If mode shape correlation improvements are of interest, a large number of sensors should be used. The effects of response-weighting are assumed to be relevant and will be examined in future works.
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**Abstract.** The increasing demand of energy is leading to continue innovation in the renewable energy sector. Wind energy harvesting hit a milestone placing wind farm offshore, firstly in shallow water, using fixed bottom supporting technologies and now moving to deep sea areas, where floating platforms are needed. With floating technologies, construction and service costs exponentially grow; therefore, structural and mechanical optimizations have a primary role in the design of a floating offshore wind turbine (FOWT). Optimizations may involve the stabilizing principle, platform shape and size, mooring lines geometry and positioning. In the present work, attention is focused on structural aspects and an optimization procedure for a large wind turbine supported by semisubmersible-like platforms is proposed. In this study, platform is optimized with the intent to enhance the structural performances of the whole system.
1 INTRODUCTION

Floating Offshore Wind Turbines (FOWT) are complex structural systems exposed to multiple stochastic loading conditions. Optimal platform design is crucial to ensure appropriate reliability levels at the lowest possible cost. Past studies compared different platform stability classes. Wayman and Sclavounos [1] investigated stability and response of a barge-like platform and a Tension Leg Platform (TLP). They developed a simplified Frequency Domain (FD) model to evaluate the coupling interaction between the wind turbine and the floating system. With the increasing of rotor size, above 200m diameter and 10MW rated power, rational up-scaling technique [2] based on power ratios were adopted to directly design platforms for larger turbines. New typologies of platforms, for example the tri-spar floater [3], have also been studied. However, there is still lack in design optimization for such large turbines. Brommundt et al. [4] performed a design optimization on mooring lines of a 5MW FOWT for two targeted environmental conditions. Karimi et Al. [5] performed a multi-objective design optimization of a 5MW WT supported by a semisubmersible platform and a TLP. Both cost and structural performances were considered as targets. Optimization is usually performed in the frequency domain, with the overall objective of reducing cost and increasing structural performances. Design variables are usually the geometrical properties of the platform, whereas a widely adopted objective function is the nacelle acceleration Response Amplitude Operators (RAO).

In the present work, the optimal dimensions of a semisubmersible-like platform, similar to the OC4 NREL platform [6], but suitable for a 10MW WT are investigated. The analysis is performed in the frequency domain, adopting a validated in-house developed model [7] coupled with FAST-v7 [8]. The effect of the mooring lines and the wind turbine are accounted for through additional mass, damping and stiffness matrices computed through a linearization analysis performed with FAST.

In the following, firstly the adopted FD model is briefly described. Then, results obtained from a parametric study of a semisubmersible platform suitable for a 10 MW WT are presented and compared with an upscaled 10 MW WT model [2]. In conclusion, future developments for a wider FD-based optimization procedure will be presented.

2 FREQUENCY DOMAIN MODEL

FOWTs can be analysed either in the time domain or in the frequency domain. In the first case, nonlinear dynamic interaction of the whole structure with wind, waves and control system can be possibly captured. Moreover, the time domain approach allows to simulate extreme load conditions, such as breaking waves impacts [9], [10], shutdown, or system failure. In an optimization context, where a large number of simulations are required, the time domain approach may lead to an unaffordable computational cost. FD models neglect or approximate nonlinear effects and allow to consider only steady load conditions. Despite these simplifications, their efficiency may still offer valuable guidance in the pre-screening phase of an optimization-based design. Most of the proposed FD approaches superimpose the turbine contribution in terms of mass, damping and stiffness matrices to the hydrodynamic contribution due to the floating platform. The description of the FD model adopted in this work, together with a code-to-code verification using benchmark results obtained from time domain simulations [11] [12], is available in [7]. The ANSYS AQWA potential solver [13] is adopted to evaluate radiation/diffraction hydrodynamic contributions to the equation of motion of the floating platform, while Morison’s equation [14] is used for slender elements. The model considers approximated nonlinear viscous drag term and heave plates damping.
Mooring lines and wind turbine contribution to the equation of motion are evaluated through a linearization analysis around the operational point performed with FAST_v7. The linearized equation of motion is solved for the six rigid body platform degrees of freedom (DoFs). Finally, the RAOs are calculated.

3 10MW FOWT OPTIMIZED SEMISUBMERISBLE PLATFORM

In this section, a new semisubmersible-like platforms, suitable for the 10 DTU WT [15] is studied. The effect of two key design variables, namely the outer column diameter \( d \) and platform radius \( r \) (Figure 1), on the dynamic response of the platform is investigated.

![Figure 1: Semisubmersible-like platform design variables.](image)

The ratio between heave plates and side columns diameters is set to 2. Heave plates length is set to 6m. Draft is kept constant to 28m by modifying the concrete ballast.

The length of the mooring lines is rearranged to maintain the same stiffness matrix on the whole set of possible solutions [7]. Eight different column diameters and platform radii are chosen in order to create a grid of 32 combinations. The grid spacing for \( d \) and \( r \) are 1 m and 5 m, respectively. The results for all 32 combinations are then interpolated using spline surfaces. Although only parked state condition is presented in this paper, for each combination \( (d, r) \), the mean pitch rotation angle is checked as to whether it is suitable for a power production state. A rotation of 5° is considered the maximum allowable pitch angle [1].

Two quantities of heave and pitch motions are chosen as target to be minimized: RAO peaks and integral RAO in the range of frequency excited by the constant 1 m²/Hz white noise (0 to 0.2 Hz). Both heave and pitch are also indicators of turbine performance as discussed in [12] and [1]. Results are presented in Figures 2-5 and compared with those of an upscaled platform from the 5MW DeepWind semisubmersible (identified by a red dot in Figures 2 and 3). Heave and pitch RAO peaks for the investigated platforms are presented in Figure 2. From Figure 2a, a minimum region of heave RAO peak (parked case) can be identified for outer columns diameter between 16-17m and for almost all platform radii considered. Figure 2b presents the pitch RAO peaks (parked state). The minimum region between 13 m and 14 m for the column diameters and a platform radius of 35 m has to be discarded since the maximum allowable pitch angle of 5° is violated. A minimum region for a smaller and lighter solution with respect of the upscaled one (marked as a red dot in the figure) can be found between 16 m and 17 m for the column diameters and a platform radius of 35 m. Platforms with 16–17 m column diameters and 35 m radii appear to be the best choice, which minimizes both heave and pitch peaks.
Figure 2: Parked condition; RAO peaks of heave (m/m) (a) and pitch (deg/m) (b). Red dots refer to the upscaled configuration.

In Figure 3, RAO integrals of heave (Figure 3a) and pitch (Figure 3b) DOFs are presented. Figure 3a and 3b reveal a lower minimum region between 16 m and 17 m for the outer column diameters. Local maxima in the bottom and upper part of the domain are caused by an increasing of the eigenfrequency peak and by heave–pitch coupling.

Figure 3: Parked condition; RAO integral of heave (a) and pitch (b). Red dots refer to the upscaled configuration.

Considering the platforms analysed, and that the platform response in pitch would affect more the fatigue behaviour of both turbine tower and mooring lines than the response in heave, the configuration with a 16 m column diameter and 35 m platform radius is preferred to the 17 m, 35 m.

In Table 4, the numerical values of the RAO peaks of the upscaled and the optimized platform are compared. As it is possible to observe, a low reduction is achieved in surge because
the dynamic behaviour is mainly dominated by mooring lines, which are not optimised in this study.

<table>
<thead>
<tr>
<th></th>
<th>Surge Peak</th>
<th>Heave Peak</th>
<th>Pitch Peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upscaled</td>
<td>26.12</td>
<td>14.74</td>
<td>15.31</td>
</tr>
<tr>
<td>Optimised</td>
<td>24.08</td>
<td>7.27</td>
<td>9.62</td>
</tr>
<tr>
<td>Reduction [%]</td>
<td>7.78</td>
<td>50.69</td>
<td>37.12</td>
</tr>
</tbody>
</table>

Table 4. Comparisons of RAO peak values between the upscaled and optimised platforms.

4 CONCLUSION AND FUTURE WORKS

In the present work, a frequency domain optimization procedure for a semisubmersible-like platform is discussed. The optimized procedure is performed by considering 2 variables, namely the outer columns diameter d, and the platform radius r. An optimal configuration is achieved for d=16m and r=35m. Future works will be focused on considering more variables, such as draft and heave plates height. Moreover, different targets to be minimized will be considered, such as nacelle acceleration RAO and the difference between the platform draft windward and the local free surface wave elevation [16]. This is a fundamental quantity that must be considered to prevent bottom-slamming and, therefore, to reduce fatigue loads on mooring lines and turbine tower. To increase the efficiency of the optimization procedure, the next step will be the evaluation of multidimensional fitted functions for the hydrodynamic parameters (added mass, radiation damping and diffraction forces). This procedure will allow not to call the potential flow solver at every run in the optimization algorithm, leading to a drastic reduction of the computational time. The proposed procedure is also enforced by the fact that the hydrodynamic parameters are relatively smooth functions as it is possible to see in Figure 4.

![Figure 4: Added mass coefficients for a semisubmersible-like platform of 14 m side column diameter, varying platform radius (y axis), frequency (x axis) and platform draft from 20 m to 32 m.](image)
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Abstract. The dynamic characteristics of offshore wind turbines are heavily affected by the ambient excitations (e.g. wave excitations and wind excitations) and nonlinear soil behaviour. For monopile structures, the fatigue design for the wind and wave loading is one of the most important problems to consider. Since the fatigue damage is sensitive to the foundation stiffness and damping, increasing the accuracy of analysis tools used in the design and optimization process can improve the reliability of the design and reduce conservatism, thereby leading to a more cost-efficient design. In this context, analysis of field data is important for calibrating and verifying purposes.

This paper presents analysis of measured accelerations and strains in two offshore wind turbines in the North Sea with monopile foundations. One of the turbines is in a site that is dominated by sand and the other by clay. Field data during idling conditions, collected over long periods of operation, are analysed and the natural frequencies and estimates of damping are determined. Further, the effect of load (wave, wind and dynamic bending moment) on the natural frequencies is investigated and clear correlation between load level and natural frequency is demonstrated, which points to the importance of soil nonlinearity.
1 INTRODUCTION

According to [1] soil structure interaction (SSI) effects can reduce the fixed-base fundamental frequency more than 15% in the frequency range above > 0.25 Hz. Therefore, analysis tools need to include an accurate description of the soil. In this context, analysis of field data is important for calibrating and verifying purposes. However, only measurements from a few installations are reported in the literature. Some of these are mentioned below.


In the present study, analyses of measurement data from two wind farms in the North Sea with monopile foundations are presented. Measured acceleration and strain data collected over several periods of idling conditions are analysed. The objectives of these analyses are twofold. First, to determine the natural frequencies to be used in validation of developed foundation models, and second, to observe any sensitivity of the measured natural frequencies to the intensity of loading, which in turn would point to the role of soil nonlinearity. This paper describes the analyses performed at these sites and the main results.

2 SITE CONDITIONS, TURBINE STRUCTURE AND INSTRUMENTATION

Both sites are located in the North Sea. The ground conditions at the first site are sand-dominated, while the second site is predominantly clay. Measurement data from one tower at each site are used in this study. The tower at the sandy site is equipped with strain gauges at four levels on the inner wall of the monopile (MP) and the inner wall of the transition piece (TP). In this study, measured vertical strain in TP are analysed and in addition, information about wind speed from measurement at the tower is used. The tower at the clayey site is equipped with horizontal and vertical accelerometers close to the tower bottom, and strain gauges at several levels in the tower, the transition piece and the monopile. In this study, measured accelerations in the horizontal X and Y directions and foundation vertical strain are analysed. In addition, information about wind speed and wind direction measured at the tower are used. For both sites, information about significant wave height (Hs) and wave direction are collected from nearby metmasts. For the sandy site, no information about nacelle direction was available from measurements at the tower due to sensor error. The nacelle direction is therefore assumed to be about equal to the wind direction measured at the nearby metmast. Figure 1 shows the monopiles and the location of the instruments. Table 1 gives further information about the sites, the installations and the instrumentation. For the clayey site, for which both strain and accelerometer data are available, the determination of natural frequencies and damping are based on acceleration, since these data have the best quality. For the sandy site, the determination of the natural frequencies and damping are based on measured strain. Assessment of load through dynamic bending moment, is based on measured strain for both sites.
3 WIND AND WAVE INFORMATION

The response in idling periods are more affected by the foundation stiffness and damping than the response during production, which is primarily influenced by aerodynamic damping and stiffness. Therefore, the focus in this study is on idling periods. For the sandy site, the turbine is idling throughout all time periods from which data were received, while for the clayey site, the turbine is idling in between periods of production. Some of these idling periods lasted only a few minutes, while others lasted for several days. For data used in this study, a requirement is set for a minimum idling period of 24 minutes, with the first and last two minutes discarded to avoid influence from start-up and shut-down of the turbine. Figure 2 shows the distribution of the analysed time periods over wind speeds, wave heights, and wind and wave directions, described as averages in 20-minutes periods. The length of the red bins in the Rose diagrams corresponds to the number of 20-minutes periods with this observation, e.g. about hundred 20-minutes periods with wind direction between 265 and 270 degree for the sandy site.

Table 1: Ground conditions, OWT and instrumentation

<table>
<thead>
<tr>
<th></th>
<th>Site 1</th>
<th>Site 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground conditions</td>
<td>Sand dominated</td>
<td>Clay dominated</td>
</tr>
<tr>
<td>Water depth</td>
<td>27 m</td>
<td>22 m</td>
</tr>
<tr>
<td>Turbine power</td>
<td>3.6 MW</td>
<td>3.6 MW</td>
</tr>
<tr>
<td>Monopile diameter</td>
<td>5.95 m</td>
<td>5.70 m</td>
</tr>
<tr>
<td>Instrumentation</td>
<td>4 vertical strain gauges in TP EL +4.5</td>
<td>3 vertical strain gauges in MP EL-20.45. 1 horizontal (X and Y) accelerometer in tower EL+20</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>10 Hz</td>
<td>25 Hz</td>
</tr>
</tbody>
</table>
4 DETERMINATION OF NATURAL FREQUENCIES

The natural frequencies are determined using the following FFT based methodology:

- The idling periods are divided into 20-minutes segments and FFT is performed on each segment using a 10-minutes analysis period and 50 % overlap, resulting in one Power Spectrum Density (PSD) for each segment with a frequency resolution of 0.0017 Hz.
- To determine the overall natural frequencies, an average PSD is calculated from all PSDs for the individual time periods, and the natural frequencies are identified from the peaks in the average PSD.
- To study a possible effect of the load on the natural frequencies, the first natural frequencies are determined from the PSDs for all individual 20-min segments and plotted against average wind speed, wave height and calculated dynamic bending moment in the respective 20-min period. Averaging by use of overlaps have the disadvantage of reducing the frequency resolution. Therefore, each determination of the first natural frequency in this part of the study is based on results from FFT analysis of 20-minutes segments without averaging.

The response of an offshore wind turbine is directional dependent due to the thrust on the rotor [3], i.e. there may be a small difference in the natural frequencies in the yaw direction (Fore-aft) and perpendicular to yaw direction (Side-side). Before applying the above methodology, the two directions are therefore analysed separately by transforming the measured accelerations and strains to a local coordinate system determined by the nacelle direction using the following equation:

\[
\begin{bmatrix}
    \text{Side} - \text{side} \\
    \text{Fore} - \text{aft}
\end{bmatrix} =
\begin{bmatrix}
    \cos \theta & -\sin \theta \\
    \sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
    X \\
    Y
\end{bmatrix}
\]

where \(\theta\) is the nacelle direction from North-Y.

Figure 3 shows the overall PSD (average of PSDs from all 20-min periods) with the identified natural frequencies below 2 Hz. The first bending modes can be seen at 0.30 Hz and 0.33 Hz and the second bending modes at 1.70 Hz and 1.59 Hz for the sandy and clayey sites respectively. The peaks in between the 1st and second bending modes are believed to correspond to blade bending modes.
Figure 3: Overall PSD (average of all 20-min periods) with identified natural frequencies below 2 Hz, left: sand dominated site, right: clay dominated site.

Figure 4 shows the first natural frequencies in fore-aft and side-side direction determined for all individual 20-min segments and plotted versus load, i.e. wind speed, significant wave height and total dynamic bending moment (calculated from measured strain) for the two sites. Linear fits to data are also shown in the figures.

Figure 4: First natural frequency from FFT in side-side direction (red) and fore-aft direction (black) plotted against wind speed, wave height and total dynamic bending moment, left: sandy site, right: clayey site.

The results show that the first natural frequency decreases with increased load, which points to influence of soil nonlinearity. This is most evident for first natural frequency plotted versus the bending moment, which directly represents the load acting on the monopile.
However, Figure 4 also shows quite a large spread in data at the same time as the variation in the natural frequencies with load is very small. To reduce the spread of data and get a clearer trend, it may be considered to increase the frequency resolution by extending the length of the time series used in the FFT. Nevertheless, the wind and wave load are changing with time and the variation in load for each observation will therefore increase if the length of the time series are increased. As an alternative, other methods such as the time domain Multichannel AutoRegressive Moving Average (MARMA) method may be used to yield more accurate spectra with higher resolution compared to FFT. Further, Figure 4 shows that the two modes for the sandy site are not resolved. Methods like MARMA, which are based on analysis of the covariance function and takes advantage of cross information between all channels, will also be much better at identifying closely spaced natural frequencies compared to the FFT method. The MARMA method was successfully tried in the current study and resulted in a clear separation between the two modes and less spread in data compared to FFT.

5 ASSESSMENT OF DAMPING

Damping can be assessed from the measured data both in the frequency domain and in the time domain. Common for all methods is that they estimate the overall damping of the system, which for the first bending modes consists of a combination of aerodynamic damping, damping due to constructive devices, such as a tuned mass dampers, and additional damping, e.g. structural, hydrodynamic and soil damping [8]. When the turbine is parked or idling the aeroelastic damping is very low and it is therefore disregarded in this study.

In the frequency domain, the half-power bandwidth method can be used to estimate the damping ratio. By assuming that the damping ratio \( \zeta \) is small (less than about 10%), the damping ratio is estimated using the following equation:

\[
\zeta \approx \frac{f_2 - f_1}{2f_n}
\]

where \( f_2 \) and \( f_1 \) are the upper and lower half-power frequencies, and \( f_n \) is the natural frequency.

For structures with closely spaced modes, possible mode coupling may lead to errors in the damping estimate [9]. For Offshore wind turbine (OWT) structures on monopiles, the first modes in the fore-aft and side-side direction are very closely spaced and a mode coupling is therefore possible. If mode coupling occurs, vibrational energy will be transferred from the highest to the lowest damped mode [2]. Damping determined with the half power bandwidth method should therefore only be considered as estimates of the real damping. Further, to obtain reasonably good estimate of the damping, it is important that the frequency resolution is fine enough for the shapes of the peaks to be correctly represented in the PSD, since a too coarse resolution will make the peaks wider and lower and hence over-estimate the damping. On the other hand, averaging is necessary to obtain peaks smooth enough such that the half power bandwidth method can be applied. In this study the half power bandwidth method is applied to the overall PSD as shown in Figure 3. A single degree of freedom (SDOF) system is fitted to the measured PSD by use of least squares estimation in the frequency range from \( f_1 \) to \( f_2 \). The damping is thereafter determined from the parameters of the SDOF system. Table 2 tabulates the first natural frequencies and overall damping ratios in fore-aft and side-side direction.
The measurements at the clayey site show a larger overall damping than at the sandy site. It is assumed that the difference in damping ratio between the two sites is due to the differences in soil properties. However, the tower at the sandy site is equipped with a tuned mass damper, which contributes to the overall damping, while the tower at the clayey site has no damper. Therefore, the real difference in damping between the two sites is probably larger than shown in Table 2. The estimated damping ratios in Table 2 are somewhat lower than reported from rotor stop tests in [4] and [2]. However, in [10] even lower damping ratios was reported from an overspeed test when the tuned mass damper in top of the tower was turned off.

6 CONCLUSIONS

In this study, the first natural frequencies and associated damping are determined from measured dynamic field data from two wind farms in the North Sea with monopile foundations. At the first site, the ground conditions are dominated by sand, and at the second by clay. Only measurement data from periods when the turbines are idling are included in the analyses.

A clear correlation is demonstrated between load level and frequency, which points to the importance of soil nonlinearity. The estimated damping ratio for time periods when the turbine is idling is about 1.7-2.5 %, with higher damping for the clayey site compared to the sandy site. The estimated damping ratios are somewhat lower than reported from other field tests.
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Abstract. During the single blade installation of offshore wind turbines, relative motion between the blade root and turbine hub can cause a delay in the progression of the installation. This contribution presents the results of a monitoring campaign conducted during the installation of an offshore wind park in the North Sea. The campaign covered different states of the turbines: without rotor blades, with rotor blades, without supplementary damping system and with an installed, tuned mass damper system. The objective of the campaign was to determine the dynamic behaviour of the turbines in correlation with wind and wave data and to determine modal parameters. Accordingly, the turbines have been instrumented with sensors to record accelerations at three different positions. The modal parameters were then obtained using SSI/FDD algorithms. Structural damping is additionally determined with an RDM algorithm, and the results are being compared. The analysis of the data will be presented, including the different stages of the structural damping and the corresponding changes in movement patterns. The results shall be used to verify the load models and the predicted response of the structure.
1 INTRODUCTION

Offshore wind turbines are steadily increasing in size in order to meet the rising demand for green electricity. This increase is accompanied with increasing water depths of offshore wind farms. Additionally, monopiles have become the economic foundation of choice. This current state of offshore wind farms results in eigenfrequencies between 0.2 Hz and 0.3 Hz, making the offshore wind turbines more susceptible for wind and wave induced loads. The response of these turbines is dependent on geometrical as well as structural parameters, among which the structural damping is essential for fatigue loads. Therefore it is of paramount importance to accurately predict the damping of a turbine in the design phase. Offshore wind turbines have generally a low damping ratio, with typical values around 1%. Different types of damping can be distinguished in an offshore wind turbine: structural, soil, hydrodynamic and aerodynamic damping. Additionally, for a fully operational turbine, a directional dependency of their structural behaviour due to the damping effect of aerodynamic thrust generated by the blades can be observed. Hence, side-side deflection is in general more prone to large deflection amplitudes.

Damgaard et al. (2013) [1] and Guillaume et al. (2013) [2] used acceleration measurements conducted on operational wind turbines to calculate structural damping for the different modes of tower oscillations seen in offshore wind turbines. Both oscillations due to rotor stop tests as well as oscillations under ambient conditions proved to be sufficient to get accurate enough estimates of damping ratios. As the different modes of a wind turbine are spaced very close to each other, a coupling of the two lowest eigenmodes can be assumed and therefore pure fore-aft and side-side modes are not to be expected as energy will be transformed from one mode to another. This can result in a orbit like motion, where the turbines switches oscillation directions. In order to reduce fatigue loads and subsequently increase reliability, different types of damping systems have been proposed to reduce loads in offshore wind turbines, among which are: passive, semi-active and active tuned mass dampers (TMD), tuned liquid column damper, viscous fluid dampers & magnetorheological dampers [3].

Brodersen et al. [4] investigated an active tuned mass damper implemented into HAWC2 simulations, exploring the influence of the damper on structural responses. They showed, that fore-aft oscillations behave differently compared to lateral oscillations as the blades act as ‘aerodynamic dampers’. They concluded, that an active tuned mass damper needs less mass to achieve high damping, however, the damper needs to be properly tuned in order to achieve maximum efficiency. A limiting factor of the active mass damper is the displacement velocity of the damper’s mass. The authors address the tuning problem, by presenting a tuning algorithm. However, external loads in offshore wind turbines are complicated by wind-wave misalignment. One mitigation might be a tuned mass damper. Steward and Lackner [5] used simulations to demonstrate that an optimally tuned mass damper can reduce fore-aft and side-side fatigue loads by 5% and 40% respectively for the 5 MW NREL Turbine. These results were obtained by implementing a custom-written extension of FAST to include the modelling of TMDs. The authors further investigated two different orientation patterns of the TMDs. They conclude, that TMDs are cost-efficient and simple and conclude, that due to reduced loads, an increase in reliability can be expected.

Oscillations are not only critical regarding fatigue loads; relative motion between rotor hub and blade root during single blade installation can cause severe delays and thus increase cost significantly. Relative motion can be caused by aerodynamically induced movement of the blade dangling from the crane hook or by tower oscillations which in turn are caused by wind and wave loading and are thus a stochastic processes by nature. Recent work has investigated the
aerodynamic behaviour of turbine blades during craning operations in order to better understand limitations imposed by external factors such as wind speed and direction. For wind speeds between 8 - 12 m/s single blade installation was found to be feasible [6]–[9].

Jiang et al. [10] modelled the overall system consisting of a Tower-Nacelle-Hub assembly subjected to metocean loads as well as a blade under wind loading during single blade installation using HAWC2. Adapting a custom, integral criteria to assess likelihood of an installation attempt to succeed. The authors concluded, that during the final mating process between blade root and hub, tower oscillations are more dominant than blade root movements if significant resonance responses of the structure due to wave loading are present. Subsequently Jiang (2018) [3] proposed to use TMDs during the installation of offshore wind turbines at the tower top of an offshore wind turbine to reduce relative motion between blade root and nacelle hub [3]. Adapting the simulations from the previous study, the author found a 50 % reduction in relative motion when only considering the hub movement and an overall reduction of 30 % when considering both hub and blade root motion. First to demonstrate the theoretical application of an TMD for single blade installation.

Within this work, we present first measurements of a tuned mass damper used to reduce tower oscillations during single blade installation in the North Sea. Different states of the turbine undergoing installation were monitored: Tower (T), Tower, Nacelle and Hub (TNH) and Tower, Nacelle and Hub with the blades added consecutively (TNHB1, TNHB2 and TNHB3, where the number corresponds to the number of blades installed). The objective of the campaign was to monitor overall dynamic system behaviour and to obtain modal parameters.

2 MATERIAL AND METHODS

2.1 Wind farm details

A wind farm consisting of 32 multi-megawatt offshore wind turbines was installed during the time period of one year in the North Sea. The turbines have a hub height of approximately 110 m and were installed using a state of the art installation jack-up unit (IJU). The turbines are of hard-soft type and were installed in water depths between 35 m and 40 m.

The general installation procedure is as follows: (1) the IJU reaches the installation site, jacks up and connects to the previously installed transition piece atop the monopile with a gangway. (2) Following preparation on the transition piece, the tower is lifted from the IJU and placed on the transition piece. (3) The tower is followed by the nacelle-hub assembly. (4) If the conditions are favourable the blades are then installed using a specialized yoke, henceforth denoted as single blade installation tool (SBIT) with a net mass of approx. 70 t. (4.1) The SBIT is hooked onto the crane and grabs a blade from the blade rack aboard the IJU. (4.2) The SBIT and the blade are lifted to hub height and slowly manoeuvred such that the blade main axis and the generator axis are perpendicular towards each other. (4.3) Using a guiding pin, the blade root is then slowly mated with the hub flange. This processes is then repeated for each blade. It is within this phase of installation, where relative motions between blade root and hub must be at a minimum.

As this process is highly sensitive to relative motions between blade root and rotor hub a tuned mass damper was installed inside the nacelle. The TMD has two degrees of freedom and a damping mass of 10 tonnes. Using spring elements and viscous damping, the TMD was tuned to match the eigenfrequency of the turbines during single blade installation.

As the tuned mass damper was only available during the second half of the installation campaign, measurements of single blade installation with and without a TMD were conducted.
Figure 1: Typical setup of a single blade installation. (A) Installation Jack Up Unit (IJU) next to the Tower-Nacelle-Hub Assembly with the blade being attached to a Single Blade Installation Tool (SBIT), typically a yoke-like structure. The red square indicated the helicopter hoisting platform. S1 and S2 correspond to the sensors used within this study to determine dynamic behaviour of the turbine. (B) Top view of the single blade installation process. The green structure represents the tuned mass damper, deployed during single blade installation. (C) Side view of the installation process. Upper right figures: Sensors S1 and S2 mounted on the helicopter hoisting platform and the tuned mass damper respectively.
2.2 Measurements

In order to monitor the dynamic behaviour of the turbines during installation, custom build sensor boxes were deployed at two different positions: one sensor box is placed on the topmost position of the nacelle: the helicopter hoisting platform (short: helihoist). A second sensor box is placed on the tuned mass damper during installations where a tuned mass damper was present.

Sensor boxes contained a lead battery and electronics in a water proof containment (box) with a weight of approximately 3 kg and the measurements of 0.2 m x 0.06 m x 0.1 m. A LSM9DS1 (SparkFun Electronics, Colorado, USA) 9-Degrees-of-Freedom inertial measurement sensor capable of measuring linear acceleration, linear angular acceleration and the magnetic field was combined with a GPS-Sensor (GP-20U7; SparkFun Electronics, Colorado, USA), providing accurate time stamps as well as altitude information to form the sensory core of the sensor boxes. A real time clock (RS3231) provided back up temporal information in case of lack of GPS signal. A 32 GiB micro-SD-Card was used to store measurements. As a microcontroller, an ESP32 (Espressif Systems, Shanghai, China) was used. A sample frequency of 33 Hz was used, yielding accurate temporal resolution while allowing for good battery run time.

A LiDAR aboard the IJU provided high spatial and temporal resolution wind field information (measurement return period 1 s / 1 Hz). Additionally, a wave buoy in the vicinity of the installation site provided wave data, including significant wave height, peak period, zero upcrossing period and wave direction. The measurement return period was 30 min. / 0.00055 Hz.

In total, 15 turbines without a TMD and 4 turbines with a TMD were monitored during installation.

2.3 Data processing

All data post-processing has been implemented utilizing Python3 as well as it’s rich set of scientific data analysis frameworks. As a fundamental data structure Pandas DataFrames (version 0.24.2) [11] was used. Numerical calculations were carried out using NumPy version 1.16.4 [12] and SciPy, version 1.3.0 [13]. All figures were generated using Matplotlib version 3.1.0.

Post-processing of measurement data starts with the subtraction of the mean for each acceleration component. Accelerations were then resampled using a linear interpolation scheme to a constant frequency of 30 Hz and filtered using a Butterworth Bandpass filter of third order. Lower and upper cut off frequencies were set to 0.1 and 1 Hz respectively. Accelerations were then integrated twice to yield velocity and position of the sensors during installation. Integration was carried out by applying a second order trapezoid scheme utilizing SciPy’s integration module.

Based upon the positional vector, the instantaneous tower deflection $D$ was calculated:

$$D = \sqrt{x^2 + z^2}$$

Where $x$ and $z$ are the instantaneous position vector components. The second component of the positional vector has been omitted, as it is aligned parallel to the tower axis and therefore it’s contribution to the tower top deflection can be neglected.

To obtain a measure for the current state of the turbine and to allow for correlations with environmental data, 10 minute means of $D$ were calculated, denoted as $D_{10}$. To maintain OEM privacy, all data has been normalised by the turbine tower diameter $d_T$, such that: $d = D/D_T$.
and $d_{10} = D_{10}/D_T$. To further enhance privacy all dates presented in this study have been reset such that all measurements start at 01.01.1970 at 00:00 UTC. Temporal information is therefore only relative.

Wind data was binned into 10 minute windows and the window average was calculated. For wave measurements, data was first upsampled to 10 minute periods utilizing a forward interpolation scheme and subsequently merged with the wind data. Figure 2 depicts the data processing steps.

Figure 2 shows the data processing pipeline. Raw data is resampled, filtered and integrated twice to yield both velocity and position of the sensor in space and time. Using the position vector, the deflection of the Nacelle can be calculated by employing Equation 1. Combining these measurements with metocean data and applying temporal averaging allows for scatter plots of mean deflection and metocean parameters such as significant wave height.

Figure 2: Data acquisition and processing: (A) Fore-aft and side-side accelerations are recorded by the sensors, resulting in a trajectory which can swiftly change direction. (B) GPS-Profile of the single blade installation process captured by another sensor mounted on the single blade installation tool. This allowed accurate tracking of the process in both space and time. (C) Integration of accelerations yields the trajectory of the orbit, from which the absolute deflection, a measure of how much the nacelle diverges from its base position can be obtained. (D) Applying a 60 s average of the deflection allows for the correlation of the deflection with external parameters, such as sig. wave height or wind speed.
2.4 Modal parameters

The monitoring campaign, which covered the states where the tuned mass damper system was either disabled (blocked) or activated was also used to identify the effectiveness of the TMD system by continuously determining the overall structural damping of the Tower-Nacelle-Hub assembly. To determine the structural damping ratio from the accelerations with unknown input (output only data), system identification techniques are applied such as the Random Decrement Method (RDM) as well as Stochastic Subspace Identification (SSI) and Enhanced Frequency Domain Decomposition (EFD).

Random Decrement Method Figure 3a schematically shows the principle behind the random decrement method. Based on the assumption that the random excitation consists of a deterministic component which corresponds to free vibration terms and a random component which corresponds to forced vibrations, the random part can be eliminated by averaging a large number of blocks extracted from the time domain signal with a length \( \tau \). The blocks are chosen with the help of a threshold level. The Random Decrement Signature (RDS) (Figure 3b and Figure 3c) results the averaged time segments and the resulting damping ratio can be derived from the logarithmic decrement whereas the quality of the RDS strongly depends on the selection of the segment duration \( \tau \) and the threshold \( y_S \).

The random decrement method has been approved for system identification analyses of structures and buildings ([14]–[16]). Since the results of the damping are depending on the threshold and the segment duration, these parameters were varied to gain stochastic certainty. A window length of 2 and 3 periods (based on the determine natural frequency of the main structure) was analysed as well as a threshold level of 30%, 50% and 60% of the max value of the investigated time history.

Figure 3b and Figure 3c show exemplary random decrement signatures from which the structural damping of the TNH was determined by analysing the decaying curve. This process was automated and applied for the complete time series that were recorded.

Operational Modal Analysis The stochastic subspace identification method is considered as a robust output-only identification technique compared to other available methodologies [17]. SSI algorithms identify a stochastic state-space model of the structure. The resulting model can then be translated into a more convenient structural model form for engineering interpretation of the results. The state-space model can be related to both modal model and Finite Element (FE) model formulations. The method works in the time domain and is based on a state space description of the dynamic problem assuming a linear behavior of the structure and a time-invariant dynamic response of the system due to a white-noise excitation. The system identification results at different model orders are compared to distinguish true structural modes from spurious modes in so-called stabilization diagrams. The time domain based SSI technique together with additional techniques such as the Enhanced Frequency Domain Decomposition (EFDD) techniques are often combined in algorithms for commercial Operational Modal Analysis software packages. The EFDD method relies on computation of response spectra. Long records are, therefore, required to keep low the error on spectrum estimation and to extract modal parameters in a reliable way. The software ARTEMIS from SVIBS (Structural Vibration Solutions) was used to identify the vibration modes of the TNH and to determine the structural damping. The results are plotted as stabilization cards and the estimated modal parameters are listed together with information about the probabilistic uncertainty.
Identification of TMD parameters  A two-measuring point acquisition, for which the vibrations of the wind turbine tower structure and the vibrating mass of the TMD are recorded can be used to determine the TMD parameters. But since this method will only provide the absolute vibrations of main structure and TMD a certain post-processing effort is required. Direct information regarding the relative TMD displacements can be gained when the relative vibrations of the TMD mass in addition to the vibrations of the main structure are getting obtained to derive the TMD parameters directly.
3 RESULTS

3.1 Nacelle deflections during single blade installation

Figure 4 shows exemplary two time series of nacelle deflection during the installation of two offshore wind turn turbines during single blade installation, where one turbine was equipped with a tuned mass damper. Both instantaneous deflection as well as the 10 min. mean of the deflection is shown (white line). A black horizontal line indicates the limit for single blade installation as learned during previous installations. For the installation without a TMD (Figure 4a), this limit is exceeded multiple times. Though the 10 min. average remains well below the limit. The time series shown starts after the finalised nacelle installation, spans an intermediate time period of about two hours within which the single blade installation tool (yoke) is picked up by the crane and then includes the three consecutive blade installations. Total blade installation spanned approx. 62 h with installation attempts made at each window where the deflection dropped below 3% tower diameter. Six attempts at blade installation were made, for each blade two, where each of the first attempts failed.

During single blade installation with a TMD (Figure 4b) deflection was almost entirely above the threshold. With the beginning of the blade installation, the TMD was activated. This is indicated by the hatched area. An immediate response in nacelle deflection can be observed with the instantaneous deflection dropping below the installation limit with the exception of four spikes. The 10 min. mean of the nacelle deflection assumes a near constant value at when compared to the prior time period. The total blade installation installation duration was approx. 13 h, a significant reduction when compared to the previous installation duration without a TMD. To compare the two installations and to correlate the observed behaviour with metocean parameters, time series were divided into 10 min. segments and a temporal average was applied. This is shown in Figure 4c, where the 10 min. mean nacelle deflection is shown for the two previous installations as a function of the significant wave height.

During the installation without a TMD, significant wave height was between 0.75 m and 1.8 m. For the installation with a TMD, the wave range was between 1.25 m and 1.9 m. A clear reduction in mean deflection can be observed. Furthermore, while for the installation without a TMD mean deflection spread for a constant sig. wave height, spreading is significantly reduced with a TMD present.

Figure 5 shows 10 min. mean deflections for all captured installations with (red) and without (blue) a TMD present. The 10 min. mean deflection as a function of the significant wave height (Figure 5a), the wave peak period (Figure 5b) and the 10 min. mean wind speed (Figure 5c) are shown. Additionally, to give a simple model, a linear function is fitted using linear regression to both data sets.

The linear functions for both installations with and without TMD converge at a min. mean deflection of 0.5%. For the installations with the TMD activated, the slope of mean deflection with significant wave height and wind speed is greatly reduced compared to the installations without a TMD present. As in Figure 4c, the spreading for a given wind speed Figure 5c or wave height Figure 5a is reduced as well. No clear correlation between mean deflection and wave peak period can be observed.
Figure 4: Time series of the nacelle deflection during single blade installation without a tuned mass damper (TMD) (a) and with TMD present (b). The white lines indicate the 10 min. mean of the deflection. The black line represents the empirically determined single blade installation limit of the deflection above which most installation attempts fail. (c) shows a scatter diagram of the 10 min. mean deflections from the two installations as a function of significant wave height.
Figure 5: Scatter diagrams for the 10 min. mean deflection as a function of significant wave height $H_S$ (a), wave peak period $T_P$ (b) and the 10 min. mean wind speed $U$ (c). Red indicates installations without a tuned mass damper (TMD), blue corresponds to installations with an active TMD.
3.2 Modal parameters

Figure 6 shows recorded time series of fore-aft and side-side accelerations of the wind turbine in different configurations (TNH, THNB1, TNHB2 and TNHB3) as well as the corresponding spectrograms (lower row, left and right hand side) which show the Auto Power Spectra of 10 minute - time segments plotted vs. the entire time of the monitoring campaign for the examined structure. The spectrogram not only indicates the times of the rotor blade installation for which a shift of the natural frequency can be detected but also the reduced acceleration values of the Auto-Power-Spectra and the much wider peaks indicating the increase of structural damping.

![Figure 6: Top: Measured acceleration time series (fore-aft and side-side direction) of the wind turbine tower with Nacelle during single blade installation. The hatched area indicates the TMD being unlocked, resulting in an immediate reduction in accelerations. Bottom: Spectrogram (APS for 10 min time segments vs. recorded time). With each installed blade, a shift in frequency can be observed.](image)

Figure 7 shows the determined damping ratios for time series with a length of 10 minutes, obtained via RDM. The time periods for which the TMD has been activated can clearly be identified. With the TMD deactivated, the damping ratio remains mostly below 1 %. With the activation of the TMD, damping ratio increases to values between 2 % and 4 %.

Figure 8a and Figure 8b show the resulting stabilization diagrams for a time period with blocked TMD and with activated TMD. It can be seen that for the state with blocked TMD the identified modal parameters coincide with structural damping determined with the Random Decrement Method. The damping estimation with the SSI algorithm revealed smaller structural damping ratios than determined with the RDM (TMD active: 2.52 %, no TMD: 0.57 %).
Figure 7: Above: Measured acceleration time histories of the wind turbine tower with Nacelle during rotor blade installation (x: fore-aft and y: side-side). Below: Determined Structural Damping ratio for time segments of 10 minutes using the Random Decrement Method.

Figure 8: Resulting Stabilization Diagrams from the Operational Modal Analysis (SSI Method) using the recorded ambient accelerations of TNH during single blade installation – (a): with blocked TMD – (b): with TMD – tuning frequency higher than optimum.
3.3 Behaviour of the Tuned Mass Damper

Figure 9 shows the FFT spectra of 5 minute time segments of the accelerations measured at the nacelle (left) and the TMD mass (right). Initially (Time \( \leq 1 \)h) the FFTs of the Nacelle and the TMD mass show the same acceleration amplitudes and similar narrow peaks, which indicates, that the TMD is blocked. Later the FFT spectra of the Nacelle shows much smaller acceleration amplitudes with wider peaks, indicating that the TMD is active.

![FFT Spectra](image)

The transfer function (shown for the measured accelerations of the nacelle in Figure 10) corresponds to a Frequency Response Function of the TMD system without the interaction with the main structure. From this function the tuning frequency and TMD damping ratio can be obtained by comparison with a single-degree of freedom approximation. The tuning frequency is 0.227 Hz while the TMD damping ratio is determined to be 10 %.

![Transfer Function](image)

Figure 9: FFT Spectra of the acceleration time histories (5 minute segments) at Nacelle and TMD mass plotted for the entire monitoring time

Figure 10: Left: Recorded Time Histories of the accelerations at Nacelle and TMD – Center: FFT Spectra of the entire time – Generated Transfer function and approximated single degree of freedom - frequency response function with a tuning frequency of 0.227 Hz and a TMD damping ratio of 10 %.
4 DISCUSSION

The results presented here indicate that a TMD might indeed be a cost-effective and robust measure to improve single blade installation. However, much remains to be learned about the correlations and causalities of observed effects during single blade installation. While the measurements showed, that relative motions are indeed driven by wind and waves, the strong correlation between wind and waves - at least in the North Sea - does not allow to discern whether one of the two loads is the main driver.

While the TMD reduced deflections by more than 50 % compared to deflections observed during installations without a TMD at similar sea states other factors may still have a significant influence on the success of the single blade installation process. Among these are wind loads on the blade lifting device, wave loads on the ship and human influence as the installations are carried out manually. Structural damping increased significantly, independent on calculation method. Nevertheless more measurement with a higher precision are needed to gain more insight into the dynamic behaviour of offshore wind turbines in general and during installation in particular.

Apart from a reduction in relative motion and an increase in structural damping, the tuned mass damper increases the predictability of turbine behaviour during planning and execution of single blade installation and thus leads to a significant reduction in (financial) project risk.

Furthermore, the reduction in relative motion also leads to a reduction in HSE risks as well as a reduction in component damage. The unpredictable nacelle motions during the mating of the blade root and the hub pose a significant risk to technicians and can also lead to collisions between the hub/nacelle and the blade/lifting device.

While intended as a cost-efficient manner of measuring in dynamic behaviour of the turbines during installation, it has become apparent, that the MEMS-based sensor devices are fully capable of measuring relevant parameters with the needed precision and therefore present a novelty as well. In future studies the data obtained during this measurement campaign should be used to verify design load models as well as structural responses obtain via numerical simulations.

With regards to the operational modal analysis: a trial to determine the frequency response function for shorter time periods and detect variations of the TMD parameters with varying excitation levels and characteristics was not possible, since the time periods have to be long enough to generate the transfer function for TMD and Nacelle. While measuring the accelerations of the vibrating mass of a TMD system only provides an absolute vibration value, the direct acquisition of the relative displacement between TMD mass and main structure enables to determine the resulting TMD displacement directly but again not the TMD parameters such as tuning frequency and damping. To assess these values a comparison with a calculation model is still required.

We hypothesize, that the success rate of single blade installation is also dependent on the direction of oscillations, e.g. the shape of the orbit. This has yet to be investigated in future studies, where installation times should be correlated not only with nacelle deflection but also deflection direction and changes thereof.
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Abstract. The main goal of the WindFarmSHM research project is the development, validation and optimization of a monitoring strategy to be applied at the level of the wind farm, which should be able to evaluate the structural condition of a set of wind turbines and their consumed fatigue life. The accomplishment of this goal implies the development of an experimental campaign, the construction of numerical models and the implementation of new data processing methodologies.

The experimental campaign is being performed at Tocha wind farm (an onshore wind farm located in Portugal) and includes the monitoring of three wind turbines, loaded by winds with different turbulence intensities motivated by the neighboring wind turbines, during a period of about 2 years. The instrumentation includes strain gauges, clinometers and accelerometers distributed in the tower and rotor.

As a first step in the development of tools to assess the fatigue condition of wind turbine towers, this work describes the data processing needed to obtain an accurate experimental estimation of the bending moments applied in the tower of the already fully instrumented wind turbine (WT1) and the validation of the obtained results using complementary monitoring components.

The experimental results reported in this contribution are also being used for calibration of advanced numerical models developed in FAST, which are very relevant for a better understating of the experimental data.
1 INTRODUCTION

Wind energy has experienced a truly remarkable evolution during the last two decades in terms of installed capacity and technological developments. In the EU, wind was the fastest growing energy source between 2005 and 2017, surpassing coal in 2016 as the second largest total installed power generation capacity [1]. 2017 was a record year for onshore and offshore installations that grew, respectively, 14.3% and 101% compared to 2016. It is expected that this capacity will continue to grow and that it will even double in a minimum interval of 10 years (taking the most optimistic forecast) [2].

Based on this scenario, it is possible to identify some of the present challenges, highlighting the concerns of the wind operators that need to manage the existing infrastructure. Wind turbines were designed to operate 20 years, so it is estimated that about one half of the accumulated capacity currently installed in the EU will reach the end of design life in 2030 [2]. It is therefore essential to create a regulatory framework that defines the rules for the actions to be taken when the expected design life of the structures is exhausted.

Considering this background, the main goal of the WindFarmSHM research project is the development, validation and optimization of new methodologies to continuously assess the structural elements of wind turbines: tower, blades and foundation. This implies the development of innovative algorithms for data processing in order to:

i) Evaluate the remaining fatigue life of the main structural components based on the direct measurement of strains with strain gages, curvature measurements using pairs of clinometers or/and adopting a virtual sensors approach [3, 4];

ii) Extrapolate results obtained for instrumented wind turbines to non-instrumented wind turbines of the same wind farm, using SCADA data.

As a first step, this work describes the methodology and its validation for experimental estimation of the bending moments applied in the tower.

2 TOCHA WIND FARM

Tocha wind farm is located in the central region of Portugal approximately 3 km from the coastline, inserted in a coastal area with plain sandy terrain. It consists of five VESTAS wind turbines, model V100 with 1.8 MW of rated power, totaling 9.0 MW of installed power. This wind farm is owned by EDP Renewables and started its operation in May 2012.

Figure 1 shows the geographic location of the wind farm, the distribution of the five wind turbines (identified with numbers that will be used throughout this work)

![Figure 1: Tocha wind farm: a) Geographic location in Portugal [5]; b) Implantation area [6]; c) Wind turbines [7].](image_url)
The Vestas V100-1.8 MW is a wind turbine designed for low wind onshore sites, so it features a larger rotor diameter, enabling it to deliver higher output at low wind speeds. It is a 3-bladed upwind turbine with a rotor diameter of 100 m (sweep an area of 7850 m²) and a generator rated at 1.8 MW. The turbine operates at variable speeds from 9.3 to 16.6 rpm with a pitch control system. The hub is placed at a height of 95 m and is supported by a steel tower, of variable diameter, composed of four segments that are linked by bolted connections. Since the soil is sand, the steel tower is connected to a 14 by 14 m concrete slab supported by sixteen concrete piles with 1 m diameter.

As shown in Figure 2, the power production increases gradually from cut-in wind speed (4 m/s) to rated wind speed (12 m/s) and is stable up to cut-out wind speed (20 m/s).

![Figure 2: Wind turbines at Tocha wind farm and power curve of V100-1.8MW](https://en.wind-turbine-models.com)

### 3 MONITORING SYSTEMS

The experimental campaign in Tocha wind farm involves the simultaneous monitoring of several wind turbines during a period of about two years, which includes three instrumentation layout. However, only the tower monitoring systems comprehending acceleration and strain recording installed in wind turbine 1 are briefly described in this paper. A detailed description of the Tocha wind farm experimental campaign as well as some preliminary results can be found in [8].

The accelerations measurement system installed in the tower is based on a central acquisition system to which all sensors are connected. It is composed by six force-balance accelerometers distributed along the tower height, measuring accelerations along two orthogonal horizontal directions at three sections, according to the scheme presented in Figure 3. In order to limit the length of the GPS signal cable (GPS antenna located in the nacelle), the central acquisition system (KMI) is located at the top platform, around 87 m.
In order to evaluate alternative procedures for estimating static and dynamic bending moment diagrams along the tower, two alternative monitoring systems were considered: using strain and rotation measurements (not covered in this work), combined with accelerometers.

The strains system is composed of six 2D rosette strain gages, which measure the strain in two orthogonal directions and four temperature sensors Pt100.

In order to estimate the static bending moments diagram along the entire length of the tower the six strain gauges are distributed in two cross sections: four sensors at 6.5 m from the base of the tower (bottom section) and two sensors at 7.7 m (top section) as shown in Figure 4. The four temperature sensors are located in the bottom section, next to the strain gauges.

As will be demonstrated in the next section, measuring deformation in the direction perpendicular to the tower axis and temperatures is important to allow the evaluation of alternative procedures to minimize the influence of temperature on the measured longitudinal deformations.

These two monitoring components are connected to a National Instruments digitizer and processor, installed at the base of the tower. The acquisition frequency is 50 Hz for the strains measurements and 1 Hz for temperature measurements. A program developed in LabView for this specific application ensures data acquisition and recording.

Figure 5 shows the position of the strain gauges and clinometers along the vertical alignment formed by strain gauges A and E.
In order to process the data collected from the described monitoring systems, it is essential to have SCADA data that accurately characterize the environmental and operational conditions of the wind turbine. In this study, the owner of the wind farm provides SCADA data with two types of sample rates: mean, maximum and minimum values from 10 min periods (SCADA 10 min) and data with a sampling interval of 15 sec (SCADA high resolution), of several operational and environmental parameters.

The data acquired with a higher sampling frequency is very useful as it allows accurately monitoring the rapid variations of some parameters, such as wind speed and direction, rotor speed, yaw angle and blades pitch angle, which is not possible to follow from the average values.

As shown in the Table 1, the monitoring of the tower is composed by three independent monitoring systems that adopt different timing protocols. In this way, it is necessary to synchronize all these systems in a common time frame to permit the joint processing of different sensors datasets.

<table>
<thead>
<tr>
<th>Acquisition system</th>
<th>Sensors type</th>
<th>Timing protocols</th>
</tr>
</thead>
<tbody>
<tr>
<td>KMI</td>
<td>Force-balance, Accelerometers</td>
<td>Global Positioning System time (GPS)</td>
</tr>
<tr>
<td>cRIO</td>
<td>Strain gauges, Clinometers, Temperature</td>
<td>Internal clock</td>
</tr>
<tr>
<td>SCADA</td>
<td>SCADA sensors</td>
<td>Network Time Protocol (NTP)</td>
</tr>
</tbody>
</table>

Table 1: Summary of installed monitoring systems at the tower of WT1 and corresponding timing protocols.

Global Positioning System time protocol was chosen as the reference from which all other systems were synchronized, so the force-balance accelerometers system is the reference time.

The synchronization of the cRIO acquisition system was performed by comparing the time series of extensions with the time series of accelerations measured by the force-balance sensors (Figure 6 left). The delay between the two systems identified over time is variable due to the limited accuracy of the internal clock of the cRIO system, so the time shift between the two systems is continuously updated. In a second phase, in order to make this synchronization
mora accurate are easy to automate, a low cost accelerometer placed next to one of the force balance sensors was connected to the cRIO.

The synchronization of SCADA data was performed by comparing the evolution of the yaw angle (SCADA high resolution) with the time series of strains over a variation of yaw angle of the nacelle (the eccentricity of the nacelle and rotor mass generates a sinusoidal signal in the strains gauges as shows in Figure 6 right). A constant delay of approximately 50 seconds was observed between the two systems.

![Figure 6: Synchronization of the monitoring systems.](image)

**4 PROCESSING METHODOLOGY, CALIBRATION AND VALIDATION**

Strain gauges are very sensitive sensors and many factors can easily preclude accurate measurements. All potential sources of errors need to be identified and it is necessary to implement a methodology for the signal processing according to the precision of the intended results.

Thus, the experimental determination of bending moments in the tower requires the acquired raw data to be pre-processed to obtain the real deformation. In the present application, as a first trial, the methodology presented in [9] with some upgrades is being followed. In a general way, this methodology consists of the following three steps: i) correction of the effect of temperature on strain gauges; ii) signal correction based on the average value of the extensions recorded on diametrically opposed sensors; iii) signal calibration according to guideline [10]. In the following sections, the steps of the implemented methodology are presented and validated.

**4.1 Orientation Calibration**

The first step is to determine the exact position of the sensors in the instrumented section of the tower (despite the care used in the sensor gluing there are always inaccuracies in sensor position), taking into account a local coordinate system where the y-axis coincides with the position of the entrance door. The nacelle angle defines the fore-aft and side-side axis for which the bending moments will be estimated.

As shown in Figure 7, the full rotation of the nacelle generates a sinusoidal signal in the strains gauges due the eccentricity of the nacelle and rotor mass. The values of the yaw angle for which the minimum value of the signals occurs correspond to the radial position of each sensor. In a good installation, the maxima and minima of diametrically installed sensors
should happen for the same time instant and for that same time instant the other two sensors should be close to zero. Please note that the strains presented in Figure 7 were pre-processed to have zero mean.

![Figure 7: Yaw angle nacelle (left) and strain gauges signals (right) during nacelle full rotation at Aug 25, 2019 (see sensor positions in Figure 4 and Figure 5).](image)

### 4.2 Correction of temperature effects

Many factors can easily distort strain measurements, but temperature is the most frequent source of errors. Temperature can influence the measurement of strains in two ways: thermal output and non-linear temperature gradient.

Thermal output is caused by variation of the electrical resistivity of the grid conductor with temperature and the differential thermal expansion between the grid conductor and the steel of the tower. This effect is minimized using the thermal output compensation curve provided by the manufacturer and the temperature measured on the steel surface.

The local heating of the sun can also influence the measured strains, as the temperature gradient may become non-linear. This parasite strains are minimized by averaging the two signals provided by the gauge couple installed at 180°.

Strain gauges are connected to the acquisition system using a ¼-bridge configuration with three wires in order to avoid effects of temperature on the cables.

In order to demonstrate in a practical example the influence of the temperature on the strain measurements, Figure 8 a) represents four strain signals measured at the bottom section, after being zeroed during the nacelle full rotation performed at around 07:00 (without compensation of the temperature effects). The same signals but with temperature effects minimized is shows at Figure 8 b). Comparing these figures, it is observed that in the first one the signals provided by the gauge couple installed at 180° are not perfectly symmetric, whereas in the second there is a perfect symmetry with respect to the x axis.
Figure 8: Daily temperature effects on strains measurements at the bottom section: a) Strains signals zeroed during the nacelle rotation; b) Strains signals zeroed during the nacelle rotation with compensation of the temperature effects; c) Temperature measurements
4.3 Drift correction

A significant drift is observed on the strains signals over time [11]. The correction of this drift is based on the procedure defined by the International Electrotechnical Commission (IEC) standards called calibration check [10]. The mean of the signals generated by yawing the nacelle through 360° represents the zero point (Figure 7).

A total of 10 full rotation of the nacelle, that met all the requirements, were observed in the period of 01-Aug-2019 to 01-Dec-2019 and were used to the calibration process (Figure 9).

![Graph](image)

Figure 9: Mean value of the full rotation signals observed at August-2019 to December-2019 (see sensor positions in Figure 4 and Figure 5).

It appears that in the first months the drift remains close to 85 µε for couple A-C. For the couple B-D, there is an initial 15 µε drift with a linear evolution up to about 35 µε over the first month. In the following months, the drift remains approximately constant.

4.4 Amplitude validation

The last validation consists of checking if the values of the strains measured in the structure and processed according to the procedure just presented correspond to real values of deformation of the structure due to applied loads.

In this sense, the average values of strains observed in all the recorded 10 min setups (total of 14720 setups) are shown in the Figure 10 as a function of the yaw angle. These values are compared with the theoretical strain curve that would be obtained for the maximum thrust force applied at the rotor level. It should be noted that the maximum drag force applied at the hub level is approximately 280 kN (calculated from the drag coefficients presented in [12]).

There is a good agreement between theoretical and experimental values. However, it should be noted that maximum strain values are not obtained for all directions. This is because prevailing conditions of wind action exist. These results also allow validating the calibration of the sensor orientation in section 4.1.
Figure 10: Average measured strains of strain gauges A, B, C and D (August-2019 to January-2020).

The bending moments estimated from the measurement of strains were also compared with those that can be obtained from the measurement of accelerations. Considering a rotor stop event (in which only the first vibration mode of the tower explains the structure's response) the displacement of the tower at the level of the accelerometer S1 was determined by double integration of the acceleration (Figure 11 left). Using a stiffness matrix provided by a simple numerical model developed in Robot [13], it was possible to determine the equivalent modal force applied at the S1 sensor level and the associated bending moment at the section instrumented with strain gages. The method followed to determine the response of structures in displacement from the measurement of accelerations is further developed in [3, 4].

For the same rotor stop event the strain time series measured at strains gauge D is represented in Figure 11 right.

Figure 11: Rotor stop event on Oct, 5 2019: Time series of displacements at the top of the tower estimated from accelerations measured at sensor S1 (left) and strains at strain gauge D (right)
The bending moments at the base of the tower estimated from accelerations and strains are shown in the Figure 12. There is an excellent similarity between the bending moments estimated with the two methods. The error is less than 10% and can be explained by the difficulty in accounting for the exact stiffness of the tower.

![Figure 12: Bending moments at the base of the tower estimated from accelerations and strains time series.](image)

5 RESULTS

After the calibration and validation of the methodology to estimate the bending moments at the base of the tower, some final results are presented.

Applying the described data processing to the recorded series, in Figure 13 the temporal evolutions of the bending moments observed in the bottom instrumented section are presented, for the two main directions, considering two alternative turbine operation scenarios. The experimental results are compared with numerical counterparts, obtained from a model developed in FAST [14] and calibrated using the methodology described in [15].

It is possible to verify a good agreement between the numerical and experimental results. It should be noted that the simulated wind loads respect the mean and standard deviations observed in the field measurements, but the time series are different. In both analyzed situations, the mean values and scatter of the FA bending moments are very similar.

![Figure 13: Experimental and numerical bending moments time series for FA and SS directions in the bottom instrumented section of the tower considering two operating conditions (TI: turbulence intensity; $M_{x}$: bending moment average).](image)
A very interesting in wind turbine towers is to express the evolution of the stresses as a function of wind speed. Figure 14 shows the 10 min average bending moment at the tower base for the fore-aft direction versus the 10 min average wind speed provided by the SCADA system during normal operation, considering different turbulence intensities.

Despite the short period of analysis, the results are quite promising. The drag force that is acting on the rotor and is responsible for the tower deflection is reduced above 10 m/s due the starting of the pitch control to keep the lift force and rotor speed constant. It is also verified that for wind speeds between 8 and 12 m/s the bending moment decreases as the turbulence intensity increases.

![Figure 14: 10min average bending moment at the tower base for fore-aft direction versus the 10min average wind speed during normal operation, considering different turbulence intensities (August-2019 to January-2020).](image)

6 CONCLUSIONS

This paper presents the methodology followed for the experimental evaluation of bending moments at the tower of a wind turbine. The quite extensive monitoring campaign that is being conducted in Tocha wind farm is described, with particular attention for the strains monitoring system.

Special attention is given to the signal processing of the strain gauges, taking into account that temperature is known to be the major cause of signal perturbation. In this way, it is presented a procedure to minimize de daily temperature effects and also the long-term effects on the strain gauges. The post-processed strain signal are validated with theoretical and other experimental results.

Although the amount of data is still small, the results obtained are very promising. They are the starting point for fatigue calculation under development.
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Abstract: Two alternative modal decomposition procedures are applied to the vibration of a generic WT rotor blade, subjected to wind thrust loads. The first one, published first in [7] and [16], is based on a state-space-formulation of the equations of motion with symmetric damping matrix, which represents non-proportional damping. By use of the complex right eigenvectors of the associated quadratic eigenvalue problem a modal transformation matrix in real space is assembled, combining two complex transformations. The proposed procedure retains all common advantages of the classic modal decomposition of the equations of motion.

The second applied procedure, known as a “phase synchronisation method”, is presented in [14], [15]. The equations of motion here are formulated in the Lancaster state space form. Beside this the associated complex conjugated eigenvector and eigenvalue pairs are combined in separated modal resp. spectral matrices – this is another major difference to the first procedure. The assembling of the final real-space transformation matrix is based on the notion of “phase synchronisation”. The development of both procedures is described briefly, differences and advantages are discussed and pointed out in details.

Both presented methods are demonstrated on numerical example - vibration of a wind turbine rotor blade subjected to wind thrust loads. The presumed symmetric non-proportional damping matrix is derived by an aerodynamic damping approach, applied on the level of the differential equations of the beam element.
1 INTRODUCTION

The solution of the classic linear eigenvalue problem, associated to the equations of motion of multi-degree-of-freedom-systems (MDOFS), consists of real eigenvalues (natural frequencies) and real eigenvectors. The inclusion of viscous damping in the equations of MDOFS leads to a quadratic eigenvalue problem with corresponding complex conjugate pairs of eigenvalues and eigenvectors.

Starting point of our considerations are the equations of motion of a damped MDOFS in configuration space

\[ M\ddot{V} + D\dot{V} + KV = p(t) , \]  

(1.1)

where \( M, D \) and \( K \) are, respectively the (n x n) mass, damping and stiffness matrix, and \( V, \dot{V}, \ddot{V} \) are respectively the (n x 1) displacement, the velocity and the acceleration vectors and \( p(t) \) is the (n x 1) excitation vector.

In structural mechanics problems the matrices \( M, D \) and \( K \) are considered to be real, symmetric and positive definite, excluding the presence of rigid body modes. In the classic modal analysis \( D = 0 \), in this case Eq. (1.1) can be decoupled by use of the real right eigenvectors \( X_j \) of the undamped system:

\[ (\lambda^2 M + K) Q_j = 0 \]  

(1.2)

In the case of classically damped system with \( D \neq 0 \) Eq. (1.1) can also be decoupled by the real eigenvectors of the undamped system. According to [2] the necessary and sufficient condition for classical damping is:

\[ DM^{-1}K = KM^{-1}D \]  

(1.3)

The proportional damping assumption

\[ D = \alpha M + \beta K , \]  

(1.4)

the so-called Rayleigh damping, is a particular case of classic damping – Eq. (1.4) satisfies the condition (1.3).

The associated quadratic eigenvalue problem to Eq. (1.1) is

\[ (M\lambda_j^2 + D\lambda_j + K)Q_j = 0 \]  

(1.5)

where

\[ \lambda_j = \alpha_j + i\omega_D \rightarrow Q_j ; \quad \bar{\lambda}_j = \alpha_j - i\omega_D \rightarrow \bar{Q}_j \]  

(1.6)

are complex conjugate eigenvalues with associated complex eigenvector pairs \( Q_j, \bar{Q}_j \).
This paper presents the simplest variant of a general modal decomposition method, presented in some variants in [7] and [16]-[19]. The method is used to transform in real-space the equations of motion of multi-degree-of-freedom-systems (MDOFS) with symmetric damping matrix, representing non-proportional damping. The equations of motion are stated in state-space formulation. The variant, presented in Section 3, is described in comparison with a similar technique for decoupling of non-classically damped system equations, referred to as phase synchronization, presented in earlier publications [4], [14], [15]. This approach has been described in [13] and [14] for free and forced vibrations in configuration space formulation. In [15] it has been shown the interpretation of the decoupling transformation by phase synchronization on the basis of state space formulation.

The problem of decoupling the homogenous problem in Eq. (1.5) can also be addressed as a reduction of the quadratic pencil \( Q(\lambda) = M\lambda^2 + D\lambda + K \). In [8], [9] and [4], [5] have been proposed the notion of structure-preserving transformations in diagonalizing \( Q(\lambda) \). In [15] it has been shown the interpretation of the decoupling transformation by phase synchronization on the basis of state space formulation, under the assumption that all the eigenvalues \( \lambda_j, \bar{\lambda}_j \) are complex and distinct.

In order to introduce to the method presented in Section 3, we will first briefly review in Section 2 the phase synchronization procedure on the basis of state space formulation according to [14], [15].– for the case of forced vibrations with \( n \) distinct complex conjugated eigenvalues \( \lambda_j \).

2 THE PHASE SYNCHRONIZATION PROCEDURE IN STATE SPACE

All eigenvalues \( \lambda_j, \bar{\lambda}_j \) in Eq. (1.6) are supposed to be complex conjugated and distinct, i.e. the quadratic eigenvalue problem is non-defective.

First of all, Eq. (1.1) should be written in state space in the symmetric Lancaster form, see [12]:

\[
\begin{bmatrix}
D & M \\
M & -M
\end{bmatrix}
\begin{bmatrix}
\dot{V} \\
\ddot{V}
\end{bmatrix}
+
\begin{bmatrix}
K \\
-M
\end{bmatrix}
\begin{bmatrix}
V \\
\dot{V}
\end{bmatrix}
=
\begin{bmatrix}
p(t)
\end{bmatrix}
\tag{2.1}
\]

The associated state space eigenvalue problem takes the form

\[
\begin{bmatrix}
D & M \\
M & -M
\end{bmatrix}
\begin{bmatrix}
\lambda_j \\
\bar{\lambda}_j
\end{bmatrix}
+ \begin{bmatrix}
K \\
-M
\end{bmatrix}
\begin{bmatrix}
X_j \\
\lambda_j X_j
\end{bmatrix}
= L(\lambda_j)
\begin{bmatrix}
X_j \\
\lambda_j X_j
\end{bmatrix}
= 0
\]

\[
\Rightarrow \begin{bmatrix}
K \\
-M
\end{bmatrix}
\begin{bmatrix}
X_j \\
\lambda_j X_j
\end{bmatrix}
= -\lambda_j \begin{bmatrix}
D & M \\
M & -M
\end{bmatrix}
\begin{bmatrix}
X_j \\
\lambda_j X_j
\end{bmatrix}
\tag{2.2}
\]

The symmetrically linearized pencil \( L(\lambda_j) \) is referred to as the Lancaster structure.

A first complex modal transformation is defined by
\[
\left[ \mathbf{V} \right] = \left[ \begin{array}{c|c}
X & \bar{X} \\
\hline
X \Lambda & \bar{X} \bar{\Lambda}
\end{array} \right] \begin{bmatrix} a \\ b \end{bmatrix}
\]  

(2.3)

where

\[
\begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} a_1 & a_2 & \cdots & a_n \end{bmatrix}^T, \quad \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} b_1 & b_2 & \cdots & b_n \end{bmatrix}^T
\]

(2.4)

are new complex modal coordinates,

\[
X = \begin{bmatrix} X_1 & X_2 & \cdots & X_n \end{bmatrix}, \quad \bar{X} = \begin{bmatrix} \bar{X}_1 & \bar{X}_2 & \cdots & \bar{X}_n \end{bmatrix}
\]

(2.5)

are modal matrices built by the complex \( X_j \) respec. the conjugate complex eigenvectors \( \bar{X}_j \), and

\[
\Lambda = \text{diag}[\lambda_1, \lambda_2, \cdots, \lambda_n], \quad \bar{\Lambda} = \text{diag}[\bar{\lambda}_1, \bar{\lambda}_2, \cdots, \bar{\lambda}_n]
\]

(2.6)

are the associated spectral matrices. The transformation (2.3) implies that the j-th damped mode of vibration \( s_j(t) \) is expressed as a linear combination

\[
s_j(t) = X_j \left( c_j e^{\lambda_j t}\right) + \bar{X}_j \left( \bar{c}_j e^{\bar{\lambda}_j t}\right)
\]

(2.7)

The eigenvectors \( X_j, \bar{X}_j \) may be normalized with respect to the mass matrix \( M \), which leads to the relationships

\[
2\lambda_j X_j^T M X_j + X_j^T D X_j = 2i \omega_{Dj} = \lambda_j - \lambda_j \quad \text{resp.}
\]

\[
2\lambda_j \bar{X}_j^T M \bar{X}_j + \bar{X}_j^T D \bar{X}_j = -2i \omega_{Dj} = \bar{\lambda}_j - \lambda_j
\]

(2.8)

Substitute Eq. (2.3) into (2.1) and pre-multiply by \[ \begin{bmatrix} X & \bar{X} \end{bmatrix} \] to obtain

\[
\begin{bmatrix} X & \bar{X} \end{bmatrix}^T \left[ \begin{array}{c|c}
\begin{array}{c|c}
D & M \\
\hline
M & \bar{X} \bar{\Lambda}
\end{array} & \begin{array}{c|c}
X & \bar{X} \\
\hline
\bar{X} \Lambda & \bar{X} \bar{\Lambda}
\end{array}
\end{array} \right] \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} \begin{array}{c|c}
X & \bar{X} \end{bmatrix} p(t) \\
\hline
\bar{X} \bar{\Lambda} \end{array}
\]

\[
\begin{bmatrix} X^T D X + 2\Lambda (X^T M X) \\
\bar{X}^T D \bar{X} + 2\bar{\Lambda} (\bar{X}^T M \bar{X}) \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} + \begin{bmatrix} X^T \Lambda X + \Lambda (X^T M X) \Lambda \\
\bar{X}^T \Lambda \bar{X} + \bar{\Lambda} (\bar{X}^T M \bar{X}) \bar{\Lambda} \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} \begin{array}{c|c}
X^T p(t) \\
\hline
\bar{X}^T p(t) \end{array} \end{bmatrix}
\]

(2.9)

Accounting for the normalization (2.8), the left side of Eq.(2.9) can be reformulated:

\[
\begin{bmatrix} \Lambda - \bar{\Lambda} \\
\bar{\Lambda} - \Lambda \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} + \begin{bmatrix} (\bar{\Lambda} - \Lambda) \Lambda \\
(\Lambda - \bar{\Lambda}) \bar{\Lambda} \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} \begin{array}{c|c}
X^T p(t) \\
\hline
\bar{X}^T p(t) \end{array} \end{bmatrix}
\]

(2.10)
The state space form (2.1) is now decoupled in the complex form (2.10). Note that although Eq. (2.1) has been decoupled in state space, the new introduced complex variables $[a \ b]$, see Eq. (2.3), cannot be classified as displacements and velocities.

In the next step a purely real 2n-dimensional vector $[x^T \ y^T]^T$ is defined:

$$[x^T \ y^T] = \begin{bmatrix} I & I \\ \Lambda & \bar{\Lambda} \end{bmatrix} [a \ b]$$  \hspace{1cm} (2.11)

The inverse relationship of (2.11) is

$$[a \ b] = \begin{bmatrix} I & I \\ \Lambda & \bar{\Lambda} \end{bmatrix}^{-1} [x^T \ y^T] = \begin{bmatrix} (\Lambda - \bar{\Lambda})^{-1} \bar{\Lambda} \\ (\Lambda - \bar{\Lambda})^{-1} \Lambda \end{bmatrix} [x^T \ y^T] = S [x^T \ y^T]$$  \hspace{1cm} (2.12)

The reason of the definitions (2.11) and (2.12) is better clarified by looking at Sec. 3, Eq. (3.2), (3.4), (3.19).

Finally, we substitute Eq.(2.12) into (2.10) and then pre-multiply the resulting equation by $S^T$ to obtain the real-space relationship (2.13)

$$S^{-1} \begin{bmatrix} \Lambda - \bar{\Lambda} \\ -\bar{\Lambda} + \Lambda \end{bmatrix} [I \ \ 0] [x^T \ y^T] + \begin{bmatrix} \Lambda - \bar{\Lambda} \\ -\bar{\Lambda} + \Lambda \end{bmatrix} \begin{bmatrix} 0 \\ -I \end{bmatrix} [x^T \ y^T] = S^{-1} \begin{bmatrix} (\Lambda - \bar{\Lambda})^{-1} \bar{\Lambda}X^T - \Lambda X^T \\ (\Lambda - \bar{\Lambda})^{-1} (X^T - \bar{\Lambda}X^T) \end{bmatrix} \text{p}(t)$$

$$\begin{bmatrix} D_1 & I \\ I & 0 \end{bmatrix} [x^T \ y^T] + \begin{bmatrix} \Omega_1 & 0 \\ 0 & -I \end{bmatrix} [x^T \ y^T] = \begin{bmatrix} T_1^T \text{p}(t) \\ T_2^T \text{p}(t) \end{bmatrix}$$  \hspace{1cm} (2.13)

where $D_1, \Omega_1, T_1$ and $T_2$ are real-space matrices (what can easy be checked):

$$D_1 = (\Lambda - \bar{\Lambda})^{-1} (-\bar{\Lambda} + \Lambda) = -\text{diag}[\lambda_1, \lambda_2, \ldots, \lambda_n] = -\text{diag}[2\alpha_1, 2\alpha_2, \ldots, 2\alpha_n]$$  \hspace{1cm} (2.14)

$$\Omega_1 = (\Lambda - \bar{\Lambda})^{-1} (\bar{\Lambda} \Lambda - \Lambda \bar{\Lambda}) = \text{diag}[\lambda_1, \lambda_2, \ldots, \lambda_n] = \text{diag}[\alpha_1^2 + \omega_1^2, \ldots, \alpha_n^2 + \omega_n^2]$$  \hspace{1cm} (2.15)

$$T_1 = (X \bar{\Lambda} - \bar{\Lambda}X) (\Lambda - \bar{\Lambda})^{-1}$$

$$T_2 = (X - \bar{\Lambda}) (\Lambda - \bar{\Lambda})^{-1}$$  \hspace{1cm} (2.16, 2.17)

Eq. (2.13) is the transformed uncoupled real-space form of the original equations of motion (2.1), the introduced n-dimensional vector $x$ can be referred to as modal coordinates. The matrix equation (2.13) can be solved by expressing $y$ from the second equation, see Eq. (2.19), and replacing it in the first one to get

$$\ddot{x} + D_1 \dot{x} + \Omega_1 x = T_1^T \text{p}(t) + T_2^T \dot{\text{p}}(t)$$  \hspace{1cm} (2.18)

Eq. (2.18) represents $n$ uncoupled single-mass oscillator equations, which can be solved numerically by any time step integration operator. Having the time series $x(t), \dot{x}(t)$ and $\ddot{x}(t)$, the modal coordinates $y(t)$ can be expressed from Eq. (2.13) to:

$$y = \dot{x} - T_2^T \text{p}(t)$$  \hspace{1cm} (2.19)
The relationship between the modal coordinates $[\hat{X}]$ and the original state space variables $[V]$ from (2.1) can be derived by combining the first complex transformation (2.3) with the complex transformation introduced by (2.12):

$$
[V] = \begin{bmatrix} X & \frac{\bar{X}}{\Lambda} \end{bmatrix} \begin{bmatrix} a & b \end{bmatrix} = \begin{bmatrix} X & \frac{\bar{X}}{\Lambda} \end{bmatrix} \begin{bmatrix} I & I \end{bmatrix}^{-1} [\hat{X}] \tag{2.20}
$$

The upper half of (2.20) is

$$
V = (X\bar{\Lambda} - \bar{X}\Lambda)(\bar{\Lambda} - \Lambda)^{-1}x + (\bar{X} - \bar{x})(\bar{\Lambda} - \Lambda)^{-1}y = T_1x + T_2y \tag{2.21}
$$

and accounting for Eq.(2.19):

$$
V = T_1x + T_2\left(\dot{x} - T_2^T p(t)\right) \tag{2.22}
$$

By use of Eq. (2.19) the real-space solution (2.20) can be rewritten in state space form:

$$
\begin{bmatrix} V(t) \\ \dot{V}(t) \end{bmatrix} = \begin{bmatrix} X & \frac{\bar{X}}{\Lambda} \end{bmatrix} \begin{bmatrix} I & I \end{bmatrix}^{-1} \begin{bmatrix} x(t) \\ \dot{x}(t) - T_2^T p(t) \end{bmatrix} \tag{2.23}
$$

The inverse transformation of (2.23) is

$$
\begin{bmatrix} x(t) \\ \dot{x}(t) \end{bmatrix} = \begin{bmatrix} I & I \end{bmatrix} \begin{bmatrix} X & \frac{\bar{X}}{\Lambda} \end{bmatrix}^{-1} \begin{bmatrix} V(t) \\ \dot{V}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ T_2^T p(t) \end{bmatrix} \tag{2.24}
$$

3 MODAL ANALYSIS PROCEDURE BASED ON THE STIFFNESS NORMALIZED RIGHT EIGENVECTORS

In this section is described a procedure, similar to the phase synchronization method in state space formulation, presented in Sec. 2. We will consider the case of forced vibrations with n distinct complex conjugated eigenvalues $\lambda_i$, see Eq. (3.12), what is the most relevant case in structural mechanics based on finite element formulation. The detailed development of the procedure differs in some points from the decomposition method based on the Lancaster form (2.1). The description of the differences in details, compared to the development steps in Section 2, aims to outline the structural mechanics background of the utilized mathematical transformations.

In order to derive the modal transformation for a MDOFS we will first consider the viscously damped single-degree-of-freedom-system (SDOFS).

3.1 The single mass oscillator

The equation of motion of a SDOFS is written in the extended form
\[
\begin{bmatrix}
1 & -\omega^2 \\
-\omega^2 & m
\end{bmatrix}
\begin{bmatrix}
\dot{v}(t) \\
\dot{q}
\end{bmatrix}
+ \begin{bmatrix}
\frac{2\eta \omega}{\omega^2} & \omega^2 \\
\omega^2 & k
\end{bmatrix}
\begin{bmatrix}
\dot{v}(t) \\
\dot{q}
\end{bmatrix}
= \begin{bmatrix}
p(t) \\
p
\end{bmatrix}
\]

\[m\ddot{q} + kq = p\]  \hspace{1cm} (3.1)

where \(\ddot{v}\) is acceleration, \(\dot{v}\) - velocity, \(v(t)\) - displacement, \(\omega = \sqrt{\frac{k}{m}}\) - free vibration frequency and \(\eta = \frac{c}{2m\omega}\) - Lehr’s damping ratio.

The corresponding quadratic eigenvalue problem leads to two complex conjugate right eigenvectors \(q_j, (j = 1,2)\)

\[\dot{q} + (m^{-1}k)q = 0 \rightarrow q_1 = [\lambda_r + i\lambda_i], \quad q_2 = [\lambda_r - i\lambda_i] \]  \hspace{1cm} (3.2)

where \(\lambda_r = -\eta \omega = \alpha\), \(\lambda_i = \omega \sqrt{1 - \eta^2} = \omega_D\) are the real resp. imaginary part of the associated complex conjugate eigenvalues \((\lambda = \lambda_r + i\lambda_i, \quad \bar{\lambda} = \lambda_r - i\lambda_i)\).

The eigenvectors \(q_j\) are normalized with respect to the stiffness matrix \(k\), Eq. (3.1), and denoted by \(\varphi_j\):

\[\begin{bmatrix} q_1 & q_2 \end{bmatrix}^T \cdot k \cdot \begin{bmatrix} q_1 & q_2 \end{bmatrix} = \begin{bmatrix} h_{11} & h_{12} \\
& h_{22} \end{bmatrix} \rightarrow \varphi_j = \frac{q_j}{\sqrt{h_{jj}}} \quad (j = 1,2) \]  \hspace{1cm} (3.3)

The (2 x 2) modal matrix \(\varphi\), associated to the eigenvalue problem (3.2), is cast:

\[\varphi = [\varphi_1 \quad \varphi_2] \]  \hspace{1cm} (3.4)

The normalization (3.3) leads to the orthogonality relationships (3.5), (3.6):

\[\varphi^T m \varphi = \varphi^T \begin{bmatrix} 1 & -\omega^2 \\
-\omega^2 & \frac{1}{\lambda_r} \end{bmatrix} \varphi = \begin{bmatrix} -\frac{1}{\lambda_r} & -\frac{1}{\lambda_r} \end{bmatrix} \leftrightarrow (\varphi^T)^{-1} \begin{bmatrix} -\frac{1}{\lambda_r} & -\frac{1}{\lambda_r} \end{bmatrix} \varphi^{-1} = \begin{bmatrix} 1 & -\omega^2 \end{bmatrix} \]  \hspace{1cm} (3.5)

\[\varphi^T k \varphi = \varphi^T \begin{bmatrix} \frac{2\eta \omega}{\omega^2} & \omega^2 \\
\omega^2 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 1 \end{bmatrix} \leftrightarrow (\varphi^T)^{-1} \begin{bmatrix} 1 & 1 \end{bmatrix} \varphi^{-1} = \begin{bmatrix} \frac{2\eta \omega}{\omega^2} & \omega^2 \end{bmatrix} \]  \hspace{1cm} (3.6)

In Sec. 3.2 there will be used the analytical expression for the inverse of the complex modal matrix \(\varphi(\omega,\eta)\):

\[\varphi^{-1} = \frac{1}{2\sqrt{1-\eta^2}} \begin{bmatrix} W_2 - iW_1 & Q + iP \\
W_2 + iW_1 & Q - iP \end{bmatrix} \]  \hspace{1cm} (3.7)

where

\[W_1 = \sqrt{\omega \sqrt{1 - \eta^2} (1 - 2\eta \sqrt{1 - \eta^2})}, \quad W_2 = \sqrt{\omega \sqrt{1 - \eta^2} (1 + 2\eta \sqrt{1 - \eta^2})} \]  \hspace{1cm} (3.8)

\[P = \omega (W_2 \sqrt{1 - \eta^2} - \eta W_1), \quad Q = \omega (W_1 \sqrt{1 - \eta^2} + \eta W_2) \]  \hspace{1cm} (3.9)

3.2 Modal transformation of the MDOFS equations

At first the equations of motion (1.1) are recast to first order equations in state space:
\[
\begin{bmatrix} M & -K \\ Q & K_G \end{bmatrix} \begin{bmatrix} \dot{\psi} \\ \dot{\gamma} \end{bmatrix} + \begin{bmatrix} D \\ K \end{bmatrix} \begin{bmatrix} \psi \\ \gamma \end{bmatrix} = \begin{bmatrix} p(t) \\ p \end{bmatrix}
\] (3.10)

where \(M_G\) and \(K_G\) are, respectively the \((2n \times 2n)\) symmetric generalized mass and the generalized stiffness matrices. The formulation in state space (3.10) doesn’t use the Lancaster form (2.1), but retains the symmetry in the generalized matrices.

The associated quadratic eigenvalue problem can be written in the \(2n\)-dimensional form

\[
(\lambda_j M_G + K_G) \begin{bmatrix} \lambda_j X_j \\ X_j \end{bmatrix} = 0
\] (3.11)

where

\[
\lambda_j = \lambda_{rj} + i \lambda_{ij} \quad , \quad \overline{\lambda_j} = \lambda_{rj} - i \lambda_{ij} \quad , \quad (j = 1, \ldots, n)
\] (3.12)

are the corresponding \(n\) complex conjugate eigenpairs. Each \(j^{th}\) eigenvector-pair \((X_j, \overline{X}_j)\) can be normalized (index \(j\) omitted) with respect to the general stiffness matrix \(K_G\):

\[
\begin{bmatrix} \lambda X_j^T \\ X_j \end{bmatrix} \begin{bmatrix} D & K \\ K & D \end{bmatrix} \begin{bmatrix} \lambda X_j \\ X_j \end{bmatrix} = A + iB \quad \rightarrow \quad \Phi = \frac{X}{\sqrt{A+iB}} = \Phi_r + i \Phi_i
\] (3.13a)

\[
\begin{bmatrix} \lambda X_j^T \\ X_j \end{bmatrix} \begin{bmatrix} D & K \\ K & D \end{bmatrix} \begin{bmatrix} \lambda X_j \\ X_j \end{bmatrix} = A - iB \quad \rightarrow \quad \overline{\Phi} = \frac{X}{\sqrt{A-iB}} = \Phi_r - i \Phi_i
\] (3.13b)

Due to the normalization (3.13a-b) the orthogonality relationships (3.14), (3.15) hold – expressed in terms of the \(j^{th}\) eigenvector-pair (index \(j\) omitted):

\[
\begin{bmatrix} \lambda \Phi \\ \overline{\lambda} \overline{\Phi} \end{bmatrix}^T \begin{bmatrix} M & -K \\ Q & K \end{bmatrix} \begin{bmatrix} \lambda \Phi \\ \overline{\lambda} \overline{\Phi} \end{bmatrix} = \begin{bmatrix} -1 \\ -\frac{1}{\lambda} \end{bmatrix}
\] (3.14)

\[
\begin{bmatrix} \lambda \Phi \\ \overline{\lambda} \overline{\Phi} \end{bmatrix}^T \begin{bmatrix} D & K \\ K & D \end{bmatrix} \begin{bmatrix} \lambda \Phi \\ \overline{\lambda} \overline{\Phi} \end{bmatrix} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}
\] (3.15)

Then the \((2n \times 2n)\) complex modal matrix \(\Phi_G\) can be built up:

\[
\Phi_G = \begin{bmatrix} \lambda_1 \Phi_1 & \overline{\lambda_1} \overline{\Phi_1} & \cdots & \lambda_n \Phi_n & \overline{\lambda_n} \overline{\Phi_n} \\ \Phi_1 & \overline{\Phi_1} & \cdots & \Phi_n & \overline{\Phi_n} \end{bmatrix}
\] (3.16)

Note the difference to the form of Eqs. (2.3), (2.5) – the complex eigenvectors \(X\) and the conjugated complex \(\overline{X}\) are split, but in (3.16) they remain in pairs.

By the aid of the modal matrix \(\Phi_G\) and with account for (3.14), (3.15), the modal decomposition of the equations of motions (3.10) is performed to:
\[
\Phi_G^T \begin{bmatrix}
M & -K \\
\frac{1}{\lambda_1} & \cdots & \frac{1}{\lambda_n}
\end{bmatrix}
\Phi_G \hat{A} + \Phi_G^T \begin{bmatrix}
D & K \\
1 & \cdots & 1
\end{bmatrix} \Phi_G A = \Phi_G^T \begin{bmatrix}
p(t)
\end{bmatrix}
\] (3.17)

where the new complex modal coordinates \( A \) are introduced by Eq. (3.18):

\[
\begin{bmatrix}
\dot{v} \\
v
\end{bmatrix}
= \Phi_G A(t) = \Phi_G \begin{bmatrix}
a_1(t) & b_1(t) & \cdots & a_n(t) & b_n(t)
\end{bmatrix}^T
\] (3.18)

According to the assembly of the global modal matrix \( \Phi_G \) in (3.16), the complex coordinates \((a_j, b_j)\) in the definition (3.18) remain in pairs, corresponding to the eigenvalue pair \((\lambda_j, \bar{\lambda}_j)\), whereas in the definition (2.4) in Sec. 2 they are separated. In comparison to the analogous decoupling transformation (2.10) the uncoupled modal equations (3.17) have – due to the normalization (3.13) – a very clear and more simple form of the modal stiffness matrix (equal to unity matrix) and of the modal mass matrix (equal to the inverse spectral matrix).

In a next step a second transformation of the complex modal equations (3.17) will be introduced in order to get \((j = 1, \ldots, n)\) uncoupled single oscillator equations in real space. The complex modal coordinates \([a_j \ b_j]^T\), Eq. (3.18), will be replaced by new real coordinates \([x_j \ y_j]^T\) for each j-th eigenpair, introduced by the definition:

\[
\begin{bmatrix}
a_j(t) \\
b_j(t)
\end{bmatrix}
= (\Phi^{(j)})^{-1} \begin{bmatrix}
x_j(t) \\
y_j(t)
\end{bmatrix}, \quad
\begin{bmatrix}
\dot{a}_j \\
\dot{b}_j
\end{bmatrix}
= (\Phi^{(j)})^{-1} \begin{bmatrix}
\dot{x}_j(t) \\
\dot{y}_j(t)
\end{bmatrix}
\] (3.19)

Taking into account (3.19), the modal equations (3.17) can be transformed in pairs into the real form of SDOFS-equation (index \(j\) omitted), with regard to the inverse relationships (3.5), (3.6):

\[
(\Phi^{-1})^T \begin{bmatrix}
\frac{1}{\lambda} & \frac{1}{\bar{\lambda}} \\
-\frac{1}{\bar{\lambda}} & \frac{1}{\lambda}
\end{bmatrix} \varphi^{-1} \cdot \begin{bmatrix}
\dot{x} \\
\dot{y}
\end{bmatrix}
+ (\Phi^{-1})^T \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix} \varphi^{-1} \cdot \begin{bmatrix}
\dot{x} \\
\dot{y}
\end{bmatrix}
= (\Phi^{-1})^T \begin{bmatrix}
\frac{1}{\lambda} \Phi^T p(t) \\
\frac{1}{\bar{\lambda}} \Phi^T p(t)
\end{bmatrix}
\] (3.20)

Note that the matrix \((\varphi)^{-1}\) can be expressed according to Eq. (3.7)-(3.9) simply by the real and imaginary parts \((\lambda_{rj}, \lambda_{ij})\) of the corresponding eigenvalue pair \((\lambda_j, \bar{\lambda}_j)\).

Combining the two complex transformations (3.18), (3.19), a new \((2n \times 2n)\) transformation basis \(\Psi\) can be defined:

\[
\begin{bmatrix}
\dot{\psi} \\
\psi
\end{bmatrix}
= \Phi_G \begin{bmatrix}
(\Phi^{(1)})^{-1} & \cdots & (\Phi^{(n)})^{-1}
\end{bmatrix} \begin{bmatrix}
x_1 \\
y_1 \\
\vdots \\
x_n \\
y_n
\end{bmatrix}
= \left(\Phi_G \Psi^{-1}\right) \begin{bmatrix}
x \\
y
\end{bmatrix}
\] (3.21)
Finally, by the aid of the relationship (3.21), see also (3.17) and (3.20), the equations of motion (3.10) can be transformed into n real uncoupled SDOFS block equations as follows:

\[
\begin{bmatrix}
\mathbf{Y}^T 
\end{bmatrix} \cdot \begin{bmatrix}
\mathbf{M} - \mathbf{K} \\
\vdots \\
\mathbf{1} - \omega_n^2 
\end{bmatrix} \cdot \begin{bmatrix}
\mathbf{X} \\
\mathbf{y}_1 \\
\mathbf{y}_n 
\end{bmatrix} + \begin{bmatrix}
\mathbf{Y}^T 
\end{bmatrix} \cdot \begin{bmatrix}
\mathbf{D} & \mathbf{K} \\
\vdots & \mathbf{0} \\
\omega_n^2 & \omega_n^2 
\end{bmatrix} \cdot \begin{bmatrix}
\mathbf{X} \\
\mathbf{y}_1 \\
\mathbf{y}_n 
\end{bmatrix} = \begin{bmatrix}
\mathbf{Y}^T 
\end{bmatrix} \cdot \begin{bmatrix}
\mathbf{P} \\
\mathbf{g}_1 \\
\vdots \\
\mathbf{g}_n 
\end{bmatrix}
\]

(3.22)

It can be shown that the \( \mathbf{Y} \)-matrix and all „load“-vector component \([g(t) \ h(t)]^T\) in Eq. (3.22) are purely real. After component multiplication of the analytically expressed terms of \( \Phi_G \) and of \( \Psi^{-1} \) all imaginary parts cancel each other, see details in [16], [19].

The components of two columns in the real-space matrix \( \mathbf{Y} \), belonging to the \( j \)th eigenvector-pair, may be denote as

\[
\mathbf{Y} = \begin{bmatrix}
\mathbf{Y}_{x1}^{(j)} & \mathbf{Y}_{y1}^{(j)} \\
\mathbf{Y}_{x2}^{(j)} & \mathbf{Y}_{y2}^{(j)} 
\end{bmatrix}
\]

(3.23)

Analytical expressions for the components in (3.23) can be derived as functions of the corresponding \( \omega, \eta \) and the real and imaginary parts of the \( \Phi_j \), accounting also for (3.7)-(3.9), (index \( j \)) omitted:

\[
\begin{align*}
\mathbf{Y}_{x1}^{(j)} &= \frac{\omega}{\sqrt{1 - \eta^2}} \left[ (-\eta W_2 + \sqrt{1 - \eta^2} W_1) \Phi_{rj} - (\eta W_1 + \sqrt{1 - \eta^2} W_2) \Phi_{ij} \right] \\
\mathbf{Y}_{y1}^{(j)} &= \frac{\omega^2}{\sqrt{1 - \eta^2}} \left[ (-\eta Q - \sqrt{1 - \eta^2} P) \Phi_{rj} + (\eta P - \sqrt{1 - \eta^2} Q) \Phi_{ij} \right] \\
\mathbf{Y}_{x2}^{(j)} &= \frac{1}{\sqrt{1 - \eta^2}} \left[ W_2 \Phi_{rj} + W_1 \Phi_{ij} \right] \\
\mathbf{Y}_{y2}^{(j)} &= \frac{\omega}{\sqrt{1 - \eta^2}} \left[ Q \Phi_{rj} - P \Phi_{ij} \right]
\end{align*}
\]

(3.24a-d)

Similarly, the two components of the associated “load” vector are analytically:

\[
\begin{align*}
g(t) &= \frac{\omega}{\sqrt{1 - \eta^2}} \left[ (-\eta W_2 + \sqrt{1 - \eta^2} W_1) \Phi_{rj}^T + (\eta W_1 + \sqrt{1 - \eta^2} W_2) \Phi_{ij}^T \right] p(t) \\
h(t) &= \frac{\omega^2}{\sqrt{1 - \eta^2}} \left[ (-\eta Q - \sqrt{1 - \eta^2} P) \Phi_{rj}^T + (\eta P - \sqrt{1 - \eta^2} Q) \Phi_{ij}^T \right] p(t)
\end{align*}
\]

(3.25a-b)

3.3 Comparison to the “phase synchronization” procedure

The transformation in Sec.2, analogously to (3.19), is given by Eq. (2.12). The advantage of the (2 x 2) transformation used in (3.20) is that it is done on the level “SDOFS-equation”, employing stiffness normalization for the modal matrix \( \Phi \) — see Eq.(3.3). In contrast to this in the relationship (2.12) a (2n x 2n) matrix \( \begin{bmatrix} \mathbf{I} & \mathbf{I} \\ \mathbf{A} & \mathbf{A} \end{bmatrix} \) has to be inverted. Besides the analytical
inversion of the simple *(2 x 2)* matrix *\( \mathbf{\phi}^{(j)} \)* in (3.7), the definition (3.19) seems quite natural in order to transform the complex modal equations (3.17) back to the real form of uncoupled SDOFS – as seen in (3.20).

The mechanical reason of the relationship (2.11) and the inverse form (2.12) is clarified by looking at the eigenvectors (3.2) of the SDOFS. Due to the inverse order of displacements and velocities \( \begin{bmatrix} V \\ \dot{V} \end{bmatrix} \) in the Lancaster form (2.1) in compare to the formulation (3.10), the meaning of the modal coordinates \( (x_j, y_j) \) here is interchanged, compare Eq. (2.18) and (3.27).

### 3.4 Solution of the modal equations and back transformation

Each SDOFS block equation in (3.22) can be solved eliminating the modal coordinate \( x_j \) to obtain the usual form of the SDOFS equation of motion (index \( j \) omitted):

\[
x(t) = \dot{y} + \frac{1}{\omega^2} h(t)
\]  

\[
\ddot{y}(t) + 2\eta\omega \dot{y}(t) + \omega^2 y(t) = g(t) - \frac{2\eta}{\omega} h(t) - \frac{1}{\omega^2} \dot{h}(t)
\]  

(3.26) 

(3.27)

A usual numerical step-by-step integration of Eq. (3.27) yields the modal response \( y_j(t) \), the modal coordinate \( x_j(t) \) is calculated then according to (3.26). The back transformation to the original 2n state variables \( \begin{bmatrix} V(t) \\ \dot{V}(t) \end{bmatrix} \) is done by superposition in accordance to (3.21) of the modal time series \( x_j(t), y_j(t) \) (assembled in \( \mathbf{X} \), Eq. (3.22)).

The final SDOFS equations from type (3.27) for each \( j \)-th eigenpair can be rebuilt in the uncoupled diagonal form (2.18) for the MDOFS – note that \( y(t) \) in (3.27) corresponds to \( x(t) \) in (2.18). The right sides of both equations clearly correspond to each other.

### 4 NUMERICAL APPLICATION TO A ROTOR BLADE VIBRATION

The numerical example considers the vibrations of a generic rotor blade subjected to wind thrust load. The equations of motion in the Lancaster form (2.1) and in the state space form (3.10) are solved applying resp. the “phase synchronization” technique, described in Sec.2, and the proposed modal decomposition method in Sec. 3. In both cases have been employed only the first four lowest natural frequencies and the associated four complex eigenmodes.

#### 4.1 Structural data, geometry and loads

All structural data for the reference rotor blade – geometry, mass, stiffness data etc. - have been taken from [23]. The blade model with 288 DOF is built by 48 beam elements, the overall blade length is 63 m. The finite element stiffness and mass matrices are calculated on the base of numerical integration of the system of differential equations for the Bernoulli-beam, see detailed description of the employed transfer matrix method in [21].
4.2 Wind loads

The wind speed time series $u(t)$, see Fig. 2, used for calculation of the wind thrust force, is an arbitrary 25-sec-cut from a real 10-min wind speed record in an offshore location in Baltic sea. This time series is used to calculate in a simple way realistic wind thrust loads. They are calculated on the basis of the formula for the aerodynamic lift force per unit length of an aerofoil, see [1] p.59:

$$L = \frac{1}{2} \rho \cdot ch(r) \cdot W^2 \cdot C_L$$  \hspace{1cm} (4.1)

where:  
$W$ : air velocity relative to the aerofoil  
$\rho$ : air density $= 1.225$ [kg/m$^3$]  
$ch(r)$ : chord length of the aerofoil  
$C_L$ : lift coefficient $C_L = 2\pi \alpha = 2\pi \left( \frac{\pi}{180} \cdot 6.0 \right) = 0.658$,  
with an assumed constant AoA $\alpha = 6.0$ [deg]

The air velocity $W$ in Eq. (4.1) is the vector sum of the circumferential speed $\Omega r$ (with assumed $\Omega = 12$ rpm after the initial four seconds) and the wind speed $u$, incident on the rotor plane in accordance with the Betz-theory:

$$W = \sqrt{(\Omega \cdot r)^2 + \left( \frac{2}{3}u \right)^2} \quad \text{where} \quad \Omega = \left( \frac{12}{30} \pi \right) \text{ in [rad/s]}$$  \hspace{1cm} (4.2)
4.3 The non-proportional damping approach

For both procedures, the one described in Sec.2 and the modal decomposition method in Sec. 3, was applied the same system damping matrix. The matrix $\mathbf{D}$, see Eq. (2.1) and (3.10), which represents non-proportional damping, has been assembled including an stiffness proportional damping part and an aerodynamic damping part.

In order to determine the first damping part the lowest four free-vibration frequencies and associated periods for the undamped system are calculated first to

$$
\begin{align*}
    f_1 &= 0.6722 \ [s^{-1}] & T_1 &= 1.488 \ [s] \\
    f_2 &= 1.0934 \ [s^{-1}] & T_2 &= 0.915 \ [s] \\
    f_3 &= 1.9177 \ [s^{-1}] & T_3 &= 0.521 \ [s] \\
    f_4 &= 3.9647 \ [s^{-1}] & T_4 &= 0.252 \ [s]
\end{align*}
$$

(4.3)
With an assumed damping ratio \( \eta = 0.008 \) for the first natural period \( T_1 \), see [1], p. 249, the stiffness-proportional damping part of \( D \), see Eq. (1.4), has been calculated:

\[
D_p = \beta K, \quad \beta = \frac{2\eta}{\omega_1} = \frac{\eta T_1}{\pi} = 0.00379 [s] \tag{4.4}
\]

The second aerodynamic damping part \( D_a \) of the system damping matrix is derived on the basis of a simple approach for the aerodynamic damping coefficient per unit length, given in [1], p. 247:

\[
c(r) = \frac{1}{2} \rho \cdot \Omega r \cdot \text{ch}(r) \cdot \frac{dC_L}{da} \left[ \frac{kg \cdot 1}{s \cdot m} \right], \quad \text{where} \quad \frac{dC_L}{da} = 2\pi \tag{4.5}
\]

The damping coefficients \( c(r) \) along the x-axis, which represent the aerodynamic damping, are active for vibration in flapwise direction (\( z \)-direction in Fig. 1). In Eq. (4.6) are plotted the calculated \( c(r) \)-values for the last 12 points along the rotor axis.

\[
\begin{array}{ccc}
 r & \text{ch}(r) & c(r) \\
 [m] & [m] & [kg/s/m] \\
 56.7 & 2.28654 & 783.731 \\
 57.7 & 2.22487 & 776.044 \\
 58.7 & 2.11651 & 751.041 \\
 59.2 & 2.03366 & 727.789 \\
 59.7 & 1.93071 & 696.783 \\
 60.2 & 1.81172 & 659.315 \\
 60.7 & 1.68083 & 616.763 \\
 61.2 & 1.54223 & 570.555 \\
 61.7 & 1.39997 & 522.167 \\
 62.2 & 1.25892 & 473.127 \\
 62.7 & 1.1211 & 425.014 \\
 63.0 & 1.04312 & 397.265 \\
\end{array} \tag{4.6}
\]

Using the relationship (4.5), the damping matrix \( D_a \) for the Bernoulli-beam element is derived by analogy with the method used to derive the finite element mass matrix in [21]. The final symmetric system damping matrix \( D = D_p + D_a \) is assembled in the usual finite-element manner.

### 4.4 Rotor blade vibration applying the phase synchronization procedure

The equations of motion in the form (2.1) will be transformed employing only the first four eigenvalues and the associated eigenmodes. The first four lowest angular eigenfrequencies \( \omega_D j \) of the damped system and the corresponding damping ratios \( \eta_j \) are calculated to

\[
\omega_D j = \begin{pmatrix} 4.1399 \\ 6.8696 \\ 12.001 \\ 24.883 \end{pmatrix}, \quad \eta_j = \begin{pmatrix} 0.20484 \\ 0.013013 \\ 0.076574 \\ 0.047186 \end{pmatrix} \tag{4.7}
\]

The first four complex conjugate eigenvalue pairs from Eq. (2.2) are combined in the two spectral matrices, see Eq. (2.6):

\[
\Lambda = \begin{pmatrix}
-0.8664 + 4.141 i & 0 & 0 & 0 \\
0 & -0.0894 + 6.871 i & 0 & 0 \\
0 & 0 & -0.9182 + 12.0 i & 0 \\
0 & 0 & 0 & -1.175 + 24.88 i \\
\end{pmatrix} \tag{4.8a}
\]
\[
\bar{\Lambda} = \begin{pmatrix}
-0.8664 - 4.14i & 0 & 0 & 0 \\
0 & -0.0894 - 6.87i & 0 & 0 \\
0 & 0 & -0.9192 - 12.0i & 0 \\
0 & 0 & 0 & -1.175 - 24.88i
\end{pmatrix}
\] (4.8b)

The corresponding (288x4) mass normalized modal matrix \( X = [X_1 \ X_2 \ \cdots \ X_n] \) – Eq. (2.5), is computed to (here only the first twelve rows are printed):

\[
[X_1 \ X_2 \ X_3 \ X_4] =
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -0.02737 - 3.329 \times 10^{-13}i & 0 & -0.03778 + 1.558 \times 10^{-12}i \\
0 & -0.03531 + 0.0008951i & 0 & -0.04235 - 0.001384i \\
0 & 0 & 0 & 0 \\
0.001415 - 9.58 \times 10^{-16}i & 0 & 0.004074 - 4.16 \times 10^{-5}i & 0 \\
0 & -0.007704 - 1.154 \times 10^{-15}i & 0 & -0.002819 + 1.155 \times 10^{-15}i \\
0 & 0 & 0 & 0 \\
0 & -0.0276 - 3.333 \times 10^{-13}i & 0 & -0.03863 + 1.593 \times 10^{-12}i \\
0 & -0.03575 + 0.0009239i & 0 & -0.04557 - 0.001372i \\
0 & 0 & 0 & 0 \\
0.001415 - 9.605 \times 10^{-15}i & 0 & 0.004076 - 4.245 \times 10^{-7}i & 0 \\
0 & -0.007704 - 6.286 \times 10^{-16}i & 0 & -0.002819 + 1.171 \times 10^{-15}i
\end{pmatrix}
\] (4.9)

The two (8 x 8) system matrices in the modal uncoupled equations of motion (2.13) are

\[
[D_1 \ I] = \begin{pmatrix}
1.733 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1.788 & 0 & 0 & 0 & 1.0 & 0 & 0 \\
0 & 0 & 1.838 & 0 & 0 & 0 & 1.0 & 0 \\
0 & 0 & 2.351 & 0 & 0 & 0 & 0 & 1.0 \\
1.0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1.0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1.0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1.0 & 0 & 0 & 0 & 0
\end{pmatrix}
\] (4.10)

\[
[\Omega_1 \ 0] = \begin{pmatrix}
17.89 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 47.2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 144.9 & 0 & 0 & 0 & -5.457 \times 10^{-12} & 0 \\
0 & 0 & 0 & 620.5 & 0 & 0 & 0 & -3.638 \times 10^{-12} \\
1.758 \times 10^{-12} & 0 & 0 & 0 & -1.0 & 0 & 0 & 0 \\
0 & 2.648 \times 10^{-13} & 0 & 0 & 0 & -1.0 & 0 & 0 \\
0 & 0 & -2.425 \times 10^{-12} & 0 & 0 & 0 & -1.0 & 0 \\
0 & 0 & 0 & -4.078 \times 10^{-12} & 0 & 0 & 0 & -1.0
\end{pmatrix}
\] (4.11)

The “right side” vector in the final uncoupled modal equations (2.18) have been calculated as a function of the wind speed time series \( u(t) \):

\[
T^T_1 \mathbf{p}(t) + T^T_2 \mathbf{\dot{p}}(t) = \begin{pmatrix}
-19.32 \ u^2 \\
-1.951 \ u^2 \\
-2.096 \ u^2 \\
-0.5554 \ u^2
\end{pmatrix} + \begin{pmatrix}
0.02013 \ u \\
-1.743 \times 10^{-12} \ u \\
-0.1791 \ u \\
8.235 \times 10^{-12} \ u
\end{pmatrix}
\] (4.12)
The modal vibrations $x_j(t), y_j(t)$, $(j = 1, \ldots, 4)$ and the resulting time series for the original DOF in the next figures has been determined in the time $0 \ldots 25$[sec], the time step length for the applied Newmark integration method is $0.02434$ s.

The resulting time series of the modal coordinates are shown exemplarily in Figs. 4, 5 and 6.

Fig. 4 Time responses of the modal coordinates $x_1(t), y_1(t)$

Fig. 5 Time responses of the modal coordinates $x_2(t), y_2(t)$

Fig. 6 Time responses of the modal coordinates $x_3(t), y_3(t)$
The back transformation of the modal vibrations to the original DOF in accordance to Eq. (2.23) is done by means of the (576 x 8) real-space transformation matrix, shown in Eq.(4.13) (only the first 18 rows are printed, they correspond to the displacements $V(t)$):

$$
\begin{bmatrix}
X & \bar{X} & I & \bar{I}
\end{bmatrix}^{-1} =
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1.195 \times 10^{-5} & 4.859 \times 10^{-5} & 1.98 \times 10^{-16} & 0 & 1.203 \times 10^{-16} \\
-0.156 \times 10^{-9} & 0 & 1.647 \times 10^{-5} & 0 & 0.979 \times 10^{-9} & 0 & 1.503 \times 10^{-8} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
4.858 \times 10^{-13} & 0 & 1.916 \times 10^{-13} & 0 & 8.122 \times 10^{-3} & 0 & 1.715 \times 10^{-8} & 0 \\
0 & 1.396 \times 10^{-5} & 5.623 \times 10^{-5} & 0 & 8.828 \times 10^{-17} & 0 & 7.181 \times 10^{-17} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2.96 \times 10^{-3} & 0 & 0.000191 & 0 & 1.863 \times 10^{-16} & 0 & 1.457 \times 10^{-16} \\
-1.031 \times 10^{-7} & 0 & 4.063 \times 10^{-7} & 0 & 1.723 \times 10^{-7} & 0 & 3.628 \times 10^{-8} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7.439 \times 10^{-13} & 0 & -2.909 \times 10^{-13} & 0 & 1.234 \times 10^{-13} & 0 & -2.517 \times 10^{-8} & 0 \\
0 & -2.13 \times 10^{-5} & 0 & 8.447 \times 10^{-7} & 0 & 1.339 \times 10^{-16} & 0 & 1.163 \times 10^{-16} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 5.45 \times 10^{-5} & 0 & 0.000217 & 0 & 3.398 \times 10^{-16} & 0 & 2.773 \times 10^{-18} \\
-1.916 \times 10^{-5} & 0 & 7.504 \times 10^{-5} & 0 & 3.314 \times 10^{-12} & 0 & 6.543 \times 10^{-8} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1.024 \times 10^{-5} & 0 & -3.966 \times 10^{-5} & 0 & 1.685 \times 10^{-7} & 0 & 3.294 \times 10^{-4} & 0 \\
0 & -2.848 \times 10^{-5} & 0 & 0.000111 & 0 & 1.755 \times 10^{-16} & 0 & 1.417 \times 10^{-16}
\end{pmatrix}
$$

(4.13)

The total time responses for the original state variables $V(t)$, $\dot{V}(t)$, obtained by a back transformation according to Eq. (2.23), are plotted in Figs. 7-9 for the two bending directions at the rotor blade tip.

![Fig.7 Total vibration $v_2(t) [m]$ (in y-direction, see fig.1) at the rotor blade tip - node #49](image-url)
4.5 Application of the proposed new modal procedure

In this section the modal procedure based on the stiffness normalized eigenvectors, Sec. 3, is applied to the equations of motion (3.10) for a rotor blade. The geometry, structural data, wind thrust loads and the assembly of the system damping matrix for the rotor blade are described in Sec. 4.1-4.3.

Starting point for the calculations is the eigenvalue problem (3.11). The first four complex conjugate eigenvalue pairs of the matrix \( (M_G^{-1}K_G) \) are

\[
\begin{pmatrix}
-0.8636 + 4.13985 i \\
-0.8636 - 4.13985 i \\
-0.0894045 + 6.86957 i \\
-0.0894045 - 6.86957 i \\
-0.919237 + 12.0008 i \\
-0.919237 - 12.0008 i \\
-1.17544 + 24.8831 i \\
-1.17544 - 24.8831 i
\end{pmatrix}
\]
The number of modes considered in the modal transformation is limited to the first four eigenvector pairs. Exemplarily the 1-th and the 3-th complex eigenvector pairs are plotted in Fig.10 resp. Fig. 11. Due to the 288 DOF of the beam model, Fig.1, the (576x8) modal matrix $\Phi_G$ with stiffness normalized eigenvectors – Eq.(3.16), is computed to (here only the first twelve rows are printed)

\[
\begin{pmatrix}
0 & 0 & 2.28 \times 10^{-5} & 2.28 \times 10^{-5} & 2.28 \times 10^{-5} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
9.37 \times 10^{-1} & 0.01 \times 10^{-5} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1.10 \times 10^{-3} & 0.01 \times 10^{-5} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2.60 \times 10^{-6} & 2.60 \times 10^{-6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5.65 \times 10^{-6} & 5.65 \times 10^{-6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2.33 \times 10^{-6} & 2.33 \times 10^{-6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2.33 \times 10^{-6} & 2.33 \times 10^{-6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
4.15 \times 10^{-6} & 4.15 \times 10^{-6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
4.15 \times 10^{-6} & 4.15 \times 10^{-6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

(4.15)

Fig. 10 Real (left) and imaginary (right) part of the 1-th complex eigenvector pair

(associated eigenvalue $\lambda = -0.8664 \pm i 4.140$)
Fig. 11 Real (left) and imaginary (right) part of the 3-th complex eigenvector pair

(associated eigenvalue $\lambda = -0.919 \pm i 12.001$)

The matrix $\Psi^{-1}$ is calculated for the case of four involved eigenmodes according to Eq. (3.21), (3.7)-(3.9):

$$\Psi^{-1} = \begin{bmatrix}
\left(\varphi^{(1)}\right)^{-1} & \left(\varphi^{(2)}\right)^{-1} & \left(\varphi^{(3)}\right)^{-1} & \left(\varphi^{(4)}\right)^{-1}
\end{bmatrix}$$

$$= \begin{bmatrix}
1.2302 - 0.80443 i & 4.396 + 4.396 i & 0 & 0 & 0 & 0 & 0 & 0 \\
1.2302 + 0.80443 i & 4.396 - 4.396 i & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1.3275 - 1.2934 i & 9.0041 + 9.0041 i & 0 & 0 & 0 & 0 \\
0 & 0 & 1.3275 + 1.2934 i & 9.0041 - 9.0041 i & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1.8648 - 1.5994 i & 20.909 + 20.909 i & 0 & 0 \\
0 & 0 & 0 & 0 & 1.8648 + 1.5994 i & 20.909 - 20.909 i & 0 & 0 \\
0 & 0 & 0 & 0 & 2.612 - 2.3763 i & 62.2 + 62.2 i & 0 & 0 \\
0 & 0 & 0 & 0 & 2.612 + 2.3763 i & 62.2 - 62.2 i & 0 & 0
\end{bmatrix}$$

(4.16)
Finally, according to Eq. (3.21) and (3.24), the (576x8) real transformation matrix $Y$ is computed, see Eq. (4.17). Here are plotted the first 18 rows starting with row #289 – this part of $Y$ corresponds to the $V(t)$-vector of displacements.

$$
Y = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
$$

(4.17)

The time-dependent “load” vector in the final uncoupled modal equations (3.22) is calculated to be a function of the wind speed time series, see Fig. 2:

$$
\begin{bmatrix}
g_1(t) \\
h_1(t) \\
\vdots \\
g_4(t) \\
h_4(t)
\end{bmatrix} = Y^T \cdot \begin{bmatrix} P \end{bmatrix} = \begin{pmatrix} 19.36 \ u^2 \\
0.1812 \ u^2 \\
1.951 \ u^2 \\
0.1929 \ u^2 \\
-12.95 \ u^2 \\
0.5554 \ u^2 \\
0
\end{pmatrix}
$$

(4.18)

The (4x4) mass, damping and stiffness matrices of the four final uncoupled modal equations from type (3.27) are resp.

$$
\begin{pmatrix}
1.0 & 0 & 0 & 0 \\
0 & 1.0 & 0 & 0 \\
0 & 0 & 1.0 & 0 \\
0 & 0 & 0 & 1.0
\end{pmatrix}, \quad \begin{pmatrix}
1.733 & 0 & 0 & 0 \\
0 & 0.1788 & 0 & 0 \\
0 & 0 & 1.838 & 0 \\
0 & 0 & 0 & 2.351
\end{pmatrix}, \quad \begin{pmatrix}
17.89 & 0 & 0 & 0 \\
0 & 47.2 & 0 & 0 \\
0 & 0 & 144.9 & 0 \\
0 & 0 & 0 & 620.5
\end{pmatrix}
$$

(4.19)

Compare the numerical evaluations (4.10), (4.11) of the final modal equations from type (2.18) to the final equations (4.19) now – evidently both modal procedures leads to the same final uncoupled modal equations. The Same applies for the “load vectors” in (4.12) resp. (4.18).

Due to the equal final modal equations, as seen above, the time responses of the modal coordinates $y_j(t), x_j(t), \ (j = 1, \ldots, 4)$ are exactly the same. Exemplarily the $y_1(t), x_1(t)$ vibrations are plotted in Fig.12. Compare to Fig. 4 to note the interchanged meaning of $y_1$ and $x_1$ in this case, as already mentioned in Sec. 3.3.
By a back transformation according to Eq. (3.21) the total responses $V(t)$ is obtained. As a matter of course, all vibration plots in this case are exactly the same like in Figs. 7-9. Exemplarily the plots analogously to Figs. 7,8 is shown in Fig. 13.

For the sake of validation, the classic equations of motion (1.1) for the rotor blade model were calculated by direct time integration. The parameters used for the applied unconditionally numerically stable Newmark integration method are $\alpha = 0.5, \beta = 0.25$. The resulting flap- and edgewise vibrations are practically identical to the vibrations shown in Fig.13.

5 CONCLUSIONS

- The modal decomposition procedure, described briefly in Sec. 2, is well known from the literature, see [13] – [15]. Without any explanations of the notion of “phase synchronization”, the presented algorithm leads, starting with a modal transformation in complex space, to an uncoupled, real-space form of modal equations.

- In the proposed modal procedure, presented in Sec. 3, the transformation matrix is assembled employing the right complex conjugate eigenvector pairs, normalized on the SDOFS level and on MDOFS level with respect to the corresponding stiffness matrices.
The real-space modal transformation matrix $Y$, Eq. (3.23), (3.24a-d), is developed by combining of two complex transformations, resulting from the eigenvalue problem of the SDOFS and the MDOFS. There are shown and discussed some advantages and differences in comparison with “phase synchronization” method, Sec. 2, which is based on the “Lancaster” state space form of the equations of motion. The proposed procedure is derived in a quite natural way, but it doesn’t base on the notion of “phase synchronization”. Both procedures lead in the final form to same uncoupled real-space modal equations, as shown in the numerical example in Sec.4.

- One restrictive condition has to be accounted for: both considered modal procedures implies the existence of distinct complex conjugated eigenvalues, at least for the first lowest natural frequencies.

- Application of the “phase synchronization” and the proposed method implies availability of reliable professional eigensolver software for complex eigenvalue problems. Numerical problems for both procedures in especially this first basic step are to be probably expected in real-life structural models with a high number of DOFS. Another important algorithmic aspect to be accounted for is the assumed order of the eigenvalues and eigenvectors in each complex conjugate pair, Eq. (1.6), (3.12). All complex eigenvectors in the $\Phi_c$-matrix should be ordered in this way, see Eq. (3.16).

- One important advantage of the classic modal decomposition of the equations of motion is retained in both considered procedures - an uncomplete modal transformation may be performed by use of a few ($k << n$) eigenmodes to get $k$ uncoupled SDOFS block equations in real space. This leads with sufficient numerical accuracy to the total time response of all original $n$ DOF – as shown in the numerical examples in Sec. 4, employing only the first four complex eigenvalues and associated eigenmodes.

- The presented rotor blade vibration should only be a qualitative demonstration of the numerical performance of both presented modal procedure. For any quantitative conclusions about possible numerical limitations more tests and case studies should be done in future.

- In the numerical example in Sec. 4 was applied a simple approach for the aerodynamic damping in the beam element model. It was used mainly in order to create a symmetric damping matrix on the finite element level, which leads together with the assumed stiffness proportional damping to the damping matrix incorporating non-proportional damping.

- The real-space modal transformation (3.21) could be applied for description of the elastic deformation of a rotor blade beam model, as a part of the multi-body simulation of a wind turbine. In compare to the classic modal superposition, the proposed procedure operates by double number of modal coordinates - $\begin{pmatrix} x_j, y_j \end{pmatrix}$, assembled in the modal coordinates vector $X$. The formulation of the integral terms of the mass matrix and the general inertia forces for the flexible rotor blade body by use of this modal transformation is an interesting topic to be investigated in further research.
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Abstract. This paper proposes a new semi-supervised two-class pattern classification method for early damage detection of structures. The proposed approach comprises five consecutive steps, including the (i) collection of data samples representing the healthy condition of the structure (training period); (ii) clustering analysis; (iii) outliers elimination; (iv) pattern recognition using local Principal Components Analysis; and (v) pattern classification through control charts. The effectiveness of the proposed approach is demonstrated through two different case studies. These include a benchmark beam simulation model, and the Consoli Palace in Gubbio (Italy). The latter has been monitored for two years using a long-term vibration-based monitoring system, and represents an extraordinary example of a stiff masonry building with complex environmental effects. Analyses and discussion are presented covering the effects of differing structural/environmental behaviour regimes, the presence of outliers in the training period, and the effectiveness of different control charts.
1 INTRODUCTION

The heightened awareness about the importance of the conservation of heritage structures has fostered the implementation of numerous Structural Health Monitoring (SHM) systems in recent years [14, 9, 5, 10]. In particular, ambient vibration-based SHM systems are becoming particularly popular owing to their capability of performing a non-destructive assessment of the structural integrity with minimum architectural impact and without affecting the normal operating conditions of structures [2, 4, 15]. Through Automated Operational Modal Analysis (A-OMA) techniques, such systems allow the tracking of the modal features of structures and, in turn, it is possible to detect damage-induced anomalies and so enable the decision-making of condition-based rehabilitation [17, 18]. Nevertheless, the development of efficient SHM methodologies for early damage detection still remains an open and active research area.

Specifically, the SHM of masonry structures is specially challenging due to the complex dependence of their intrinsic stiffness on environmental factors (mainly temperature and humidity), often resulting in different behaviour regimes [7, 5, 10]. This is the case, for instance, of masonry structures experiencing freezing conditions during the winter, when the icing of pore water in masonry leads to a dramatic change in temperature/stiffness relationship. Such environmental effects induce both daily and seasonal fluctuations in the modal features of structures, which usually mask damage-induced anomalies. In this regard, the application of advanced statistical process control procedures becomes imperative for early damage detection [3].

In this line, this paper presents a new semi-supervised two-class pattern classification method for early damage detection of structures. The proposed approach comprises five consecutive steps, including the (i) collection of data samples representing the healthy condition of the structure (training period); (ii) clustering analysis; (iii) outliers elimination; (iv) pattern recognition using local Principal Components Analysis; and (v) pattern classification using control charts. The effectiveness of the proposed approach is evaluated through two different case studies. These include a benchmark beam structure model, and the monumental Consoli Palace in Gubbio (Italy). The palace has been continuously monitored since July 2017 with a low-cost mixed static/dynamic/environmental long-term monitoring system [10]. In this work, the monitoring data of three high-sensitivity accelerometers and two thermocouples recording ambient vibrations and environmental temperatures are exploited. On this basis, the resonant frequencies of the palace have been identified and tracked using an A-OMA technique based upon the Covariance-based Stochastic Subspace Identification method (COV-SSI). The experimentally identified resonant frequencies are selected as damage-sensitive features, and the effectiveness of the proposed damage detection approach is evaluated considering artificial damage in the shape of frequency decays. The Consoli Palace represents an exceptional example of a stiff masonry building. Due to the low excitation levels in the building, the identified resonant frequencies present an elevated number of outliers that hinder the damage detection tasks. Additionally, the complex geometry of the palace and its connection with the adjoining buildings originates the existence of highly non-linear environmental effects, making it an outstanding benchmark structure for testing the proposed damage detection approach.

2 TWO-CLASS PATTERN CLASSIFICATION METHOD FOR DAMAGE DETECTION

This paper proposes a five step pattern classification algorithm for two-class damage detection as sketched in Fig. 1. The proposed approach comprises: (I) Characterization of the healthy condition of the structure with an initial training period; (II) Clustering analysis to identify the
presence of multiple environmental regimes; (III) Outliers elimination; (IV) Pattern recognition through local PCA; and (V) Pattern classification using control charts.

Let us consider that the SHM system performs an automated identification of \( m \) resonant frequencies \( f_i, i = 1, \ldots, m \) as damage sensitive features. For notational convenience, let us denote the features at an instant \( n \) in vector form as \( x_n = [f_{(1,n)}, \ldots, f_{(m,n)}] \). We assume that the SHM system identifies a total of \( N \) sets of modal features, so the observation matrix \( Y \in \mathbb{R}^{N \times m} \) is constructed by collecting the features vectors by rows. In order to statistically characterize the healthy condition of the structure, a subset of \( tp \) data samples are selected as the training period. This must be long enough to cover the full range of environmental conditions (both daily and seasonal fluctuations), and typically a one-year period is assumed adequate. Note that the observation matrix \( Y \) represents a multivariate data set which, in principle, is composed of non-linear data.

### 2.1 CLUSTERING - GAUSSIAN MIXTURE MODEL

In order to take into account different environmental mechanisms, the damage sensitive features in the training period are clustered into different data sets using a GMM model. This approach assumes that the probability density function \( p(x) \) of the data set in the training period \( X \) (in general, non-normally distributed) can be represented as a linear superposition of \( K \) Gaussian components as [1]:

\[
p(x) = \sum_{k=1}^{K} \pi_k \mathcal{N}(x | \mu_k, \Sigma_k).
\]  

Each component of the mixture is defined as a Gaussian distribution \( \mathcal{N}(x | \mu_k, \Sigma_k) \) with mean and covariance matrix denoted by \( \mu_k \) and \( \Sigma_k \), respectively. The parameters \( \pi = [\pi_1, \ldots, \pi_K]^T \) in Eq. (1) are called the mixing coefficients, and they range between 0 and 1 (\( 0 \leq \pi_k \leq 1 \)) and sum to one (\( \sum_{k=1}^{K} \pi_k = 1 \)). The model parameters, \( \mu_k, \Sigma_k \) and \( \pi_k \), are fitted by minimizing the

---

Figure 1: Flow chart of proposed two-class pattern classification algorithm for damage detection.
log-likelihood function:

\[
\ln p(X | \pi, \mu, \Sigma) = \sum_{n=1}^{t_p} \ln \left\{ \sum_{k=1}^{K} \pi_k N(x_n | \mu_k, \Sigma_k) \right\}.
\]  \hspace{1cm} (2)

The maximum likelihood solution for the parameters \((\mu, \Sigma, \pi)\) is estimated using the iterative Expectation-Maximization (EM) algorithm. In the expectation (E) step, the parameters (initial guess at the beginning) are held fixed and the posterior probability of assigning \(x_n\) to the \(k\)’s cluster is given by the so-called responsibilities \(\gamma(z_{nk})\) as:

\[
\gamma(z_{nk}) = \frac{\pi_k N(x_n | \mu_k, \Sigma_k)}{\sum_{j=1}^{K} \pi_j N(x_n | \mu_j, \Sigma_j)},
\]  \hspace{1cm} (3)

where \(z_{nk}\) is an element of a \(K\)-dimensional binary random variable \(z\) with a 1-of-\(K\) representation. Only one element in \(z\) is equal to 1 and all other elements are 0.

Then, in the maximization (M) step, the parameters are re-estimated using the posterior probability calculated in the previous E step as follows:

\[
\mu_{k}^{\text{new}} = \frac{1}{N_k} \sum_{n=1}^{t_p} \gamma(z_{nk}) x_n,
\]  \hspace{1cm} (4)

\[
\Sigma_{k}^{\text{new}} = \frac{1}{N_k} \sum_{n=1}^{t_p} \gamma(z_{nk}) (x_n - \mu_{k}^{\text{new}}) (x_n - \mu_{k}^{\text{new}})^T,
\]  \hspace{1cm} (5)

\[
\pi_{k}^{\text{new}} = N_k / N, \quad N_k = \sum_{n=1}^{t_p} \gamma(z_{nk}).
\]  \hspace{1cm} (6)

The log-likelihood in Eq. (2) can then be evaluated. Convergence of either the parameters of the log likelihood is checked, and if the criteria are not satisfied, the process is iterated using the updated data values until the criteria are met. Once the \(K\) clusters have been defined in the training period, new data samples are assigned to the cluster with the least Mahalanobis distance.

### 2.2 OUTLIERS ELIMINATION

The Minimum Covariance Determinant (MCD) method [8] is used to minimize the effect of outlier measurements in the training population. The MCD method seeks a sample subset within a multivariate dataset that minimizes the covariance matrix. Specifically, the MCD method is applied in this work to every cluster identified in the training period. Consider an arbitrary cluster \(C = \{x_1, \ldots, x_d\}\) containing \(d\) samples, and let \(H_1 \subset \{1, \ldots, d\}\) be an \(h\)-subset, that is \(|H_1| = h\). Being \(\mu_1\) and \(\Sigma_1\) the empirical mean and covariance matrix of the data in \(H_1\), the Mahalobis distances of all the data samples in the cluster read \((\det(\Sigma_1) \neq 0)\):

\[
d_1(i) = \sqrt{(x_i - \mu_1)^T \Sigma_1^{-1} (x_i - \mu_1)} \quad \text{for} \quad i = 1, \ldots, d.
\]  \hspace{1cm} (7)

Now take \(H_2\) another \(h\)-subset such that \(\{d_1(i); i \in H_2\} := \{(d_1)_{1:d}, \ldots, (d_1)_{h:d}\}\) are the ordered distances, and compute \(\mu_2\) and \(\Sigma_2\) based on \(H_2\). Then \(\det(\Sigma_2) \leq \det(\Sigma_1)\) with equality if and only if \(\mu_2 = \mu_1\) and \(\Sigma_2 = \Sigma_1\). This process, also known as C-step, can be iteratively repeated. If \(\det(\Sigma_2) = 0\) or \(\det(\Sigma_2) = \det(\Sigma_1)\), the
algorithm stops; otherwise, another C-step is run yielding $\det(\Sigma_3)$, and so on. The sequence $\det(\Sigma_1) \geq \det(\Sigma_2) \geq \det(\Sigma_3) \geq \ldots$ is nonnegative and hence must converge, so there must be an index $s$ such that $\det(\Sigma_s) = 0$ or $\det(\Sigma_s) = \det(\Sigma_{s-1})$. In this work, the fast implementation of the MCD method proposed by Rousseeuw and Driessen [16] has been implemented. The dimension $h$ of the subsets has been selected as $0.8d$. Once the algorithm converges, a certain percentage of the samples with the largest Mahalanobis distances with respect to the converged sample subset are considered as outliers and eliminated.

2.3 PRINCIPAL COMPONENTS ANALYSIS

Once the detected outliers have been eliminated from the clusters, pattern recognition using PCA is conducted for every cluster in the training period. Principal Component Analysis consists of a double change of coordinates, where the original data are first projected in the vectorial space generated by the principal components (PCs) and then remapped back to the original space by retaining only some of the PCs. Let us denote the matrix of observations $X_{ck} \in \mathbb{R}^{n_{ck} \times m}$ in an arbitrary cluster $c_k$ ($k = 1, \ldots, K$) of size $n_{ck}$ and $X_{ck}^* \in \mathbb{R}^{n_{ck} \times m}$ a matrix whose columns are the centred variables $x_{ij}^*$ (i.e. $x_{ij}^* = x_{ij} - \bar{x}_j$, where $\bar{x}_j$ denotes the mean value of the observations on variable $j$). Then, the eigendecomposition of the covariance matrix $\Sigma$ reads:

$$\Sigma = (X_{ck}^*)^T X_{ck}^* = U_{ck} S^2 U_{ck}^T,$$

(8)

where $U_{ck} \in \mathbb{R}^{n_{ck} \times n_{ck}}$ is the so-called loading matrix. The eigenvalues of the covariance matrix contained in the diagonal matrix $S^2$ represent the variance contributions of each PC. Assuming that the PCs providing the largest contributions to the variance represent the effects of environmental and operational factors, it is possible to find an approximation $\hat{X}_{ck}^*$ isolating such factors through dimensionality reduction. This can be done by retaining only the first $l$ columns of matrix $U_{ck}$ in Eq. (8) into a rectangular reduced loading matrix, $\hat{U}_{ck} \in \mathbb{R}^{l \times m}$. Hence, matrix $\hat{X}_{ck}^*$ is estimated as:

$$\hat{X}_{ck}^* = X_{ck}^* \hat{U}_{ck} \hat{U}_{ck}^T,$$

(9)

which represents the backward transformation of the original observations in $X_{ck}^*$ from a reduced space of the $l$ PCs to the original one. Since the transformation in Eq. (9) provides a representation of the environmental/operational effects, matrix $\hat{U}_{ck}$ allows to predict the resonant frequencies of the structure beyond the training period.

2.4 CONTROL CHARTS

Once the transformation matrices $\hat{U}_{ck}$ are obtained for all the identified clusters $c_k$ ($k = 1, \ldots, K$) in the training period, it is possible to compute a matrix of predicted resonant frequencies $\hat{Y} \in \mathbb{R}^{N \times m}$ throughout all the monitoring period. Since the statistical models used to construct $\hat{Y}$ are fitted using the training period representing a baseline in-control population where the structure is assumed to remain healthy, the appearance of damage can be inferred from the detection of anomalies in the residual error matrix $E \in \mathbb{R}^{N \times m}$ computed as:

$$E = Y - \hat{Y}.$$

(10)

Assuming that $\hat{Y}$ reproduces the part of the variance in the resonant frequencies related to environmental/operational changes, $E$ only contains the residual variance stemming from iden-
tification errors, un-modelled environmental/operational effects, and structural defects. Therefore, the presence of damage in the shape of anomalies in the time series of $E$ can be revealed through control charts. These furnish time series of certain statistical distances between the distribution of the residuals contained in $E$ and the in-control database. Specifically, two different control charts are used in this work, including the Hotelling ($T^2$) and Multivariate Exponentially Weighted Moving Average (MEWMA) control charts. The statistical distances handled by these control charts are positive by definition, so an in-control region can be specified by an interval $[0, UCL]$. The upper control limit ($UCL$) can be estimated as the statistical distance attaining a certain confidence (exceeding) level $\alpha$ in the training database. In this light, the appearance of out-of-control processes violating the in-control region may indicate the appearance of damage.

- **Hotelling’s $T^2$:** The Hotelling’s $T^2$ control chart [6] is defined as:

$$T^2_i = r \left( \overline{E} - \overline{E} \right)^T \Sigma_0^{-1} \left( \overline{E} - \overline{E} \right), \quad i = 1, 2, \ldots, N/r, \quad (11)$$

where $r$ is an integer parameter referred to as subgroup size, $\overline{E}$ is the mean of the residuals in the subgroup of the last $r$ observations, while $\overline{E}$ and $\Sigma_0$ are the mean values and the covariance matrix of the residuals statistically estimated in the training period.

- **Multivariate Exponentially Weighted Moving Average (MEWMA):** Originally proposed by Lowry et al. [12], the MEWMA control chart represents an intermediate solution between the $T^2$ and the MCUSUM control charts. Alike the MCUSUM control chart, the MEWMA method also accounts for the information from past observations, although it gives weights decreasing in a geometric progression from the most recent observation to the first one. The statistical distance used in the MEWMA control chart reads:

$$MEWMA_i = \left( \frac{1}{2} \Sigma_z^{-1} \zeta_i \right)^{1/2}, \quad i = 1, 2, \ldots, N/r, \quad (12)$$

with

$$\zeta_i = \lambda \left( \overline{E} - \overline{E} \right) + (1 - \lambda) \zeta_{i-1},$$

$$\Sigma_z = \frac{1 - (1 - \lambda)^{2i}}{2 - \lambda} \Sigma_0, \quad (13)$$

where $\lambda$ is a smoothing constant with $0 \leq \lambda \leq 1$. Practically, the most often used value of $\lambda$ is 0.1.

### 3 CASE STUDIES

To illustrate the capabilities of the proposed approach for early-damage detection, two case studies are examined in this section. The first one is a numerical beam model which is subjected to changing temperature conditions and varying mass distribution. The second one is a real-life case study, the Consoli Palace in Gubbio (Italy), which was monitored for almost two years.
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3.1 Beam structure model

The first case study is the benchmark beam model previously reported in references [11, 20] and sketched in Fig. 2 (a). The model consists of a 10 m long simply supported beam defined by ten 2-nodes beam-bending elements of 1 m each. The beam has constant cross-section, inertia and mass density of 0.08 m$^2$, 0.0006 m$^4$, and 7850 kg/m$^3$, respectively. The Young’s modulus of the beam is assumed to be temperature dependent according to the bi-linear relationship shown in Fig. 2 (b).

The first four natural frequencies of the beam are used as damage sensitive features. In particular, seven consecutive set ups are analysed as summarised in Table 1. The training period is defined by the first two data sets (UC-1 and UC-2). The first one includes 800 and 420 observations with temperatures between 0$^\circ$C and 40$^\circ$C and between -20$^\circ$C and 0$^\circ$C, respectively. In addition, a random variation of ±10% in the mass density of the beam is also considered in order to include some randomness in the observations. The second data set has 400 observations for temperatures between 0$^\circ$C and 40$^\circ$C and 210 between -20$^\circ$C and 0$^\circ$C. In this case, a larger variation in density of ±25% is considered as a way of simulating the presence of outlier measurements. Afterwards, five damage cases with increasing severities (25%, 30%, 35%, 40% and 45%), labelled from DC-1 to DC-5 in Table 1, are considered. Specifically, damages are simulated through reductions in the bending stiffness of the 4th element. Data from each damaged case are obtained considering 200 samples with temperatures ranging between 0$^\circ$C and 40$^\circ$C, and 100 samples between -20$^\circ$C and 0$^\circ$C. Moreover, each element is assumed to have a ±10% random variation in density.

<table>
<thead>
<tr>
<th>UC-1</th>
<th>UC-2</th>
<th>DC-1</th>
<th>DC-2</th>
<th>DC-3</th>
<th>DC-4</th>
<th>DC-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples</td>
<td>800</td>
<td>420</td>
<td>400</td>
<td>210</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>$\Delta T^a$</td>
<td>$T_1$</td>
<td>$T_2$</td>
<td>$T_1$</td>
<td>$T_2$</td>
<td>$T_1$</td>
<td>$T_2$</td>
</tr>
<tr>
<td>$\Delta \rho^b$ [± %]</td>
<td>10</td>
<td>10</td>
<td>25</td>
<td>25</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Damage$^c$ [%]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>30</td>
</tr>
</tbody>
</table>

$^a$ $T_1$: [0$^\circ$C,40$^\circ$C], $T_2$: [-20$^\circ$C,0$^\circ$C].

$^b$ $\Delta \rho$ denotes the relative variation of the mass density of the beam.

$^c$ Damage severity defined as a reduction of the bending stiffness of the 4th element.

Table 1: Data samples considered in the beam structure model.

Figure 3 depicts the plots of environmental temperature versus the four natural frequencies
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Figure 3: Plot of temperature versus (a) first natural frequency, (b) second natural frequency, (c) third natural frequency and (d) fourth natural frequency of the beam structure model.

of beam structure model. It is interesting to note that the damaged and undamaged observations intermix and can be hardly distinguished from one another in the third resonant frequency. The third mode is relatively insensitive to the presence of damage since the fourth element is located near a node of this mode. In the rest of the modes, some of the damaged observations cluster together with the undamaged cases, specially in the space containing the outlier measurements. Therefore, these outliers need to be identified and removed from the database before applying damage detection methods. To do so, the proposed approach sketched in Fig. 1 is applied herein. Firstly, the GMM model is applied to differentiate the two different environmental regimes in the time series of resonant frequencies. The result, shown in Fig. 4, shows that the GMM model can accurately separate between resonant frequencies obtained with temperatures ranging between \(-20^\circ\)C and \(0^\circ\)C (Cold observations) and between \(0^\circ\)C and \(40^\circ\)C (Hot observations). Afterwards, the outliers detection algorithm previously overviewed in Section 2.2 can be applied independently to each cluster. In particular, a percentage of 30% of the data samples with the largest Mahalanobis distances according to Eq. (7) are considered as outliers. The result of the outliers elimination algorithm applied to the training period (UC-1 and UC-2) is shown in Fig. 5. It can be seen that most of the detected outliers surround the clean measurements.

Then, a PCA model can be fitted using the clean training database. In this case, one single PC sufficed to explain more than 95% of the variance of the resonant frequencies in the two clusters. The comparison between the predictions of the resonant frequencies by the PCA model and the numerical ones is presented in Fig. 6. The low scatter of the points around the diagonal line corroborates that the PCA model is formed with accuracy. This model can now be used to detect the appearance of damage beyond the training period according to the approach previously presented in Section 2.3. Specifically, Fig. 7 shows the Hotelling’s control charts obtained without applying (a) and applying (b) the outliers elimination algorithm. The effect of the presence of outliers in the training period is clearly exemplified in Fig. 7 (a). In this graph, the presence of outliers between the observation numbers 1020 and 1830 lead to a large UCL (confidence level 95%) and corrupts the estimation of the mean vector \(\bar{E}\) and covariance matrix...
Figure 4: Cluster of the first resonant frequency with temperature of the beam structure model using GMM.

Figure 5: Plot of temperature versus (a) first natural frequency, (b) second natural frequency, (c) third natural frequency and (d) fourth natural frequency of clean undamaged observations, outlier undamaged observations and damaged observations of the beam structure model.
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Figure 6: Plot of numerical estimates and predictions of the PCA model in terms of the (a) first natural frequency, (b) second natural frequency, (c) third natural frequency and (d) fourth natural frequency of the beam structure model \((r = 1)\)

of the residuals \(\Sigma_0\) in the training period. This hinders the detection of mild damage severities, not being possible the identification until the damage severity of 35%-40%. Conversely, the control chart in 7 (b) shows that the outliers elimination algorithm effectively eliminates most of the outliers in the observation numbers between 1020 and 1830. This leads to a considerably smaller UCL and better estimation of \(\bar{E}\) and \(\Sigma_0\). This allows to accurately detect all the damaged cases.

3.2 Consoli Palace

The Consoli Palace (Fig. 8 (a)), located in the city of Gubbio in Italy, was erected between 1332 and 1349 and currently hosts the Civic Museum of Gubbio. The palace is 60 m high, including a bell-tower and a panoramic loggia, and has a rectangular plan of about \(40 \times 20\) m. Within the framework of the Horizon 2020 European HERACLES project (2016-2018, heracles-project.eu), a permanent SHM system has been installed in the Consoli Palace since July 2017. Specifically, three PCB 393B12 accelerometers (A1, A2 and A3) were deployed on the roof level of the palace, as well as two K-type thermocouples to monitor the environmental temperature. The sensors are connected to a NI CompactDAQ-9132 data acquisition system with NI 9234 and NI 9219 acquisition modules for accelerations and temperatures, respectively. Ambient accelerations and temperatures were respectively sampled at 100 Hz and 0.1 Hz and stored in consecutive separate files containing 30 min-long recordings. The data files were sent online through the Internet to a remove server, where an in-house code for the management of integrated SHM systems called MOSS was used for automated SHM of the palace.

Figure 9 shows the time series of identified resonant frequencies using an automated version of the SSI-COV. Specifically, five modes corresponding to Fx1 (first global bending mode in the \(x\)–direction), Fy1 (first global bending mode in the \(y\)–direction), L1 (first order local mode related to the interaction between the palace and the bell-tower), T1 (global torsional mode), and L3 (third order local mode) were tracked in the Consoli Palace. For more specific information on the adopted A-OMA technique and identification results of the Consoli Palace, readers may
Figure 7: Comparison between the Hotelling’s control charts obtained without applying (a) and applying the outliers elimination algorithm (b).

Figure 8: View of the Consoli Palace (a), and sketch of the monitoring system (b).
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Figure 9: Frequency tracking results of the permanent SHM system installed in the Consoli Palace.

refer to references [13, 19, 10]. It is interesting to note that local sudden increases in the resonant frequencies were found during the time period from February 25$^{th}$ to March 1$^{st}$ 2017. Freezing air temperatures were registered during these days, thereby such increases are conceivably due to the formation of ice in the micro porosity of the mortar joints and the consequent stiffening effect.

Figure 10 plots the fundamental frequency versus environmental temperature throughout the training period of one year. In this figure, the presence of freezing conditions is evident in the shape of hasty frequency increases. Moreover, it is noted that the frequency-temperature relationship is not linear, but describes a non-linear behaviour with certain hysteresis. Such a behaviour may be due to the intricate geometry and distribution of volumes of the palace, which presumably originate the presence of complex temperature/humidity gradients throughout the building. In this case, the use of clustering approaches for the discrimination of different environmental regimes becomes imperatives. Specifically, two different GMM models have been investigated, one using 5 clusters in Fig. 10 (a) and a second one only using 2 clusters in Fig. 10 (b). It is noted that the database corresponding to the frequencies under freezing conditions is well captured by both modes. Additionally, it is interesting to note that the GMM model with the largest number of clusters differentiate four clusters in the frequency-temperature hysteresis cycles. Two clusters (cyan and blue) collect the data samples with minimum/maximum temperature values, while two other clusters (green and red) separate the two branches closing the hysteresis cycles. This fact may indicate the existence of distinct cooling and heating mechanisms.

Once the tracked resonant frequencies have been classified into clusters, the outliers elimination algorithm is applied to the database of the training period. Specifically, a percentage of 5% of the data samples with the largest Mahalanobis distances have been eliminated. Additionally, since freezing conditions are only observed in a poorly populated cluster, all the samples corresponding to this cluster have been dismissed. The resulting clean training population has been used to construct the statistical models and so eliminate the effects of environmental factors. Specifically, the GMM model in Fig. 10 (a) has been used to build a four-member PCA model. In all the the sub-models, only 2 PCs have been retained since they sufficed to explain more than
E. García-Macías and F. Ubertini

Figure 10: Clustering results of the resonant frequencies of the Consoli Palace using the GMM model considering five clusters (a) and two clusters (b).

95% of the variance of the resonant frequencies of the clusters. On the other hand, for comparison purposes, the GMM model in Fig. 10 (b) has been used to construct an AutoAssociative Neural Network (AANN) [3]. This model is also known as non-linear PCA, and its architecture consists of three hidden layers: mapping, bottleneck, and de-mapping. In this particular work, the mapping, bottleneck, and de-mapping layers have been defined with 5, 3, and 5 neurons, respectively. Hyperbolic tangent sigmoid transfer functions have been selected, and the AANN has been trained using the Levenberg-Marquardt back-propagation method. AANNs have been reported to outperform standard PCA models when dealing with non-linear correlations, so their ability to reproduce the non-linear behaviour observed in Fig. 10 is tested herein by considering the two-cluster GMM model in Fig. 10 (b).

Figures 11 and 12 present the control charts obtained using the PCA and the AANN models, respectively. In these figures, two different cases are analysed, namely the experimentally identified resonant frequencies (undamaged) and a test case including artificial damage. Specifically, the remaining monitoring time after the training period has been divided into three segments, and frequency decays have been applied to the fundamental frequency in the last two segments. The artificial frequency decays have been selected as 0.4% (mild) and 1% (moderate). Additionally, the results obtained using the Hotelling and the MEWMA control charts are also reported. It is noted in all the undamaged cases using the Hotelling’s control chart that, although the UCL has been estimated for a confidence level of 95% (5% of outliers), the percentage of outliers is consistently greater than 10% beyond the training period. This fact may indicate limitations of the regression models, frequency tracking errors, or an insufficient training period. Moreover, it is also noticeable that the MEWMA control chart is more sensitive to shifts in the mean values of residuals. Let us focus first on the results obtained with the PCA model in Fig. 11. It is observed that the percentage of outliers in the damaged sections of the Hotelling’s control chart goes from 10% and 15.6% (undamaged) to 16% ($\Delta Fx1 = -0.4\%$) and 41.3% ($\Delta Fx1 = -1.0\%$). That is to say, frequency decays of $\Delta Fx1 = -0.4\%$ and $\Delta Fx1 = -1.0\%$ lead to increases in the number of out-of-control samples of 16.0% and 164.74%, respectively. On the other hand, the number of outliers in the damaged sections of the MEWMA control chart.
goes from 10.0% and 14.7% to 20.4% \((\Delta F_{x1} = -0.4\%)\) and 72.4% \((\Delta F_{x1} = -1.0\%)\), that is increases of 104% and 392.517%, respectively. With regard to the results obtained using the AANN model in Fig. 12, it is observed that the number of outliers in the undamaged cases is in general larger that those obtained by the PCA model. This fact may indicate that, despite the superior capability of the AANN model to reproduce non-linear correlations, the consideration of one single cluster for non-freezing conditions may be insufficient. Furthermore, the incorporation of artificial damage in this case leads to increases of -1.89% \((\Delta F_{x1} = -0.4\%)\) and 219.11% \((\Delta F_{x1} = -1.0\%)\) in the Hotelling’s control chart, and 15.33% \((\Delta F_{x1} = -0.4\%)\) and 184.43% \((\Delta F_{x1} = -1.0\%)\) in the MEWMA control chart. Note that even a decrease in the number of outliers is found in the Hotelling’s control chart for a mild damage severity. Therefore, it can be concluded that this second model cannot be used to detect early-stage faults, and a larger number of clusters would be necessary to improve its efficiency.

### 4 CONCLUSIONS

This paper has presented a new semi-supervised two-class pattern classification method for early damage detection of structures. The proposed approach comprises five consecutive steps, including the (i) collection of data samples forming the training period; (ii) clustering analysis using the GMM method; (iii) outliers elimination using the MCD method; (iv) pattern recognition using local Principal Components Analysis; and (v) pattern classification using Hotelling and MEWMA control charts. The effectiveness of the proposed approach has been demonstrated through two different case studies, including a benchmark numerical beam structure and the Consoli Palace in Gubbio (Italy). The presented results and discussion have demonstrated the importance of outliers elimination for the correct statistical analysis of the training population and the construction of statistical models for the elimination of environmental effects. The complex relationships between the resonant frequencies and environmental temperature in the Consoli Palace have highlighted the importance of performing clustering analysis, so that local statistical models can be constructed for the different structural/environmental behaviour regimes.
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Abstract. The Peridynamic (PD) theory is a modern nonlocal (nonlinear, elastic /inelastic, without/with memory) theory able to deal with long-range forces and discontinuity in materials. For this reason the theory is suitable for the monitoring of masonry structures. Starting from a special case of PD formulation, named Bond-Based Peridynamic (BBPD), a feature obtained by the idealization of real systems with BBPD is used for SHM purposes: the bond elastic constant parameter. To characterize the damage (i.e. permanent deterioration of material and/or geometric properties of the systems) occurring in systems idealized with PD models, a joint time-frequency direct estimate of the parameter values is performed using a Short Time Fourier Transform (STFF) of the systems response and the input acceleration at the base of the systems. The method is applied numerically and the effect of noise in the time-frequency evaluation of the parameter values is analyzed. The study concludes that PD can provides simply and strong information on the health of simulated systems, allowing at the same time an easy and scalable parametrization of civil, especially masonry, structures, while the bond elastic constant parameter can be used for the damage characterization, i.e. to detect, quantify and localize the damage in a generic system.
1 INTRODUCTION

A modern nonlocal theory of continuum established in early 2000 by Stewart Silling [1], [2] and Silling et al. [3], named Peridynamic (PD), is recently attracting attention in the field of computational mechanics. The theory replaces the partial differential equations of the classical continuum theory with integral, spatial, equations. This allows to easily overcome problems related to the representation of discontinuities in the matter, which can rise during damage (e.g. cracks), where the differential formulations are not defined. A comprehensive literature review of Peridynamic applications and uses can be found in [4]. Basically, PD theory found its principle in the forces-interaction (bonds) of points. The matter is divided in infinitesimal portions characterized by their mass and volume. Each point $k$ is then supposed to interact with its neighbours inside a region. The collection of all the points inside this region is named family of $k$. The family of $k$ is in turn characterized by the horizon, i.e. the maximum distance for which the interaction between $k$ and the other points of a body occurs. The horizon define the locality of the behaviour of a system; the smaller the horizon the more local the behaviour will be. For further insight on PD theory and its fundamental literature one can refer to the book of Madenci and Oterkus [5].

Despite the huge amount of literature on PD theory and its applications, and the emerging literature on damage simulation in PD, studies on the use of PD theory as a paradigm of SHM are still missing. In particular an interesting field of research in this perspective is the identification of PD model parameters for the damage detection of structural systems, in support to the SHM of the built environment. In this direction, an interesting reference work is the study of Ibrahim [6] on fracture mechanics, which assessed the recent advances of Structural Life Assessment (SLA) and explained the differences between SLA and SHM in PD [4].

On this perspective, the equations of motion written with a special case of PD formulation, the Bond-Based PD (BBPD) [1], reveal a new feature that can be used as control parameter in the monitoring of civil structures. The feature can be extracted thanks to the PD integral equations of motion, which directly relate the internal material state (e.g. internal force field, etc.), with the structural response (e.g. displacements, etc.). This feature is called bond elastic constant, and its value should decrease with damage.

In the paper, the method for a direct time-frequency estimate [7], [8], [9] of the values of the bond elastic constant over the joint Time-Frequency (TF) domain is proposed [10] for a single bond, using time-history variables (e.g. displacements, accelerations, etc.) (see Section 2). The method is then demonstrated in Section 3 with numerical simulations on a case study: a single bond is here used to monitor the health of an idealized Single Degree of Freedom (SDOF) system connected to the ground. Conclusions are finally drawn in Section 4.

2 DIRECT TIME-FREQUENCY ESTIMATE OF BOND CONSTANT

The linearized micro-linear viscoelastic BBPD equation of motion can be written in standard form as (bold is herein used for vectors, bold capital for matrices and italic for scalars):

$$
M \ddot{u}(t) + C \dot{u}(t) + K u(t) = z(t)
$$

$$
M = \begin{bmatrix} M_k & & \\
0 & \ddots & \\
& \ddots & \ddots \\
\end{bmatrix};
C = \begin{bmatrix} \sum_{j=1}^{K} C_{kj} & -C_{kj} & & \\
-\sum_{j=1, j \neq k}^{K} C_{kj} & \ddots & \\
& \ddots & \ddots \\
\end{bmatrix};
K = \begin{bmatrix} \sum_{j=1}^{K} K_{kj} & -K_{kj} & & \\
-K_{kj} & \ddots & \\
& \ddots & \ddots \\
\end{bmatrix}
$$

(1)
where:

\[
\begin{align*}
\mathbf{M}_k &= m_k \mathbf{I}_3, \\
\mathbf{C}_{kj} &= v_{kj} \mathbf{K}_{kj}, \\
\mathbf{K}_{kj} &= c_{kj} V_j V_k \mathbf{E}_{kj}, \\
\mathbf{E}_{kj} &= \frac{\mathbf{\xi}_{kj} \left( \mathbf{\xi}_{kj}^T \right)}{\| \mathbf{\xi}_{kj} \|^3}, \\
c_{kj} &= \begin{cases} 
\mathbb{I} & \text{if } \| \mathbf{\xi}_{kj} \| \leq h \\
0 & \text{if } \| \mathbf{\xi}_{kj} \| > h
\end{cases}, \\
\mathbf{\xi}_{kj} &= \mathbf{x}_j - \mathbf{x}_k
\end{align*}
\]  
(2)

In equations (1) and (2) \( \mathbf{x}_k = (x_{k,X}, x_{k,Y}, x_{k,Z})^T \) are the coordinates \( X, Y, Z \) of point \( k \), \( c_{kj} \) is called bond elastic constant, and \( h \) is the horizon. \( V_j \) and \( V_k \) are the volumes associated to the points \( j \) and \( k \) respectively while \( v_{kj} \) is a bond damping constant; \( m_k \) is the mass associated to the point \( k \), \( \mathbf{I}_3 \) is a 3x3 identity matrix and \( \mathbf{O} \) is a 3x3 zero matrix. \( K \) is the number of points used to discretize the system. Finally, \( \mathbf{u}(t) \) and \( \mathbf{z}(t) \) denote the displacement vector and the external force vector respectively, being \( t \) the time variable.

The linearized equations of motions can be written in expanded form for each point \( k \) as:

\[
\begin{align*}
\sum_{j=1 \atop j \neq k}^{K} c_{kj} \left( \frac{V_j V_k}{m_k} \frac{\mathbf{\xi}_{kj} \left( \mathbf{\xi}_{kj}^T \right)}{\| \mathbf{\xi}_{kj} \|^3} \right) \mathbf{\eta}_{kj} + \frac{V_j V_k}{m_k} \frac{\mathbf{\xi}_{kj} \left( \mathbf{\xi}_{kj}^T \right)}{\| \mathbf{\xi}_{kj} \|^3} \mathbf{\eta}_{kj} &= \mathbf{n}_{k,e}(t) \\
\mathbf{n}_{k,e}(t) &= -\mathbf{a}_k(t) + \ddot{\mathbf{u}}_k(t) \\
\mathbf{\eta}_{kj} &= \mathbf{x}_j - \mathbf{x}_k
\end{align*}
\]  
(3)

where \( \mathbf{u}_j(t) \) and \( \mathbf{u}_k(t) \) are the coordinates \( X, Y, Z \) of displacement at point \( j \) and \( k \), while \( \mathbf{a}_k(t) \) are the coordinates \( X, Y, Z \) of the external acceleration at point \( k \). If we write the equations (3) for two points (the first representing the ground and the second representing a SDOF) relativized with respect the response of the first point, we have:

\[
\begin{align*}
c_{21} \left( \frac{V_1 V_2}{m_2} \frac{\mathbf{\xi}_{21} \left( \mathbf{\xi}_{21}^T \right)}{\| \mathbf{\xi}_{21} \|^3} \mathbf{\eta}_{21} + \frac{V_1 V_2}{m_2} \frac{\mathbf{\xi}_{21} \left( \mathbf{\xi}_{21}^T \right)}{\| \mathbf{\xi}_{21} \|^3} \mathbf{\eta}_{21} \right) &= -\ddot{\mathbf{u}}_1(t) + \ddot{\mathbf{u}}_2(t)
\end{align*}
\]  
(4)

In the assumption of all the geometrical quantities known and supposing to know the mass and damping term, we can estimate the time-frequency values of the bond elastic constant as:

\[
\begin{align*}
c_{21,a}(f, t) &= \frac{T_{Re}(n_{21,a}(t)) T_{Re}(n_{21,e,a}(t)) + T_{Im}(n_{21,a}(t)) T_{Im}(n_{21,e,a}(t))}{T_{Re}(n_{21,a}(t))^2 + T_{Im}(n_{21,a}(t))^2} \\
n_{21}(t) &= \frac{V_1 V_2}{m_2} \frac{\mathbf{\xi}_{21} \left( \mathbf{\xi}_{21}^T \right)}{\| \mathbf{\xi}_{21} \|^3} \mathbf{\eta}_{21} + \frac{V_1 V_2}{m_2} \frac{\mathbf{\xi}_{21} \left( \mathbf{\xi}_{21}^T \right)}{\| \mathbf{\xi}_{21} \|^3} \mathbf{\eta}_{21} \\
n_{21,e}(t) &= -\ddot{\mathbf{u}}_1(t) + \ddot{\mathbf{u}}_2(t)
\end{align*}
\]  
(5)
where $c_{21,d}(f, t)$ is the time-frequency estimate of the bond elastic constant obtained with the observations along the direction $d$ (i.e. $X$, $Y$, or $Z$) and the real and imaginary parts of the assumed linear Time-frequency Distribution (TFD), $T_{R_0}$ and $T_{I_m}$, respectively.

3 NUMERICAL APPLICATION

In order to study the effect of noise on the identification of the bond elastic constant, this section demonstrates the identification procedure reported in Section 2 applied on signals corrupted by adding to the original signals, the 7% of uncorrelated random time-histories extracted from Gaussian distributions having the same variance of the uncorrupted signals. The east-west record of the Loma-Prieta earthquake of the October 17, 1989 in the Santa Cruz Mountains (https://it.mathworks.com/help/matlab/matlab_prog/loma-prieta-earthquake.html, sampled at 200 Hz, has been used as input acceleration applied to the assumed SDOF, which was simulated numerically in this section. For the simulation, the following values were assumed:

- $x_1=(0,0,0)^T$ m;
- $x_2=(1,0,0)^T$ m;
- $V_1=V_2=1$ m$^3$;
- $m=1$ kg;
- $v_{21}=0.0036$ s.

Then, in order to simulate the occurrence of a low level of damage, potentially mistaken for noise in signals, the bond elastic constant has been reduced of a 0.002% each time instant, starting from 16.23 s up to 17.23 s, bringing to a total reduction of about 9.52% in 1 second (corresponding to a reduction in the value of the natural frequency of 4.88%). Figure 1 depicts the imposed acceleration at the base of the SDOF and the acceleration response of the SDOF, while Table 1 reports the reference values of bond elastic constant before and after the application of damage. The explicit forward-backward Euler time integration algorithm has been used to solve the nonlinear dynamic analysis, as suggested by [5].

![Figure 1: Accelerations obtained from the simulation (left) and zoom of the signals between 12 and 21 s (right).](image-url)
After having simulated the system, the identification procedure described in Section 2 has been applied. The TFD were calculated with a STFT using a periodic Hanning window over 128 points. The following page focuses on the discussion of the results of the procedure.

Figure 2 depicts the estimated bond elastic constant in the case of signals corrupted by 7% of uncorrelated Gaussian noise functions. From the figure is possible to conclude as the parameter estimate is mostly corrupted for joint time-frequency values that are not excited enough. This results is quite interesting because shows as the time-frequency estimate may be used as a tool to identify a time-frequency subdomain that brings the higher quantity of information in the reproduction of a specific signal. In particular, the high frequency values bring to overestimate the true values of the parameters, while the low frequencies bring to underestimate the true $c_{21}$. Then, it is worth noting that because very high and very low values of the bond elastic constant are associated to low values of probability, the definition of the time-frequency subdomain containing the higher quantity of information is also possible in case of lack of information on the real values of $c_{21}$. From Figure 2 it is also possible to note as the estimated values of $c_{21}$ in the area of high information content are almost close to the reference values reported in Table 1, also in case of corrupted signals.

### Table 1: Reference values of bond elastic constant before and after the application of damage.

<table>
<thead>
<tr>
<th>$c_{21}$ [N/m$^6$] before damage</th>
<th>$c_{21}$ [N/m$^6$] after damage</th>
</tr>
</thead>
<tbody>
<tr>
<td>636</td>
<td>575.462</td>
</tr>
</tbody>
</table>

4 CONCLUSIONS

Peridynamic can provides simply and strong information on the health of simulated systems. In the paper, a method to identify the bond elastic constant parameter of PD, over the time-frequency domain, has been proposed. The method has been demonstrated numerically on a nonlinear SDOF, whose simulated records has been corrupted by noise. The main results of the analysis are reported hereinafter.
• The method was able to estimate a correct parameter value also in presence of corrupted signals;

• The time-frequency estimate of the parameter reveals the definition of a time-frequency subdomain where the higher quantity of information for a system is located, making its use a potential instrument to define, for example, time-frequency filters specific for a given system.

Finally, it is worth mentioning that given the original aim of PD theory (emulating discontinuities and long-range forces in materials), masonry structures could greatly benefit from this PD idealization, as they are inclined to crack under strong external actions, such as those due to earthquake.
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\textbf{Abstract.} The passage of trams in urban areas is a source of cyclic vibration which can induce damages in buildings close to the track. This aspect is even more relevant in the case of historical buildings and monuments because of their intrinsic fragility and the importance of preserving them as unaltered as possible for the next generations. In this framework, the purpose of this paper is the development of a mathematical modelling, based on experimental measurements, for the numerical simulation of vibration due to tram passages close to the so-called temple of Minerva Medica in Rome. The vibration signals were recorded at some points on ground level and on the structure by the use of GPS synchronized seismographs equipped with triaxial velocimeters. By means of spectral analysis of the acquired data, time windows associated to each tram passage have been assumed as stochastic nonstationary processes characterized in terms of energy and dominant frequencies by an evolutionary power spectral density. The signals acquired at different points due to the same passage define a multivariate process. The model would like to allow the simulation of the input at the base of the monument and the evaluation, through finite element analysis, of the exposure of the structure to cyclic stresses under different amplitudes highlighting the probability and location of damages in time.
1 INTRODUCTION

Existing monuments in urban areas are subjected to more and more vibration cycles related to the increase in traffic of the last decades. Vibrations induce stresses which could lead to accumulation of micro-damages in time. Therefore, the exposure for a long time of such structures to cyclic loads could be dangerous in the perspective of their conservation.

In this paper a method is presented for the simulation of vibration induced by tram passages near a monument, in order to evaluate the load cycles on the structure, resorting to stochastic dynamics and experimental measurements. In more detail, a relevant case study, the so-called Temple of Minerva Medica in Rome, probably a nymphaeum of an extra-urban residence, was chosen for its peculiarities, i.e. the closeness with tramways, as well as with the main Rome’s railway station. The monument was the subject of many studies for its dynamic characterization, before ([1],[2]) and after [3]-[7] the last major rehabilitation intervention that was carried out in 2012-2013. In [7] it was found a much higher effect of the tram passages in the close road with respect to that of the railway trains, whose vibration is more damped. In this context, the recent vibration measures on soil and structure where used to define the model. At each tram passage the acquired time histories in many points served to derive evolutionary spectral densities of the non-stationary processes. The method proposed in [8] is adopted, which in turn integrates the theory of evolutionary processes due to Priestley [9]. In the proposed approach the simulation procedure is particularized to multivariate processes, as was done for stationary cases in [10].

2 THE TEMPLE OF MINERVA MEDICA IN ROME

The temple (Fig. 1) was erected in the 4th century and today is close to the main railway station in Rome. The main chamber is decagonal with a diameter of 25 m and height of about 24 m (originally 32 m, after partial collapse of the dome). Openings are present in the chamber walls at the first level, whereas at the base there are nine apses and the main entrance.

![Figure 1: View from South of the Temple of Minerva Medica. The two tramways can be seen (bottom left).](image-url)

The structure was initially built in opus latericium, which was a common construction technique of that time, based on the use of Roman bricks and mortar. As the building started presenting structural problems, in the following centuries the construction was restored and
reinforced. In this context, interventions in *opus mixtum* of tuff bricks and Roman bricks were carried out. In particular, most niches were closed and some walls with the function of buttresses were added on the southeast side of the monument, which testify that a certain structural weakness of this part already arose in ancient times. Also, some major restoration interventions were carried out in the past. In 1846 first floor arcade of the southeast side was reconstructed, while the upper floor arcade of the southeast side was reconstructed in the years 2012-2013.

Close to the building there is the main roman railway station. In addition, the tramways are very close to the South-West side of the building and the effect of tram passages has been shown to be more dangerous for the monument than that of the railway.

3 DYNAMIC MODELLING OF TRAM PASSAGES

3.1 Experimental measurements of vibrations

Several velocity time histories were acquired in different measurement campaigns, in many points on soil and structure. Herein, only data acquired in July 2019 were used. Moreover, only tri-axial signals in point P (Fig. 2) at the base are considered with the purpose of the procedure set-up.

![Figure 2: Acquisition points at the base of the structure.](image)

3.2 Mean time arrivals of tram

The simulation of train arrivals in each direction can be obtained by means of a Poisson distribution with parameter $\lambda$, defined as follows:

$$p(N, t) = \frac{e^{-\lambda t} (\lambda t)^N}{N!}$$

By means of the data collected in about three hours of experimental measurements, the parameter $\lambda = 0.0029 \text{ s}^{-1}$ was estimated during day.

3.3 Spectral representation of each passage event

Time histories acquired for 30 passages, 15 per each direction, were used for the definition of evolutionary spectral densities. In more detail, in this initial study the three components recorded in only one point at the base of the structure have been used. In addition, only one direction of tram movement is considered.

Short-time Fourier Transform (SFT) with a window-squared function $h(t)$ was adopted [8]:

$$f(t, \omega) = \int_{-\infty}^{\infty} x(\tau) h(t - \tau) e^{-i\omega \tau} d\tau$$

(2)
The evolutionary spectral densities have been estimated as follows:

\[
S_{x_i x_j}(t, \omega) = E \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x_i(\tau_1) x_j^*(\tau_2) h(t - \tau_1) h(t - \tau_2) e^{-i\omega\tau_1} e^{i\omega\tau_2} d\tau_1 d\tau_2 \right]
\]

(3)

in which \(x_i(t)\) and \(x_j(t)\) are two signals recorded in different points in space or simply two components at the same points. In this preliminary work only the three components at one point are considered. Therefore spectral density matrix is defined as \(S(t, \omega) = S_{x_i x_j}(t, \omega) (i,j=1,..,3)\). The cross spectra are complex quantities. However, \(S\) is Hermitian, so the eigenvalues are real.

Figure 3: Normalized evolutionary spectral densities, direct (a)-(c) and absolute value of the cross-spectra (d)-(f).
Figs. 3a-f show the obtained spectra, normalized to have unitary maximum amplitude. In the case of cross-spectra which are complex, the absolute value is reported. In addition, the frequency \( f = \omega / 2\pi \) is considered. Horizontal components present the major energy content at high frequency values, in the range 20-45 Hz, whereas the vertical component has relevant amplitudes for frequencies lower than 5 Hz.

### 3.4 Simulation

The simulation is performed in the framework of stochastic multivariate processes. In analogy with stationary cases [10], according to [8], with some modification to take into account that eigenvectors are complex, the following simulation formula can be applied:

\[
x(t) = \sum_{j=1}^{3} X_j(t) \quad (4)
\]

\[
X_j(t) = 2 \sum_{k=1}^{N} \text{Re}[\psi_j(\omega_k, t)] \sqrt{\Lambda_j(\omega_k, t)} \Delta \omega \left[ \cos \left( R^{(j)}_{k_k} \omega_k t \right) - \sin \left( I^{(j)}_{k} \omega_k t \right) \right] \quad (5)
\]

Given that \( S \) is Hermitian, its eigenvalues are real and eigenvectors respect the following equations: \( \Psi^* S \Psi = \Lambda \) and \( \Psi^* \Psi = I \). In the previous equations \( I \) denotes the identity matrix, the asterisk denotes the transpose and conjugate of the matrix, \( \Psi \) is the matrix whose columns are the complex eigenvectors of \( S \), and \( \Lambda \) is the diagonal matrix of real eigenvalues.

---

**Figure 4:** Time histories at one measurement point for one tram passage.
Figs. 4 show the time histories acquired at point P of Fig. 2 in one passage event. Figs. 5 show the simulated time histories, which take into account the frequency content and time evolution obtained from 15 tram passages.

4 FINITE ELEMENT MODEL AND STRESS SIMULATION

A finite element model has been developed in Midas Gen code (Fig. 6). The geometry of the monument was largely deduced by laser scanning technique.

From the initial point cloud, horizontal sections of the monument were obtained and used as
reference to define the volume. 72980 solid elements were used for meshing. The material has been modeled as homogeneous and isotropic with the following parameters: unit weight of 18 kN/m³, Poisson ratio of 0.2 and 744 MPa of Young modulus. The material properties were calibrated through model updating according to the frequencies obtained through experimental results of ambient vibration testing of the monument [3]. Figs. 7 show the first two modal shapes (f₁=2.070 Hz and f₂=2.392 Hz).

![Figure 7: First two modal shapes.](image)

The model has been excited by means of base acceleration obtained by derivative of the simulated time histories of velocity. In order to reduce the order of the model, Ritz vectors were used considering accelerations in three orthogonal directions. Modes up to frequency of about 70 Hz were retained to well describe the spectra content.

![Figure 8: Principal stresses under simulated time accelerations.](image)
Figs. 8 show the principal stresses evaluated on the structure. This preliminary model will be improved considering more than one measurement point to capture the effect of the distance from the tramway and evaluate stresses with a multi-point base input.

5 CONCLUSIONS

A procedure for modelling the vibration due to train passages in the proximity of monuments is proposed in this paper. Resorting to stochastic dynamics, evolutionary spectral densities of each passage event can be defined for each measurement point, as well as the mean time arrival of trams. In this way, time histories of velocities are simulated reflecting time evolution and frequency content of the measure data. In this work the method is applied for data recorded at the base of the Temple of Minerva Medica in Rome. Only one tramway, the closest to the monument, with trams passing in North-West direction, is considered as a preliminary study, defining the mean time arrival of the trains, as well as the evolutionary spectra. Simulation of triaxial velocities in one point is proposed as well as the stress evaluation on the structure. The work would be completed considering more measurement points on the soil, so to have different distances from the tramway and the possibility of simulating a multi-point input on the structure. In this way, load cycles could be evaluated highlighting the portions of the structure much prone to damages.
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Abstract. After recent seismic events in Italy (Umbria-Marche 1997, L’Aquila 2009, Emilia 2012, Central Italy seismic sequence 2016), there has been a growing scientific interest on the preventive conservation of historic monumental buildings. In this regards, vibration-based low-cost and non-destructive Structural Health Monitoring (SHM) systems provide very useful information on the structural behavior. This information includes both global and local mechanisms and results in more accurate seismic assessments and effective retrofits, also allowing detection of small structural damages developing after far-field earthquakes.

This paper presents the ongoing research activities regarding the SHM of the Consoli Palace in Gubbio, Italy. A simple and low-cost mixed static-dynamic long-term SHM system has been active since July 2017 with the main purpose of detecting damage-induced anomalies in the time series of the amplitudes of the two major cracks existing in the building and the variation of natural frequencies of global and local vibration modes. The system comprised two crack meters, two temperature sensors and three high sensitivity accelerometers, the latter finalized at the continuous modal identification and modal tracking of the building for damage detection purposes through statistical process control tools. Recently, the SHM system has been integrated with additional sensors, and now comprises 12 accelerometers on three levels of the palace that allow a more detailed detection of the possible vibration modes’ variations, 4 crack meters to monitor the openings of two additional cracks and 4 thermocouples to more accurately remove thermal effects by accounting for the effects of the different solar radiation on the buildings’ façades. The paper presents preliminary considerations about the first results of the new larger sensor network, including (i) a discussion on the role of an enriched identification of the mode shapes, (ii) a preliminary assessment of environmental effects on modal properties of the structure, both the natural frequencies and mode shapes, and (iii) considerations on the removal of such environmental effects and damage detection based on novelty analysis. The differences between previous and new results and the advantages of the adoption of a larger sensor network are highlighted.
1 INTRODUCTION

Masonry structures, such as towers, palaces and churches, constitute an important part of Cultural Heritage (CH) buildings in Europe, whose preventive conservation against material degradation and natural hazards can be regarded as a societal priority, as well as a scientific and technical challenge. Within the Italian context, most of these buildings are especially exposed to seismic risk, as a consequence of the high seismic hazard of most of the Italian territory and their high seismic vulnerability. This has also been dramatically testified by recent Italian earthquakes, such as those occurred in Emilia in 2012 [1] and Central Italy in 2016-2017 [2], just to mention the most recent ones.

Ambient Vibration Tests (AVT) and Operational Modal Analysis (OMA) [3, 4], as well as long-term vibration-based SHM, are becoming especially popular in application to CH structures, owing to their fully non-destructive and non-invasive nature. Literature counts several applications of vibration-based SHM methods to slender masonry towers based on the continuous identification of natural frequencies from in-service response data collected by a few sensors deployed on the upper part of the structure [5, 6, 7]. In this context, any damage or change in the structural behavior is automatically detected in the form of anomalies in time series of continuously identified natural frequencies, typically using multivariate statistical analysis methods, while the damage localization task can be addressed by solving an inverse problem, with the purpose to identify damage-induced local changes in equivalent elastic properties of the masonry [6, 8]. While suited for slender structures, vibration-based SHM methods are not directly applicable to stiffer masonry buildings, such as churches and palaces, where a mixed static-dynamic monitoring approach is often more informative, using measurements of strains, deformations, tilts and crack amplitudes to derive static signatures [9, 10, 11, 12, 13].

The Consoli Palace is the most representative monument of the medieval town of Gubbio, Italy, and is located in the heart of its historical center. Several studies have been carried out on the Consoli Palace in the framework of Horizon 2020 European HERACLES (HEritage Resilience Against CLimate Events on Site) project, devoted to enhancing the resilience of historic buildings against harmful events [13, 14, 15, 16, 17]. The palace has been under continuous monitoring since July 2017 using a simple mixed static and dynamic long-term SHM system. To the best of the authors’ knowledge, the Consoli Palace can be regarded as the first (or one of the first) example(s) in the scientific literature, in which continuous long-term modal identification and SHM based on frequency tracking has been applied to the case of a stiff masonry palace, with the purpose of early detecting any damage or change in its structural behavior following an earthquake, whereby the existing literature limits to slender structures such as towers [5, 6, 7, 18, 19], churches and/or cathedrals [20, 21].

2 THE SHM DAMAGE-DETECTION ALGORITHM

The adopted vibration-based SHM method consists of a Multiple Linear Regression (MLR) model to remove the effects of changes in environmental and operational conditions from time series of natural frequencies and of a control chart based on $T^2$-statistic to detect deviations from normal conditions possibly related to a structural damage. Tracked modal frequencies are collected in an observation matrix, $\mathbf{Y} \in \mathbb{R}^{n \times N}$, where $n$ is the number of identified frequencies and $N$ is the number of observations. Quantities contained in matrix $\mathbf{Y}$ are affected by
changes in environmental conditions and cannot be directly used as damage sensitive features. Instead, quantities contained in a residual error matrix, $E \in \mathbb{R}^{n \times N}$, are used for this purpose and computed as

$$E = Y - \hat{Y}$$

(1)

where $\hat{Y}$ are modal frequencies independently estimated through a proper statistical model. Under the assumption that such a model can reproduce the part of the variance in frequency estimates that is associated with changes in environmental and operational conditions, the error matrix only contains the residual variance in the data associated with errors in output-only modal identification and with un-modeled environmental and operational effects on modal frequencies. If a damage pattern develops, this affects data contained in $Y$ but not those in $\hat{Y}$. It follows that $E$ contains quantities that are feasible for damage detection purposes. After computing matrix $E$ in Eq. (1), a damage condition is identified as an anomaly in the residual errors, under the assumption that damage induces a change in the distribution of $E$. To this aim, the classic statistical process control tool named Novelty Analysis is adopted. It consists of the use of control charts based on properly defined statistical distances or, in other words, on an index able to flag relevant natural frequency shifts (see Fig.1). A well known quantity used for this purpose in SHM is the Hotelling or Shewhart $T^2$-statistical distance [22], defined as

$$T^2 = r \cdot (\bar{E} - \bar{E})^T \cdot \Sigma^{-1} \cdot (\bar{E} - \bar{E})$$

(2)

where $r$ is an integer parameter, referred to as group averaging size, $\bar{E}$ is the mean of the residuals in the subgroup of the last $r$ observations, while $\bar{E}$ and $\Sigma$ are the mean values and the covariance matrix of the residuals, respectively. Both $\bar{E}$ and $\Sigma$ are statistically estimated in a reference period, called the training period (denoted as $t_t$), during which the structure is in the healthy state, i.e. it can be considered undamaged and experiences the normal environmental and operational conditions. An anomaly in the data is identified in the form of an outlier in the observed values of the residual errors, which is a value of the statistical distance which lies outside fixed control limits. Changes in $T^2$ are therefore likely to occur after a seismic event, evidencing the development of a damage pattern in the structure.

Figure 1: A typical example of control chart.
3 THE CONSOLI PALACE

The Consoli Palace is a very iconic masonry building in the medieval town of Gubbio, Italy. Built in gothic style between 1332 and 1349, it hosted the Consuls who were elected to control both legislative and executive branches of the government of the City. Since 1909 the building has been functioning as the Civic Museum, with a rich collection of art masterpieces, including the Iguvine Tablets dating back to the ancient Umbrian civilization.

AVTs have been carried out in May 2017 allowing identification of the first six modes of vibration within the range from 0 to 10 Hz: three involve vibration of the overall building, being two global flexural modes and one torsional mode, whereas the remaining three modes consist of mixed and/or local modes related to the dynamic interaction between the Palace and the small bell-tower placed on its top.

Significant thermal effects on both crack amplitudes and natural frequencies of the Consoli Palace have been investigated during the first year of monitoring. Negative linear correlations between crack amplitudes and temperature have been observed, while correlations between natural frequencies and temperature are also negative but sometimes non-linear. Also, the simultaneous recordings of static and dynamic data have allowed improving the statistical model used for the prediction of natural frequencies, by including the crack data as predictors, in addition to temperature data as generally found in the literature. More information can be found in [13].

3.1 The monitoring system

A mixed static-dynamic monitoring system has been active since July 2017. It is composed of:

- Three high sensitivity uni-axial piezoelectric accelerometers model PCB 393B12 (10 V/g sensitivity and ± 0.5 g measuring range) deployed on the roof of the Palace.

- Two crack meters (Linear Variable Displacement Transducers-LVDTs S-Series model with measurement range from 0 to 50 mm and resolution <0.3μm) permanently installed across two major cracks in the upper portion of the structure and related to possibly activating failure mechanisms, aimed at monitoring their possible opening and closing.

- Two temperature sensors (K-type thermocouples) installed close to each LVDT, in order to measure the surface temperature of the wall aiming at observing its influence on the evolution of the cracking pattern, as well as on global vibration modal properties.

- One data acquisition system (NI cDAQ-9132) with a remote connection to a data analysis server located in the Laboratory of Structural Dynamics of the University of Perugia.

Further details on the monitoring system can be found in [13].

Considering a continuous monitoring period from July 2017 to February 2020, data analysis can be synthesized in Fig.2: (i) results of modal identification and frequency tracking are presented in Fig. 2a, (ii) the recorded time series of crack amplitudes and temperature data are plotted in Figs. 2b, c. Plots versus the most correlated temperature are shown on the right side.
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Figure 2: Time series of identified natural frequencies using automated SSI (a) and time evolution of the two monitored crack amplitudes and temperature data of Consoli Palace during more than two years of continuous monitoring (b-c). Their correlation with temperature data is also plotted.

of the figure. These results show that modal tracking is possible with an acceptable continuity for all natural frequencies of the six vibration modes. Also, their seasonal variations and daily fluctuations are evident. However, there are some continuously tracking difficulties. Some natural frequencies are not consistently identified, e.g. Fy1 global and L2 local modes of vibration, exhibiting lower identification success ratios, which might be associated to a lower traffic excitation during night hours, as well as to difficulties in modal tracking due to poor information on the mode shapes which are essential to correctly classify identified poles as belonging to this or that structural mode.

As an alternative solution, a denser sensor network could overcome many of the abovementioned shortcomings of the actual monitoring system.
4 THE NEW PROPOSED MONITORING SYSTEM

The SHM system has been recently enlarged with additional sensors, as depicted in Fig. 3. It now comprises a total of:

- Twelve accelerometers deployed on three levels of the palace that allow a more detailed detection of the possible vibration modes' variations: A1-A3 on the roof are the same sensors as in the previous system, A4-A6 in the Nobili hall, A7-A9 deployed in the Arengo hall and A11, A12 located on the roof and monitoring the top movements of the East and West façades, respectively.

- Four crack meters-LVDTs to monitor the openings of two previous (LVDT1 and LVDT2) and two additional cracks (LVDT3 and LVDT4).

- Four temperature sensors (K-type thermocouples) installed close to each LVDT, allowing a better thermal effects removal by accounting for the effect of the different solar radiation on the North and South façades.

- The same data acquisition system (NI cDAQ-9132) with a remote connection to the laboratory server.

The higher number of accelerometers and their deployment in three levels along the height contributes to improving modal tracking. For instance, natural frequencies of modes Fy1 and L2 can be tracked more regularly. Most importantly, an enriched identification of the mode shapes is considered. In fact, mode shapes can be identified continuously in time and the evolution of Modal Assurance Criterion (MAC) values, calculated with respect to the mode shapes of the calibrated numerical, is possible. On the other hand, considering the characterization of environmental parameters, a more accurate investigation of their effects on modal properties of the structure can be carried out with additional temperature sensors, not limiting it to the natural frequencies but also considering the mode shapes. Two additional crack meters are

Figure 3: Layout of the new larger sensor SHM network recently installed on the Consoli Palace: (i) 12 accelerometers, (ii) 4 LVDTs, (iii) 4 K-type thermocouples and (iv) the data acquisition system.
installed, considering the main possibly activating failure mechanisms: (i) the overturning of the loggia on the South side of the Palace and (ii) the overturning of the northern part of the West façade. LVDT3 is located in correspondence of a new investigated crack pattern, related to the first mechanism, while LVDT4 is positioned in the medium-lower part of the crack of the North façade, already monitored in the upper level by LVDT2, related to the second mechanism. Finally, after the removal of the environmental effects, damage detection based on novelty analysis can be carried out using the information on variations of both natural frequencies and mode shapes, as well as crack amplitudes. In this context, the purpose of this new larger SHM system is a more accurate early detection of damage-induced anomalies in the time series of the natural frequencies of global and local vibration modes, as well as in the time series of the amplitudes of the major cracks existing in the building.

Based on the very first monitoring days, the differences between previous and new results are under specific attention, highlighting the advantages of the adoption of a larger sensor network. The monitoring data analysis has been carried out using an ad hoc created software tool, called MOSS, allowing continuous automated OMA and damage detection for SHM. The code allows for automatically managing data recordings of ambient vibrations and environmental variables. It also includes multiple regressive models for conducting damage identification, as well as a package of surrogate modeling. A user-friendly graphical interface of the MOSS software is shown in Fig. 4. More information can be found at https://shmlab.weebly.com/ (Research area).

Figure 4: Graphical interface of the MOSS software.
5 CONCLUSIONS

The ongoing research activities regarding the mixed SHM of a monumental palace, the Consoli Palace in Gubbio, Italy, have been presented. A simple and low-cost mixed static-dynamic long-term SHM system has been active from July 2017 to February 2020. A new larger sensor SHM network has been recently installed in the Consoli Palace.

The main advantages of the new system are summarized below:

• An improved natural frequencies tracking and continuous identification of mode shapes.
• A more accurate characterization of environmental parameters and investigation of their effects on the modal properties of the structure.
• A more in-depth investigation of the major crack patterns by using additional crack meters and temperature sensors close to them.
• A more accurate earthquake-induced damage detection based on novelty analysis using the information on variations of both natural frequencies and mode shapes, as well as crack amplitudes.
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Abstract. The goal of this paper is to investigate the role of soil-structure interaction in modeling the dynamic behavior of masonry towers. The study, conducted on the bell tower of the Basilica of San Frediano in Lucca (Italy), is based on both experimental and numerical results. The former were collected during an experimental campaign carried out on the tower using seismometric stations, while the latter have been obtained via the modal analysis and model updating procedures implemented in the finite element code NOSA-ITACA. Combining experimental and numerical outcomes made it possible to assess the influence of the soil, modeled as a system of elastic springs, on the natural frequencies of the tower. Finite element models of the tower have been calibrated by taking the presence of the adjacent church into account and choosing different unknown parameters, including the soil stiffness.
1 INTRODUCTION

Finite element (FE) model updating techniques are based on solution of a constrained minimum problem, in which the objective function is generally expressed as the discrepancy between experimental and numerical natural frequencies and mode shapes [1]. Wide application of these techniques to heritage structures is quite recent [2], [3], [4].

An efficient algorithm for model updating based on a modified Lanczos projection strategy and a trust-region scheme has been implemented in NOSA-ITACA, free software developed in house by ISTI-CNR and successfully applied to several case studies [5, 6]. Besides reducing the overall computation time of the numerical process and enabling accurate analysis of large-scale models with little effort, the proposed algorithm allows for obtaining information on both the reliability of the solution and its sensitivity to noisy experimental data.

Recent studies have shown that soil-structure interaction should be taken into account in studying the dynamic behavior of masonry structures [7], [8], [9], [10], [11], [12]. Stemming from the results of a continuous monitoring campaign conducted by the authors on the San Frediano belfry in the historic center of Lucca [13], this paper is aimed at investigating how this interaction influences the results of model updating.

In [13] FE model updating of the tower was conducted, by taking the presence of the adjacent church into account via suitable boundary conditions and considering the tower clamped at the base. In the present paper, the soil-structure interaction is studied by applying at the structure’s base a system of elastic springs whose stiffness is varied in order to represent different soil types [14]. Two models of the tower have been analyzed: in the former the tower is free, and the influence of the church neglected, while in the latter the presence of the lateral walls of the church is modelled via elastic springs. The influence of soil stiffness on the tower’s natural frequencies has been investigated and the model updating procedure implemented in NOSA-ITACA [5], [6] has been applied to determine the optimal mechanical properties of the tower-springs system.

2 FE MODEL UPDATING

Numerical modeling of a structure is usually characterized by several uncertainties regarding the properties of the constituent materials, the constraining effect of the adjacent buildings, boundary conditions, local soil conditions, etc. Model updating is a procedure aimed at determining some unknown parameters of a FE model in order to match the experimental and numerical dynamic properties of a structure (frequencies and mode shapes) [1]. Assuming that the stiffness and mass matrices of a structure discretized into finite elements depends on a parameter vector $x$ varying in a $p$-dimensional box $\Omega$, we want to determine the optimal value of $x$ that minimizes, within the box $\Omega$, the objective function

$$\phi(x) = \sum_{i=1}^{q} w_i^2 [f_i^{exp} - f_i(x)]^2,$$

where $f_i^{exp}$ and $f_i(x)$ are the $q$ experimental and numerical frequencies to match (with $q$ not less than $p$). In particular, numerical frequencies $f_i(x)$ are calculated by solving a generalized eigenvalue problem involving the stiffness matrix $K(x)$ and mass matrix $M(x)$ depending on the parameter vector $x$. Scalars $w_i$ are the weight that should be given to each frequency in the optimization scheme; in order to obtain satisfactory accuracy on the frequencies, $w_i$ is usually chosen as equal to the inverse of the experimental frequency.

The numerical procedure for model updating, described in detail in [5, 6], has been implemented in the NOSA-ITACA code, a finite element software package developed in house by...
ISTI-CNR [15], for performing modal analyses [16] and managing the large-scale problems encountered in applications.

The algorithm implemented in the code is based on construction of local parametric reduced-order models embedded in a trust-region scheme for solving the constrained minimum problem. In particular, the algorithm exploits the structure of the stiffness and mass matrices and the fact that only a few of the smallest eigenvalues have to be calculated in order to solve the problem.

3 THE SAN FREDIANO BELL TOWER

The bell tower of the Basilica of San Frediano (Figure 1), dating back to the 11th century, is one of the best preserved in Lucca’s historic center. The tower, whose geometry is sketched in Figure 2 and described thoroughly in [13], is 52 m high, with walls varying in thickness from about 2.1 m at the base to 1.6 m at the top. The San Frediano Basilica adjoins the tower on two sides for about 13 m of its height. The masonry constituting the tower appears to be made of regular stone blocks at the base, while quite homogeneous brick masonry is visible in the upper sections, apart from the central part of the walls, where the masonry between the windows is made up of stone blocks.

In the period 2015-2017 the tower was instrumented with four SARA tri-axial seismometric stations, each made up of a SL06 24-bit digitizer and a SS20 seismometer (electrodynamic velocity transducer, 2.0 Hz eigenfrequency), made available by the Arezzo Seismology Observatory (INGV). The instruments were arranged on the San Frediano bell tower adopting different sensors layouts and data recorded were analyzed via the Covariance Driven Stochastic Subspace Identification method (SSI/Cov) [17], [18] implemented in the MACEC code [19].

Table 1 reports the mean values of the first five frequencies calculated using data recorded in August 2016, with a sampling frequency of 100 Hz. The first and second frequencies correspond to flexural mode shapes along the X and Y direction, respectively. The third frequency is likely related to a torsional mode shape. The last two frequencies correspond once again to flexural model shapes. More details on mode shapes are given in [13].

![Figure 1: The San Frediano bell tower.](image)
Table 1: The first five frequencies of the San Frediano bell tower.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode 1 (Bending X)</td>
<td>1.11</td>
</tr>
<tr>
<td>Mode 2 (Bending Y)</td>
<td>1.39</td>
</tr>
<tr>
<td>Mode 3 (Torsional)</td>
<td>3.45</td>
</tr>
<tr>
<td>Mode 4 (Bending X)</td>
<td>4.64</td>
</tr>
<tr>
<td>Mode 5 (Bending Y)</td>
<td>5.37</td>
</tr>
</tbody>
</table>

3.1 FE modeling, modal analysis and model updating

This section is devoted to the modal analysis of the bell tower. All numerical analyses presented in this paper have been conducted via the NOSA–ITACA code [5], [6], [16], [15]. The San Frediano bell tower has been discretized into 45935 brick and 673 beam and truss elements (element n. 8, 9 and 35 in [15]) with 60228 nodes, as shown in Figure 2. Beams have been used to model the steel tie rods and the wooden roof elements, while trusses are used for the springs at the base, according to the Winkler model for the soil [14] and to model the adjacent building. In particular, two models have been considered: in the former (Model 1) the presence of the church is neglected, while in the latter (Model 2) elastic spring have been applied 12.50 m above the base to account for the church’s adjacent walls (red springs along X and magenta springs along Y in Figure 2). In both cases horizontal displacements of the base are prevented and vertical displacement is constrained by the presence of elastic springs under the tower’s base (green in Figure 2).

The masonry has been modeled as an isotropic linear elastic material with Poisson’s ratio $\nu = 0.2$, mass density $\rho = 2000 \text{ kg/m}^3$, and Young’s modulus $E_m$ varying from 2.0 GPa to 10.0 GPa. Figures 3 to 7 show the first five frequencies of Model 1 as functions of $E_m$, with the soil stiffness $k_w$ taking values between 4800 and 128000 kN/m$^3$, corresponding respectively to loose and dense sand [14]. As expected, for fixed $k_w$, the frequencies are increasing functions of Young’s modulus. The first and second frequencies remain strictly below the corresponding experimental frequencies, likely due to the fact that the real system is considerably stiffer than its numerical model. For fixed $E_m$, the frequencies increase as soil stiffness $k_w$ increases, but this rise becomes less evident as Young’s modulus increases; for example, the first frequency increases by about 44% when $E_m=2$ GPa and $k_w$ ranges from 4800 kN/m$^3$ to 128000 kN/m$^3$, while for $E_m=10$ GPa the growth of the first frequency is on the order of 18.5%. Furthermore, there is visibly greater influence of the soil stiffness on the two first bending frequencies than on higher-order ones. With respect to the experimental mode shapes, the MAC values [18] are consistently greater than 0.9, and their variation with soil stiffness is not appreciable.
Figure 2: FE discretization of the San Frediano bell tower, model 1 (left) and model 2 (right). In model 1 and model 2 the soil is modeled as vertical springs (green) and the displacements along X and Y are prevented at the base (cyan). In model 2 the presence of the adjacent church is modeled as springs along X (red) and Y (magenta).

Figure 3: Model 1, first frequency as a function of Young’s modulus $E_m$ and soil stiffness $k_w$. 
Figure 4: Model 1, second frequency as a function of Young’s modulus $E_m$ and soil stiffness $k_w$.

Figure 5: Model 1, third frequency as a function of Young’s modulus $E_m$ and soil stiffness $k_w$. 
Figure 6: Model 1, fourth frequency as a function of Young’s modulus $E_m$ and soil stiffness $k_w$.

Figure 7: Model 1, fifth frequency as a function of Young’s modulus $E_m$ and soil stiffness $k_w$. 
The model updating procedure described in [5] and [6] is conducted on Model 1 considering the unknown parameters masonry’s Young’s modulus $E_m$ [GPa] and the soil stiffness $k_w$ [kN/m³] ranging in the intervals

$$E_m \in [1.0, 10.0] \text{ GPa}, \quad k_w \in [4800.0, 128000.0] \text{ kN/m}^3.$$  \hspace{1cm} (2)

The procedure provides the following values

$$E_m^{opt} = 6.61 \text{ GPa}, \quad k_w^{opt} = 1.28 \times 10^5 \text{ kN/m}^3,$$  \hspace{1cm} (3)

with $k_w^{opt}$ coinciding with the right end of the interval in (2). The corresponding numerical frequencies and the relative errors with respect to the experimental frequencies are summarized in Table 2.

<table>
<thead>
<tr>
<th>Exp. freq.</th>
<th>Num. freq.</th>
<th>Relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hz</td>
<td>Hz</td>
<td>[%]</td>
</tr>
<tr>
<td>Mode 1</td>
<td>1.11</td>
<td>0.87</td>
</tr>
<tr>
<td>Mode 2</td>
<td>1.39</td>
<td>1.04</td>
</tr>
<tr>
<td>Mode 3</td>
<td>3.45</td>
<td>3.99</td>
</tr>
<tr>
<td>Mode 4</td>
<td>4.64</td>
<td>4.78</td>
</tr>
<tr>
<td>Mode 5</td>
<td>5.37</td>
<td>5.51</td>
</tr>
</tbody>
</table>

Table 2: The first five numerical frequencies of Model 1 corresponding to the optimal values in (3) with the relative errors with respect to the experimental values.

The errors shown in the Table demonstrate that Model 1 is not able to capture the dynamic response of the real system.

Model 2 differs from Model 1 in that elastic springs are now applied 12.50 m above the base to account for the adjacent church walls. Let us fix the elastic constants of the springs: $k_X = 7.75 \times 10^7$ N/m for the springs along X (red in Figure 2) and $k_Y = 1.5 \times 10^8$ N/m for the springs along Y (magenta in Figure 2). These constants have been determined by considering the presence of the adjacent church, whose walls have a shear stiffness of about $2.4 \times 10^9$ N/m in the Y direction and $1.89 \times 10^9$ N/m in the X direction. As for the church’s constituent material, a shear modulus of 1.25 GPa and a Poisson’s ratio of 0.2 have been assumed [20].

Figures 8 to 12 show the first five frequencies of Model 2 as functions of $E_m$ and soil stiffness $k_w$. Dashed lines represent the experimental frequency values.

As in Model 1, for fixed $k_w$, the frequencies are increasing functions of Young’s modulus and for fixed $E_m$ the frequencies increase with increasing soil stiffness $k_w$. However, in this case the growth is more or less steady; for example, the first frequency increases by about 6.45% when $E_m=2$ GPa and the value of $k_w$ is increased from 4800 kN/m³ to 128000 kN/m³, while for $E_m=10$ GPa the corresponding increase is about of 5.84%.

In this case, unlike in Model 1, the five frequencies of the tower are less influenced by soil stiffness. In fact, the tower’s bending stiffness is mainly influenced by the constraint of the adjacent walls, while the vertical deformability of the soil under the base seems to make a negligible contribution to the overall deformability of the system. In this case, also unlike in Model 1, the experimental frequency values intercept the surfaces of the numerical frequencies, thus indicating that Model 2 can provide a good approximation of the actual dynamic behavior of the tower.
Figure 8: Model 2, first frequency as a function of Young’s modulus $E_m$ and soil stiffness $k_w$.

Figure 9: Model 2, second frequency as a function of Young’s modulus $E_m$ and soil stiffness $k_w$. 
Figure 10: Model 2, third frequency as a function of Young’s modulus $E_m$ and soil stiffness $k_w$.

Figure 11: Model 2, fourth frequency as a function of Young’s modulus $E_m$ and soil stiffness $k_w$. 
The results of the model updating procedure conducted on Model 2, for $E_m$ [GPa] and $k_w$ [kN/m³] varying in the intervals given in (2), as in the case of Model 1, are the following

$$E_m^{\text{opt}} = 5.327 \text{ GPa}, \quad k_w^{\text{opt}} = 1.28 \times 10^5 \text{ kN/m}^3,$$

with $k_w^{\text{opt}}$ coinciding with the right end of the interval in (2). The corresponding numerical frequencies and the relative errors with respect to the experimental frequencies are summarized in Table 3.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Exp. freq. [Hz]</th>
<th>Num. freq. [Hz]</th>
<th>Relative error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode 1</td>
<td>1.11</td>
<td>0.98</td>
<td>11.71</td>
</tr>
<tr>
<td>Mode 2</td>
<td>1.39</td>
<td>1.29</td>
<td>7.19</td>
</tr>
<tr>
<td>Mode 3</td>
<td>3.45</td>
<td>3.65</td>
<td>-5.80</td>
</tr>
<tr>
<td>Mode 4</td>
<td>4.64</td>
<td>4.64</td>
<td>0.0</td>
</tr>
<tr>
<td>Mode 5</td>
<td>5.37</td>
<td>5.71</td>
<td>-6.33</td>
</tr>
</tbody>
</table>

Table 3: The first five numerical frequencies of Model 2 corresponding to the optimal values in (4) with the relative errors with respect to the experimental values.

The errors in this case are still consistent, but lower (about one half) than those shown in Table 2 for Model 1.
Finally, if model updating is performed considering as unknown parameters $E_m$, $k_w$ and the elastic constants $k_{X1}$, $k_{X2}$ and $k_Y$ of the lateral springs as well, for $k_{X1}$, $k_{X2}$ and $k_Y$ [N/m] varying in the interval $[1.0 \times 10^8, 7.0 \times 10^{21}]$, then the optimal values are

$$E_m^{\text{opt}} = 4.53 \text{ GPa}, \quad k_w^{\text{opt}} = 0.69389 \times 10^5 \text{ kN/m}^3, \quad k_{X1}^{\text{opt}} = k_{X2}^{\text{opt}} = k_Y^{\text{opt}} = 3.5 \times 10^{21} \text{ N/m}. \quad (5)$$

The corresponding numerical frequencies and the relative errors with respect to the experimental frequencies are reported in Table 4.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Exp. freq. [Hz]</th>
<th>Num. freq. [Hz]</th>
<th>Relative error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode 1</td>
<td>1.11</td>
<td>1.13</td>
<td>-1.80</td>
</tr>
<tr>
<td>Mode 2</td>
<td>1.39</td>
<td>1.39</td>
<td>0.0</td>
</tr>
<tr>
<td>Mode 3</td>
<td>3.45</td>
<td>3.50</td>
<td>-1.45</td>
</tr>
<tr>
<td>Mode 4</td>
<td>4.64</td>
<td>4.97</td>
<td>-7.11</td>
</tr>
<tr>
<td>Mode 5</td>
<td>5.37</td>
<td>6.05</td>
<td>-12.66</td>
</tr>
</tbody>
</table>

Table 4: The first five numerical frequencies of Model 2 corresponding to the optimal values in (5) with the relative errors with respect to the experimental values.

For the sake of comparison, we recall the results obtained in [13] considering the tower clamped at the base and assuming that the horizontal displacements of the points adjacent to the church (magenta and red points in Figure 2) are prevented. The model updating conducted in [13] with $E_m$ as the unknown parameter yielded the following optimal value

$$E_m^{\text{opt}} = 4.20 \text{ GPa}, \quad (6)$$

and the frequencies reported in Table 5.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Exp. freq. [Hz]</th>
<th>Num. freq. [Hz]</th>
<th>Relative error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode 1</td>
<td>1.11</td>
<td>1.18</td>
<td>-6.31</td>
</tr>
<tr>
<td>Mode 2</td>
<td>1.39</td>
<td>1.43</td>
<td>-2.88</td>
</tr>
<tr>
<td>Mode 3</td>
<td>3.45</td>
<td>3.37</td>
<td>-2.32</td>
</tr>
<tr>
<td>Mode 4</td>
<td>4.64</td>
<td>4.93</td>
<td>-6.25</td>
</tr>
<tr>
<td>Mode 5</td>
<td>5.37</td>
<td>6.00</td>
<td>-11.73</td>
</tr>
</tbody>
</table>

Table 5: The first five numerical frequencies of the tower clamped at the base with the horizontal displacements prevented [13] corresponding to the optimal value in (6) with the relative errors with respect to the experimental values.

Thus, a comparison of Table 4 to Table 5 shows that taking into account both the deformability of the adjacent constraints and the soil-structure interaction allows for appreciably fine-tuning the model and improving the simulation of the experimental results.
4 CONCLUSIONS
This paper is devoted to studying the effects of soil deformability and adjacent buildings on the dynamic behavior of masonry towers. The investigation relies on the use of some experimental results collected during a long-term dynamic monitoring campaign on the San Frediano bell tower in Lucca and an automated model updating procedure implemented in the NOSA-ITACA code.

The paper shows that soil stiffness can significantly affect the dynamic behavior of isolated towers, while in the case of towers connected to other buildings, the model’s global stiffness is very sensitive to the kind of connection with the adjacent structures. The use of automated model updating procedures can help fine-tune the FE model, and enables estimating the stiffness of both the soil and the lateral constraints.
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Abstract. This paper presents the preliminary results of an ongoing research on a masonry arch bridge in the neighborhood of Todi (Umbria, Italy). Forced and ambient vibration tests (AVTs) were carried out in year 2016 on the masonry arch bridge. High-sensitivity piezoelectric accelerometers, a laser vibrometer and a radar interferometer were used to record the structural response. The structure exhibited typical mechanical deterioration phenomena: longitudinal cracks below the vault, material detachment in the voussoir as well in the spandrel wall and damage of the abutments. The damage level of the masonry was even worsened by vegetation grown between the cracks of the stones. The Enhanced Frequency Domain Decomposition (EFDD) method was used to identify the experimental natural frequencies and mode shapes. The experimental modal properties were finally used to calibrate an accurate Finite Element (FE) numerical model developed using a photogrammetric survey based on high-resolution images provided by UAV (Unmanned Aerial Vehicle). In 2017 a restoration process was started aimed to strengthen the tested structure. The experimental tests were repeated at the end of the restoration process. In particular, AVTs were carried out using high-sensitivity accelerometers located in the same positions used before the restoration process. In this paper, the comparison of the natural frequencies and the vibration modes, obtained before and after the restoration process, is presented in order to discuss the effect of severe damage on the masonry arch bridge. Furthermore, this comparison is used to gather information on the effect of the restoration activities on the dynamic properties of the masonry arch bridge. The obtained results are crucial for calibrating suitable numerical models in both the different stages using a multidisciplinary approach, which uses UAV technology and photogrammetry techniques.
1 INTRODUCTION

Masonry arch bridges are one of the most common structural typology present in the worldwide cultural heritage. Today many of these ancient constructions are characterized by severe damage conditions due to natural hazards, foundation settlements and inherent degradation with time resulting in loss of strength, stiffness and physical properties [1, 2, 3, 4]. All these factors can affect negatively the structural performance of this kind of constructions often requiring repair and/or strengthening. Over the past decades a large number of experimental studies have been devoted to the investigation of the effectiveness of different strengthening works applied to ancient masonry building but only limited studies used full-scale structures.

Finite element (FE) models can be considered as a predominant tool to investigate the structural performance of historic masonry structures and several contributions can be found in literature [5, 6]. In spite of this, the numerical modeling of historic masonry structures is still a challenging task since they may be characterized by a significant level of complexity in terms of geometry, existing damage and mechanical properties [7, 8, 9, 10]. Modern survey technique such as terrestrial laser scanning and photogrammetry can be suitably used for describing accurately the geometric complexity of the structural members and the irregularities consisting in lacking material volumes due to a severe damage [11, 12, 13]. The proper estimation of the mechanical properties can be performed by means of expensive and invasive procedures, often impossible to be carried out [13]. For this reason, AVTs can be used to extract data on the modal properties of the tested structures [14, 15, 16, 17] and the unknown numerical model parameters can be estimated by solving optimization procedures aimed at minimizing the distance between the model predicted and the measured modal parameters [18, 19, 20, 21, 22, 23, 24].

This work presents the results of an ongoing research on a masonry arch bridge in the neighborhood of Todi (Umbria, Italy). The bridge is characterized by an irregular segmental arch, with a span and a rise higher than 10 m and 4 m, respectively. The structure exhibited typical mechanical deterioration phenomena consisting in cracks below the vault, material detachment in the side walls and the arches and damage of the West and east abutment. The damage level of the masonry was even worsened by vegetation grown between the cracks of the stones (Figure 1(a-b)). In 2017 a restoration process was started mainly consisting in a conservative restoration of the walls (cleaning, coating and grouting) and the planking level and a structural reinforcement of the vault and the masonry walls (Figure 2(a-b)).

The main purpose of this research is to determine the strengthening effects on the dynamic...
properties of this full-scale severely damaged masonry structure before and after strengthening. AVTs were carried out on Case A (i.e. severely damaged bridge) and Case B (i.e. strengthened bridge). Two FE models were developed starting from the digital geometric survey: one derived from photogrammetric survey that accurately describes the damage state (lack of material) and one regularizing the surfaces describing the post-strengthening state. The modal properties identified from both numerical models and the experimental works are compared highlighting the effect of important structural strengthening on the dynamic properties accounting for an accurate geometric description of the geometric irregularities due to severe damage.

2 EXPERIMENTAL MEASUREMENTS

The dynamic characterization of the masonry arch bridge before and after strengthening has been performed by Enhanced Frequency Domain Decomposition (EFDD) \[25, 26\] using vibration response in operating conditions and classical contact measurements. For the sake of clarity in the following the experimental results obtained before and after strengthening will be referred to as "Case A" and "Case B", respectively.

2.1 Case A: AVTs for severely damaged masonry bridge

AVTs were carried out on the severely damaged masonry arch bridge in 2016 [28]. The dynamic response of the tested structure was measured using nine uni-axial accelerometers (model PCB 3939B12, 10 V/g sensitivity) located in different positions in order to obtain three different setups, to be used for the identification of vertical, horizontal and torsional vibration modes. The three sensor layouts are reported in Figure 3(a-b-c). Three sensors were installed at the keystone section of the arch to be used as a reference system for the analysis: two sensors were placed in the South side, giving measurements in both vertical and transversal directions while the third sensor was placed in the North side giving measurements in the vertical direction (red arrows in Figure 3(a-b-c)).

The testing methodology consisted in three different measurements, each recording 900 s time series with a sampling frequency of 1653 Hz, which is the minimum sampling frequency available for the used system, NI 9234 module with cDAQ 9188, due to inner anti aliasing filter. Since the power spectral density matrix estimated from the raw acceleration data showed a sig-
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Figure 3: AVTs before strengthening: accelerometers arrangement used in Setup#1 (a), Setup#2 (b) and Setup#3 (c). Accelerometers arrangement for the AVTs after strengthening (d). Reference sensors are indicated in red.

Figure 4: First four vibration modes of the masonry arch bridge before (a-d) and after (e-h) strengthening.

Significant frequency content between zero and 20 Hertz, the recorded data were downsampled to 27.55 Hz, offsets and drifts were removed. A low pass filter of order 3 with a cut-off frequency equal to 27.548 Hz was also applied.

The obtained natural frequencies are summarized in Table 1 and the corresponding vibration modes are reported in Figure 4(a-d). The first four vibration modes are satisfactory identified from the AVTs. Two Out-of-Plane (OoP) modes ($M_{1}^{EXP,A}$, $M_{3}^{EXP,A}$) and two In-Plane (IP) modes ($M_{2}^{EXP,A}$, $M_{4}^{EXP,A}$) can be distinguished. Some modes present nearly symmetric configuration ($M_{1}^{EXP,A}$, $M_{4}^{EXP,A}$), while others are antisymmetric ($M_{2}^{EXP,A}$, $M_{3}^{EXP,A}$).

Given a set of experimental modal vectors it is possible to estimate the auto-MAC matrix.
### Table 1: Modal features obtained from experimental tests before strengthening.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$f$ [Hz]</th>
<th>Mode’s type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1^{EXP,A}$</td>
<td>8.77</td>
<td>1st OoP-Symmetric</td>
</tr>
<tr>
<td>$M_2^{EXP,A}$</td>
<td>13.93</td>
<td>1st IP-Antisymmetric</td>
</tr>
<tr>
<td>$M_3^{EXP,A}$</td>
<td>14.72</td>
<td>2nd OoP-Antisymmetric</td>
</tr>
<tr>
<td>$M_4^{EXP,A}$</td>
<td>17.76</td>
<td>2nd IP-Symmetric</td>
</tr>
</tbody>
</table>

![Figure 5: Components of the auto-MAC matrix evaluated on the identified natural mode shapes before (a) and after (b) strengthening.](image-url)

The auto-MAC numbers are able to measure the degree of correlation between pair of modal vectors, assuming values equal to 1 or 0 for perfect correlation or no correlation, respectively. The auto-MAC numbers are very sensitive to the load non-stationarities and to the noisy reference modal vector. For this reason the auto-MAC is used in order to measure the quality of the measurements. The optimal auto-MAC matrix should be characterized by values equal to one on the diagonal and zero otherwise. In this case study, the diagonal terms in the diagonal auto-MAC matrix are equal to 1 since each modal vector is paired with itself, while the out-of-diagonal components are not all equal to 0 (Figure 5(a)). It should be noted that the auto-MAC number between the two OoP modes is higher than 0.4, that can be due to the low level of vibrations and the related noise in the reference modal vectors, as well as to the combination process of three different setups.

#### 2.2 Case B: AVT for strengthened masonry arch bridge

AVTs were carried out on the strengthened masonry arch bridge in 2017. The dynamic response of the tested structure was measured using fifteen uni-axial accelerometers (model PCB 3939B12, 10 V/g sensitivity).

Accelerometers were placed on both sides of the deck giving measurements in both vertical and transversal direction according to Figure 3(d). The testing methodologies consisted in two different measurements, each recording 1800 s time series with a sampling frequency of 200 Hz. Since the power spectral density matrix estimated from the raw acceleration data showed a significant frequency content between zero and 40 Hertz, the recorded data were downsampled to 50 Hz and offsets and drifts were removed.
Table 2: Modal features obtained from experimental tests after strengthening.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$f$ [Hz]</th>
<th>Mode’s type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{1}^{EXP,B}$</td>
<td>10.96</td>
<td>1st OoP-Symmetric</td>
</tr>
<tr>
<td>$M_{2}^{EXP,B}$</td>
<td>17.78</td>
<td>2nd OoP-Antisymmetric</td>
</tr>
<tr>
<td>$M_{3}^{EXP,B}$</td>
<td>22.62</td>
<td>1st IP-Symmetric</td>
</tr>
<tr>
<td>$M_{4}^{EXP,B}$</td>
<td>32.48</td>
<td>2nd IP-Antisymmetric</td>
</tr>
</tbody>
</table>

The obtained natural frequencies are summarized in Table 2 and the corresponding vibration modes are reported in Figure 4(e-h). The first four vibration modes are satisfactorily identified from the AVTs. Two Out-of-Plane (OoP) modes ($M_{1}^{EXP,B}$, $M_{2}^{EXP,B}$) and two In-Plane (IP) modes ($M_{3}^{EXP,B}$, $M_{4}^{EXP,B}$) can be distinguished. Some modes present nearly symmetric configuration ($M_{1}^{EXP,B}$, $M_{3}^{EXP,B}$), while others are clearly antisymmetric ($M_{2}^{EXP,B}$, $M_{4}^{EXP,B}$). Figure 5(b) shows the auto-MAC matrix characterized by diagonal elements equal to 1 with the out-of-diagonal components all lower than 0.20 indicating good quality measurement.

### 2.3 Comparison

Figure 6(a) compares the vibration modes obtained from the AVTs before and after strengthening in terms of MAC matrix. The MAC matrix has a similar meaning of the auto-MAC: the MAC matrix components are the MAC numbers estimated from each pair of vibration modes obtained from the experimental measurements carried out before and after strengthening. The diagonal MAC terms are equal to zero with the exception of the MAC value of the pair given by the first OoP symmetric mode $M_{1}^{EXP,A}$ and $M_{2}^{EXP,B}$ (equal to 0.6). The MAC value of the pair given by $M_{3}^{EXP,A}$ and $M_{4}^{EXP,B}$ (IP-Antisymmetric) is equal to 0.83; the MAC value of the pair given by $M_{3}^{EXP,A}$ and $M_{5}^{EXP,B}$ (OoP-Antisymmetric) is equal to 0.56 and finally the MAC value of the pair given by $M_{4}^{EXP,A}$ and $M_{5}^{EXP,B}$ (IP-symmetric) is equal to 0.86. This indicates a shift between the natural frequencies and the corresponding vibration modes caused by the mass and the stiffness change due to the important structural strengthening.

Figure 6(b) compares the natural frequencies identified by the measurements before and after strengthening in terms of percentage relative differences $\Delta = \left( \frac{f_{i}^{EXP,B} - f_{i}^{EXP,A}}{f_{i}^{EXP,B}} \right) \times 100$. These percentage differences have been estimated reordering the natural frequencies such that they correspond to the same mode shape using the maximum MAC number. It should be noted that an increase of the natural frequencies higher than 15% occur in all cases, with a maximum percentage difference higher than 55% occurring for the IP-Antisymmetric mode shape (i.e. $f_{2}^{EXP,A}$ and $f_{4}^{EXP,B}$).

### 3 FINITE ELEMENT ANALYSIS

Two preliminary FE models have been set up in ABAQUS [29] environment in order to numerically reproduce the modal behavior of the tested structure before and after strengthening.

The first numerical model will be referred to as "Model A" and it corresponds to the severely damage state (Figure 7(a)). The geometry was carefully defined based on a photogrametric survey provided by drones as an assembly of five main substructures, namely the arches, the vault, the side walls, the filling and the gallery. It should be noted that the photogrammetric based survey provided an accurate representation of the bridge geometry with respect to its external envelope, allowing to model some important details, such as the lack of materials in the spandrel, the abutments and the arches. All these volumes were modeled extruding the hole profile obtained from the survey with a constant depth. The initial mechanical characteristics
of all the five substructures are selected according to the prescription of the recent Italian instructions [30, 31, 32]. Table 3 provides a summary of the main mechanical properties of the chosen materials in terms of Young’s modulus $E$ and mass density $\rho$. The Poisson’s ratio was taken constant for all the materials with a value equal to 0.2. The second numerical model will be referred to as ”Model B” and it corresponds to the strengthened state (Figure 7(b)). The geometry was obtained regularizing the external surfaces of Model A. In this case the initial mechanical characteristics of all the five substructures are set according to the prescription of the recent Italian instructions multiplied by a coefficient $\alpha$, able to account for the good condition of the mortar (Table 3).

The first four mode shapes of the masonry arch bridge in its severely damaged state are shown in Figure 8(a-d). It is worth noting that the second and the third numerical mode shapes ($M_{2}^{FEM,A}$ and $M_{3}^{FEM,A}$) are inverted with respect to the experimental modes. This is mainly due to the geometric irregularities considered in the detailed FE model and to the severely damaged state of the vault with several cracks and lacking material. Table 4 compares the natural frequencies identified by the Model A with the measured ones in terms of relative differences...
Table 3: Mechanical parameters of the materials used in the FE models: elastic moduli $E$, mass density $\rho$ and correction coefficient $\alpha$.

<table>
<thead>
<tr>
<th>Structural Part</th>
<th>$E$ [MPa]</th>
<th>$\rho$ [t/m$^3$]</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arches</td>
<td>2800</td>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Vault</td>
<td>2400</td>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Side walls</td>
<td>1230</td>
<td>2.0</td>
<td>1.4</td>
</tr>
<tr>
<td>Filling</td>
<td>870</td>
<td>1.9</td>
<td>1.5</td>
</tr>
<tr>
<td>Gallery</td>
<td>1500</td>
<td>1.8</td>
<td>1.5</td>
</tr>
</tbody>
</table>

$\Delta = (f_{i}^{EXP,A} - f_{i}^{FEM,A})/f_{i}^{EXP,A} \times 100$. Also in this case the natural frequencies are reordered such that they correspond to the same mode shape accounting for the mode shape/natural frequency switching. It can be seen that the maximum relative difference occur for the second OoP-antisymmetric mode (i.e. $M_{3}^{EXP,A}$, $M_{2}^{FEM,A}$).

The first four mode shapes of the masonry arch bridge in its strengthened state are shown in Figure 8(e-h). Figure shows that the mode shapes obtained are the same of those obtained experimentally. Comparison of the numerically and experimentally identified natural frequencies are shown in Table 5 in terms of $\Delta = (f_{i}^{EXP,B} - f_{i}^{FEM,B})/f_{i}^{EXP,B} \times 100$. The maximum error between the natural frequencies is obtained for the second IP-antisymmetric mode, higher than 33 %.

Table 4: Comparison between experimental and initial numerical natural frequencies of Model A.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$f_{i}^{EXP,A}$</th>
<th>$f_{i}^{FEM,A}$</th>
<th>$\Delta$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1$^{st}$ OoP-Symmetric</td>
<td>8.77</td>
<td>8.69</td>
<td>0.82</td>
</tr>
<tr>
<td>1$^{st}$ IP-Antisymmetric</td>
<td>13.93</td>
<td>15.31</td>
<td>9.90</td>
</tr>
<tr>
<td>2$^{nd}$ OoP-Antisymmetric</td>
<td>14.72</td>
<td>14.70</td>
<td>0.14</td>
</tr>
<tr>
<td>2$^{nd}$ IP-Symmetric</td>
<td>15.76</td>
<td>16.01</td>
<td>1.53</td>
</tr>
</tbody>
</table>
Table 5: Comparison between experimental and initial numerical natural frequencies of Model B.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$f_{Exp,B}$</th>
<th>$f_{FEM,B}$</th>
<th>$\Delta[%]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st OoP-Symmetric</td>
<td>10.96</td>
<td>10.86</td>
<td>0.92</td>
</tr>
<tr>
<td>2nd OoP-Antisymmetric</td>
<td>17.78</td>
<td>18.47</td>
<td>3.82</td>
</tr>
<tr>
<td>1st IP-Symmetric</td>
<td>22.62</td>
<td>20.20</td>
<td>10.69</td>
</tr>
<tr>
<td>2nd IP-Antisymmetric</td>
<td>32.48</td>
<td>21.69</td>
<td>33.22</td>
</tr>
</tbody>
</table>

4 CONCLUSION

The objective of this study was to carry out AVTs on the damaged and the strengthened full-scale masonry arch bridge in order to assess the effect of strengthening on the dynamic properties using both measurements and numerical analyses.

From the experimental measurements four natural frequencies were identified within the range $[8.77 - 17.76]$ Hz and $[10.96 - 32.48]$ Hz respectively for the severely damaged (Case A) and the strengthened (Case B) masonry arch bridge; further two IP and two OoP (symmetric and antisymmetric) vibration modes were identified in both cases. When the dynamic properties obtained from the measurements carried out in the two different cases are compared to each others two majors conclusions can be drawn: first, natural frequencies obtained in Case B were significantly higher than those obtained in Case A; second, after the strengthening the obtained vibration modes were more distinctive and natural frequency/vibration mode switchings were observed for the two IP modes and the second OoP antisymmetric mode.

The results obtained from the measurements were than compared to the results obtained from the numerical analysis starting from two different preliminary FE models: one able to describe the geometric irregularities due to the presence of existing damage and one describing the post strengthened state. It turns out the the adopted simulations are in both cases able to reproduce the modal behavior of the tested structure; natural frequencies and mode shapes match their experimental counterparts although in the post strengthened scenario the model predicted natural frequencies relative to the two IP vibration modes were significantly underestimated.
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abstract. The development of realistic numerical models able to replicate as closely as possible the actual structural behaviour of heritage buildings is crucial for a thorough assessment of their structural performance against exceptional scenarios. In this regard, higher accuracy can be achieved by leveraging a multidisciplinary approach that integrates multiple contributions from different fields, such as geomatics, dynamics and computational modelling. In the present paper, this strategy is applied to the tower keep of the Guimarães castle, in Portugal, a masonry fortified structure dating back to the X century. Starting from an accurate laser scanner survey, a detailed numerical model has been created resorting to efficient algorithms able to represent complex situations. Furthermore, by exploiting the dynamic
properties extracted from the processing of vibration data collected during field dynamic testing, the mechanical characteristics of the constituent materials of the tower have been estimated by means of a model updating technique embedded in a trust-region scheme implemented in the NOSA-ITACA code. The results obtained so far allowed to establish valuable baseline information that will be of pivotal importance to catch possible changes in the tower’s response and to perform more in-depth structural analyses.

1 INTRODUCTION

Heritage structures represent a significant part of our built environment. Besides their cultural and social importance, historical buildings and sites are touristic attractions that positively impact the economy of the cities and countries in which they are located. Thus, the preservation of the built heritage is of primary concern at the local and global scale and goes beyond cultural requirements.

Since ancient constructions have been exposed to aging and deterioration phenomena for centuries, they are particularly vulnerable to new threats and damages. Material aging, pollution impact, long-term effects of ground subsidence, environmental vibrations and extreme events are just some of the main causes of damage in historical structures. If not detected in due time, damage can irreversibly impair the structural performance over time. However, the structural assessment of built heritage does conceal many challenges owing to the geometrical complexity characterizing age-old constructions, the heterogeneity of materials and building techniques adopted as well as the limited knowledge about past events and interventions that might have affected their actual conservation state [1].

In this context, preventive strategies based on regular condition surveys and periodic or continuous structural monitoring are fundamental to obtain a global insight into the behaviour of such non-conventional systems and promptly identify anomalies in order to plan in advance adequate corrective measures and ensure the good conservation of our built heritage [2], [3], [4]. At the same time, the complexity of old constructions requires the use of advanced tools for their accurate documentation and assessment, trying to improve the level of knowledge about the structure and to obtain reference information for post-event analysis in case of unexpected scenarios. A multidisciplinary approach integrating high-resolution surveys, field dynamic testing and finite element modelling is therefore necessary to achieve a full comprehension of historical buildings [5].

In the present work, this strategy is applied to an ancient masonry tower keep located in the hearth of the medieval castle of Guimarães, in Portugal. First, an accurate survey is performed using a terrestrial laser scanner in order to map the existing damages and develop an accurate 3D numerical model. Then, ambient vibration tests are carried out to extract meaningful information about the most significant dynamic parameters of the keep, namely frequencies, mode shapes and damping ratios. Finally, the experimental results are used to calibrate, through a model updating procedure based on a trust-region scheme [6], two refined FE models of the tower in order to estimate the mechanical characteristics of its constituent materials. Research is still in progress to achieve a very accurate simulation of the dynamic behaviour of the keep; however, the obtained results allowed to set baseline information that will be crucial to identify future deviations in the tower’s response and to perform more advanced structural analyses.
2 FROM REALITY TO “AS-BUILT” CAD MODELLING

2.1 Guimaraes castle’s tower keep

Located in the historical center of the homonymous city (District of Braga, Portugal), the medieval castle of Guimarães is a five-sided polygonal military fortification erected during the X century (late Romanesque-early Gothic period) on a small hill formed from granite. The castle was primarily built to defend the Monastery of the city and its population from the attacks of Vikings and Moors, becoming nowadays a symbol of the Portuguese national identity. The construction is delineated by thick perimetral walls which give rise to a shape similar to a shield. Eight flanking towers (turrets) can be found along the walls, with height varying from 12 to 20 m. Turrets and walls surround and protect the inner military square together with the most prominent tower therein located: the central tower keep (Figure 1a). This free-standing structure, 25.86 m high and composed of four squared levels with an estimated area of 76 m² each, features massive bearing walls made of three-leaf regular granite masonry varying in thickness from about 1.98 m at the 1st floor, to 1.54 m at the 4th one, and is topped by battlements. Centrally, the construction has a squared granite pillar which tapers upwards from about 1.90 x 1.90 m² (base) to 1.20 x 1.20 m² (top). The pillar and the walls support the double-warped wooden floor of the different levels as well as the wooden trusses and rafters of the tiled four-pitched roof (Figure 1b).

![Figure 1: Guimaraes castle: a) outdoor view; and b) detailed view of the central pillar and roof trusses. (First photo source: http://www.monumentos.gov.pt/).](image)

Concerning the state of conservation, the tower keep exhibits typical damages and deterioration processes: moist areas along the walls due to water infiltration and deficiencies in the drainage system; spread biological colonies, especially in the form of lichens, with high concentration on the most exposed parts; longitudinal cracks induced by the out-of-plane deformation of the main façade, likely due to the horizontal thrust of the timber roof structure.

2.2 3D digitalization via TLS technology

The geometrical configuration of the tower, with narrow spaces and unfavorable lighting conditions, made the Terrestrial Laser Scanner (TLS) device the best solution to digitalize the building. The light-weight TLS Faro Focus x330 ® was used for this purpose (Figure 2). Its most relevant features are summarized in Table 1.
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Thirty-two scans were needed to capture the whole tower keep (Figure 2): i) eight scan stations to digitalize the façades; ii) sixteen stations to capture the indoor spaces; and iii) eight scans for the roof of the tower. It is worth noting that this large number of scans was due to the necessity of having a good overlap between scan stations in order to carry out a proper cloud-to-cloud alignment.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical principle</td>
<td>Phase shift</td>
</tr>
<tr>
<td>Wavelength (nm)</td>
<td>1550</td>
</tr>
<tr>
<td>Measurement range (m)</td>
<td>0.60 to 330</td>
</tr>
<tr>
<td>Field of view (degrees)</td>
<td>300 V x 360 H</td>
</tr>
<tr>
<td>Nominal accuracy value at 25 m (mm)</td>
<td>± 2mm</td>
</tr>
<tr>
<td>Capture rage (pts/sec)</td>
<td>122,000 to 976,000</td>
</tr>
<tr>
<td>Spatial resolution at 10 m (mm)</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 1: Technical specifications of the TLS Faro Focus.

![Figure 2: 3D digitization of the tower keep through TLS: a) outdoor; and b) indoor.](image)

### 2.3 Point cloud processing

All the stations were aligned in a single coordinate system by means of the coarse-to-fine registration proposed in [7]. The approach begins with a pair-wise registration through the ICP (Iterative Closets Point) algorithm [8], followed by the Generalized Procrustes Analysis (GPA) [9], with the aim of minimizing the error accumulation among the different scans. As a result, a complete 3D point cloud of the tower was obtained, with an error of 0.003±0.002 m. The huge amount of captured data, counting about 410,982,656 points, demanded the application of a decimation filter for their manipulation; thus, a curvature-based filter with a threshold of 0.02 m was employed. This filter allows to decimate flat areas while maintaining all the details in curved areas (e.g. edges or timber elements). At the end of the decimation process, the final point cloud contained 32,449,888 points – barely 8% of the original one (Figure 3).
2.4 As-built modelling

As mentioned in Sub-Section 2.1, the main façade of the tower keep suffers visible out-of-plane deformations. With the aim of considering this outward displacement in the numerical analysis of the structure, an as-built CAD modelling stage was carried out, using the reverse engineering workflow proposed by [10]. The approach consists of the following steps: i) 3D Delaunay triangulation; ii) horizontal sections along the z-axis each 2.0 m; iii) b-spline vectorization of each section; iv) creation of surface between b-splines by means of Lofted surfaces; and v) refinement of the model through the use of Boolean operators (Figure 4).

In order to further simplify the subsequent numerical simulation, the timber structure of floors and roof was modelled by means of b-spline curves. To this end, several transversal sections along the different timber elements were extracted; then, a b-spline approximation was computed using as nodes the centroid of each section. This allowed to obtain an accurate as-built CAD model of the tower to be later used as geometrical base for defining the numerical mesh (see Sub-Section 4.2).
3 OPERATIONAL MODAL ANALYSIS

3.1 Dynamic testing procedure

Dynamic testing can be considered as a global nondestructive tool since it allows to obtain real-time punctual checkups of the structural fitness just by deploying an array of sensors in the structure and recording the corresponding vibration response to random ambient excitations, without resorting to any invasive technique [11]. This aspect represents one of the major strengths of dynamic testing, making it play a leading role in the context of structural health monitoring of historical constructions. From the analysis of vibration signals, it is possible to estimate the dynamic properties of a structural system (frequencies, mode shapes and damping ratios) and use this information for different purposes, including the identification of anomalies and damage mechanisms, the assessment of strengthening needs or the calibration of realistic numerical models for in-depth structural analyses.

As for the Guimarães castle, the dynamic characterization of the tower keep was performed by Operational Modal Analysis (OMA), namely using output-only data acquired from the structure in operating conditions through classical contact vibration sensors. Eleven uniaxial piezoelectric accelerometers (model PCB 393B12, 10 V/g sensitivity, ±0.5 g dynamic range, 8 μg resolution) were distributed across the tower in order to measure its vibration response at strategic locations both in the bearing walls and the central pillar. The testing procedure consisted of two setups, each one recording 600 s acceleration time series sampled at 200 Hz from eleven measurement points; two accelerometers were kept on the top level as reference points for the analysis. In total, records from twenty DOFs (degrees of freedom) were acquired. The complete sensor layout is displayed in Figure 5.

![Sensor layout for the dynamic testing](image)

Figure 5: Sensor layout for the dynamic testing (reference sensors are indicated in red).

3.2 Data processing and results

The dynamic properties of the tower keep were estimated using two output-only dynamic identification techniques available in the commercial software ARTeMIS [12], i.e. the Enhanced Frequency Domain Decomposition (EFDD) and the Stochastic Subspace Identification with Extended Unweighted Principal Component (SSI-UPCX). Before elaboration, data were preliminary analyzed to remove trends, down-sample the signals and reduce leakage errors. Indeed, since the power spectral densities of the raw time histories displayed a significant frequency content in the range 2–15 Hz, all data were pre-processed with a decimation of order 5, passing from 102,400 to 20,480 of spectral resolution. Afterwards, both the afore-
mentioned modal estimators were applied, allowing to cross-validate the results of eight out of eleven vibration modes in the frequency and time domains.

The estimated natural frequencies and damping ratios are summarized in Table 2 together with the MAC values indicating the degree of similarity between corresponding mode shapes. Overall, eleven vibration modes were identified for the tower keep: two translation modes at 2.68 Hz \( (f_1) \) and 2.74 Hz \( (f_2) \) featuring in-phase modal components; one translation mode at 3.88 Hz \( (f_3) \) with out-of-phase modal components; one torsion mode at 4.81 Hz \( (f_4) \); two bending modes at 5.75 Hz \( (f_5) \) and 6.04 Hz \( (f_6) \); and five additional higher-order dominant bending modes at 7.22 \( (f_7) \), 7.98 \( (f_8) \), 9.23 \( (f_9) \), 10.22 \( (f_{10}) \) and 13.86 Hz \( (f_{11}) \).

<table>
<thead>
<tr>
<th>( f_{\text{EFDD}} ) [Hz]</th>
<th>( f_{\text{SSI}} ) [Hz]</th>
<th>( \Delta f ) [%]</th>
<th>( \xi_{\text{EFDD}} ) [%]</th>
<th>( \xi_{\text{SSI}} ) [%]</th>
<th>MAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi_1 )</td>
<td>2.67</td>
<td>2.68</td>
<td>0.37</td>
<td>0.66</td>
<td>1.13</td>
</tr>
<tr>
<td>( \varphi_2 )</td>
<td>2.74</td>
<td>2.74</td>
<td>0.00</td>
<td>0.71</td>
<td>1.15</td>
</tr>
<tr>
<td>( \varphi_3 )</td>
<td>3.88</td>
<td>3.88</td>
<td>0.00</td>
<td>1.22</td>
<td>1.41</td>
</tr>
<tr>
<td>( \varphi_4 )</td>
<td>4.82</td>
<td>4.81</td>
<td>0.21</td>
<td>0.63</td>
<td>0.68</td>
</tr>
<tr>
<td>( \varphi_5 )</td>
<td>5.38</td>
<td>5.75</td>
<td>6.43</td>
<td>0.78</td>
<td>1.99</td>
</tr>
<tr>
<td>( \varphi_6 )</td>
<td>6.03</td>
<td>6.04</td>
<td>0.17</td>
<td>1.60</td>
<td>2.16</td>
</tr>
<tr>
<td>( \varphi_7 )</td>
<td>7.16</td>
<td>7.22</td>
<td>0.83</td>
<td>0.51</td>
<td>1.97</td>
</tr>
<tr>
<td>( \varphi_8 )</td>
<td>7.90</td>
<td>7.98</td>
<td>1.00</td>
<td>1.27</td>
<td>2.10</td>
</tr>
<tr>
<td>( \varphi_9 )</td>
<td>9.21</td>
<td>9.23</td>
<td>0.22</td>
<td>0.65</td>
<td>2.22</td>
</tr>
<tr>
<td>( \varphi_{10} )</td>
<td>10.47</td>
<td>10.22</td>
<td>2.45</td>
<td>0.18</td>
<td>1.75</td>
</tr>
<tr>
<td>( \varphi_{11} )</td>
<td>13.91</td>
<td>13.86</td>
<td>0.36</td>
<td>0.38</td>
<td>1.53</td>
</tr>
</tbody>
</table>

Table 2: Experimental frequencies, damping ratios and MAC values (highlighted in grey the modal vectors featuring a low correlation).

Very low percentage errors in terms of frequency values are found comparing the two modal estimators, and consistent results are obtained as far as the damping ratios are concerned. It is also highlighted that, despite the inherent difficulties associated with the presence of closely spaced frequencies, a high correlation \( (\text{MAC} > 0.90) \) is found between all comparable vibration modes, except for modes 5, 7 and 10. Figures 6 and 7 show, respectively, the singular value decomposition (SVD) of the spectral density matrices and the first four estimated mode shapes.

![Figure 6: Singular value decomposition: peak picking of dominant frequencies.](image-url)
4 MODAL-BASED FINITE ELEMENT MODEL UPDATING

4.1 Model Updating

Model updating is a procedure aimed at calibrating an FE model in order to match the experimental and numerical dynamic properties (frequencies and mode shapes) of a structure [13]. It is an inverse problem based on modal analysis, which in turn relies on the solution of the generalized eigenvalue problem:

\[ \mathbf{Ku} = \omega^2 \mathbf{Mu} \]  

where \( \mathbf{K} \) and \( \mathbf{M} \in \mathbb{R}^{n \times n} \) are the stiffness and the mass matrices of the structure discretized into finite elements; \( \mathbf{u} \in \mathbb{R}^n \) is the vector of the degrees of freedom, with \( n \) being the total number of DOFs. The eigenvalue \( \omega^2 \) is linked to the structure's frequency \( f_i \) by the relation \( f_i = \omega_i / 2\pi \) and the eigenvector \( \mathbf{u}^{(i)} \) represents the corresponding mode shape.

The model updating problem can be reformulated as an optimization problem by assuming that the stiffness and mass matrices, \( \mathbf{K} \) and \( \mathbf{M} \), are functions of a parameter vector \( \mathbf{x} \) varying in a \( p \)-dimensional box \( \Omega \). The goal is to determine the optimal value of \( \mathbf{x} \) that minimizes, within the box \( \Omega \), the objective function \( \phi(\mathbf{x}) \) defined by:

\[ \phi(\mathbf{x}) = \sum_{i=1}^{q} w_i^2 [f_i - \bar{f}_i(\mathbf{x})]^2 + w_{i,q}^2 [1 - \gamma_i(\mathbf{x})]^2 \]  

where \( \bar{f}_i \) and \( f_i(\mathbf{x}) \) are the \( q \) experimental and numerical frequencies to match, scalars \( \gamma_i \) are the square root of the modal assurance criterion (MAC) indicators [14] and measure the correlation between the \( i \)-th experimental mode shape and the corresponding numerical one, while scalars \( w_i \) encode the weight that should be given to each frequency and mode shape in the optimization scheme. Usually, to obtain relative accuracy on the frequencies, \( w_i \) is chosen equal to the inverse of the experimental frequency. As for the eigenmodes, weights are typi-
cally fixed to 0.1; this value respects the accuracy of the information retrieved from the identification phase, where, in general, eigenvectors are obtained with one magnitude lower accuracy than the corresponding frequencies.

The numerical procedure for model updating herein used to obtain the optimal values of the parameter vector \( x \), and described in detail in [15], [6], is implemented in the NOSA-ITACA code [16], a finite element software developed in house by ISTI-CNR (www.nosaitaca.it). The algorithm is based on the construction of local parametric reduced-order models embedded in a trust region scheme for solving the constrained minimum problem. In particular, it exploits the structure of the stiffness and mass matrices and the fact that only a few of the smallest eigenvalues have to be calculated in order to solve the problem. This procedure reduces both the overall computation time of the numerical process and the user’s effort.

### 4.2 FE Model Calibration

With the aim of understanding the dynamic behavior of the tower and the mutual interaction between wooden elements and masonry structure, two detailed FE models, hereinafter referred to as Model A and Model B, were created via the NOSA-ITACA code and calibrated using the experimental results presented in Section 3. The mesh of each model was obtained from the as-built CAD model described in Sub-Section 2.4. Aiming at exploiting all the defined geometrical features, a tetrahedral mesh algorithm with high-order elements was applied, making sure that the thickness of the walls was defined by at least two elements in order to be able to capture stress gradients correctly in future non-linear analyses.

Model A (Figure 8a) counted 220,854 DOFs and was composed of: 45,296 10-node isoparametric tetrahedral elements (element 27 of the NOSA-ITACA library) – used to model the walls and the central pillar of the tower; 1,457 3-node thick shell elements (element 26 of the NOSA-ITACA library) – employed to simulate the wooden slabs; and 1,542 beam elements (element 9 of the NOSA-ITACA library) – used to model the wooden beams of floors and roof. Model B (Figure 8b) was obtained from Model A by removing all shell and beam elements, and replacing them with equivalent masses (\( m_1, m_2, m_3, m_4 \)).

The masonry was modeled as a homogeneous isotropic material with a Poisson’s ratio \( \nu = 0.2 \) and a mass density \( \rho_m = 2600 \text{ kg/m}^3 \) [17], [18]; whereas a Poisson’s ratio \( \nu = 0.3 \) and a mass density \( \rho_m = 1000 \text{ kg/m}^3 \) were adopted for the wood. The structure was assumed to be clamped at the base.

![Figure 8: FE modelling of the tower keep: Model A and Model B.](image-url)
As regards Model A, the numerical procedure recalled in Sub-Section 4.1 was employed to estimate the optimal values for the Young’s moduli of masonry $E_m$, wooden slab and beams $E_{w1}, E_{w2}, E_{w3}$, assuming for the box $\Omega$ the following parameters bounds:

$$1000 \text{ MPa} \leq E_m \leq 8000 \text{ MPa}$$

$$100 \text{ MPa} \leq E_{w1}, E_{w2}, E_{w3} \leq 9000 \text{ MPa}$$

and trying to match the first four experimental frequencies and mode shapes of the tower. The parameter range for the wood material was chosen sufficiently large in order to take into account not only the uncertainties related to the knowledge of the mechanical characteristics of the material itself, but also the possible constraints between the wood elements and the masonry structure. The optimal mechanical parameters obtained through the model updating process are listed below:

$$E_m = 1686.5 \text{ MPa}; \ E_{w1} = 290.66 \text{ MPa}; \ E_{w2} = 454.76 \text{ MPa}; \ E_{w3} = 890.92 \text{ MPa}$$

Table 3 summarizes the results of the optimization algorithm in terms of frequencies, absolute value of relative errors with respect to the experimental frequencies, and MAC values. The numerical mode shapes corresponding to the optimal values of the parameters are shown in Figure 9.

| Exp. [Hz] | Num. [Hz] | $|\Delta| \%$ | MAC |
|-----------|-----------|--------------|-----|
| $f_1$     | 2.68      | 2.51         | 6.34| 0.98|
| $f_2$     | 2.74      | 2.61         | 4.74| 0.99|
| $f_3$     | 3.88      | 4.26         | 9.79| 0.69|
| $f_4$     | 4.81      | 4.80         | 0.21| 0.62|

Table 3: Model A – experimental frequencies, numerical frequencies, relative percentage errors, MAC values.

Figure 9: Model A – numerical mode shapes after the updating process (undeformed shape in grey).
In the attempt to improve the tuning with the experimental results, the same procedure was applied to Model B. In this case, the goal was to estimate the optimal values for the Young’s modulus $E_m$ and the mass density $\rho_m$ of the masonry, assuming the following box $\Omega$ bounds for the parameters:

$$1000 \text{ MPa} \leq E_m \leq 8000 \text{ MPa}$$

$$2000 \text{ kg/m}^3 \leq \rho_m \leq 3000 \text{ kg/m}^3$$

The following parameter values were obtained through the optimization process:

$$E_m = 1955.8 \text{ MPa}; \quad \rho_m = 2877.14 \text{ kg/m}^3$$

It is interesting to note that the updated Young’s modulus and mass density obtained are consistent with the values reported in literature [17], [18].

The overall results in terms of frequencies, absolute value of relative errors between experimental and numerical frequencies, and MAC values are presented in Table 4, while the numerical mode shapes corresponding to the optimal values of the parameters are displayed in Figure 10.

| Exp. [Hz] | Num. [Hz] | $|\Delta| [%]$ | MAC |
|----------|-----------|----------------|-----|
| $f_1$    | 2.68      | 2.61           | 2.61| 0.98 |
| $f_2$    | 2.74      | 2.70           | 1.46| 0.99 |
| $f_3$    | 3.88      | 3.83           | 1.29| 0.69 |
| $f_4$    | 4.81      | 5.08           | 5.61| 0.64 |

Table 4: Model B – experimental frequencies, numerical frequencies, relative percentage errors, MAC values.

Figure 10: Model B – numerical mode shapes after the updating process (undeformed shape in grey).
Despite the similarities between numerical and experimental mode configurations, a high frequency percentage error is recorded for Model A. The comparison of the results with Model B shows that, if the wooden elements are not considered, the Young modulus of the masonry increases of about 15% and the mass density of nearly 10%; furthermore, the maximum relative error related to the two first frequencies decreases from 6.32% (Model A) to 2.65% (Model B). Regarding the MAC values, a good match between the two first experimental and numerical mode shapes is obtained for both models, while the third and fourth modal vectors are not very well approximated. Using an orthotropic material as done in [19] does not improve the numerical model, since the MAC value related to the third and fourth mode shapes remain unchanged.

5 CONCLUSIONS

The present paper aims to show the capabilities of an integrated and multidisciplinary approach to the complex problem of safeguarding heritage structures. The approach proposed here, encompassing digitalization, monitoring, numerical modelling and simulation, and relying on techniques and tools – either commercial or developed in house – at the disposal of the authors, is tested on the iconic tower keep of the Guimaraes castle. The “laser acquisition – 3D digitalization – point cloud processing – CAD modelling – dynamic identification – finite element model updating” chain is described in all its steps, the ultimate goal being an accurate, fine-tuned numerical model of the tower. Such a digital counterpart of the real tower is of fundamental importance, since it constitutes the basis of any eventual finite element simulation aimed to predict the structural behavior of the tower under changing operational and environmental conditions.
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Abstract. The maintenance and preservation of the Milan Cathedral is traditionally performed through well-established and time-scheduled programs of visual inspection and architectural restoration of surfaces, decorations, and statues in Candoglia marble. On the other hand, the structural condition assessment and preservation turns out to be a challenging task due to the dimensions and complexity of the building, the usual uncertainties on the material properties and also the difficulty in inspecting several structural elements. Therefore, a structural monitoring system was recently designed and installed in the Milan Cathedral to assist the condition-based structural maintenance of the monument. The monitoring system includes different sensing technologies to allow appropriate tracking of different long-term structural behavior. The dynamic monitoring of the horizontal response of selected piers is complemented by the static monitoring of the tilt of the same piers and of the strain in selected tie-rods. In addition, the indoor and outdoor environmental parameters are extensively measured as well.

After a concise historic background on the historic monument and the description of the dynamic monitoring system installed in the Milan Cathedral, the paper focuses on the dynamic characteristics of the monument, that were identified in the first hours of continuous monitoring. Subsequently, the results of the first year of dynamic monitoring are presented and discussed, with special attention being given to the influence of environmental parameters on the variations observed in the resonant frequencies and mode shapes. In more details, the presented results highlight that: (a) 8 global vibration modes are automatically detected in the frequency range 1.0-5.0 Hz; (b) the variations observed in the resonant frequencies are mainly driven by temperature, with the effect of thermal changes being very peculiar; (c) the mode shapes and the related mode complexity do not exhibit appreciable fluctuations associated to the environmental changes, so that an appropriate strategy of SHM should be based also on the time invariance of those parameters.
1 INTRODUCTION

The Milan Cathedral is a world-wide known Heritage monument, whose structural construction took more than 4 centuries, from the apse erection in 1386 until the façade finalization in 1813 [1]. Subsequently, the architectural works continued until the installation of the last iron gate in 1965 and this year is usually indicated as the official completion of the building works. Since 1387 all operational aspects related to the construction, maintenance and restoration of the cathedral are managed by the historic Institution named Veneranda Fabbrica del Duomo di Milano [2] and denoted as Fabbrica in the following. After the construction of the main structures of the cathedral, the Fabbrica main mission moved to continuous inspection, maintenance and preservation of the monument, with those activities being especially related to surfaces, decorations and statues in Candoglia marble.

After the recent assessment of the state of preservation and the tensile force of the metallic tie-rods of the Milan Cathedral [3], the idea of adopting a Structural Health Monitoring (SHM) strategy has been taking shape to continuously assist the structural condition assessment and preservation of the monument. Consequently, a joint research started between the Fabbrica and Politecnico di Milano and a structural monitoring system [4] was designed and installed in the cathedral, with the objectives of providing the information needed for the condition-based structural maintenance and the creation of a large archive of experimental data useful to enhance the knowledge of the monument.

The long-term monitoring system [4], fully computer based and with efficient transmission of the collected data, includes static and dynamic measurements. The dynamic monitoring is performed through seismometers (electro-dynamic velocity sensors) installed at the top of 14 selected piers and at 3 levels of the main spire. The static monitoring system consists of: (a) bi-axial tilt-meters installed at the top of selected piers and at 3 levels of the main spire; (b) vibrating wire extensometers mounted on the tie-rods exhibiting tensile stress larger than 100 MPa [3]. Since both the long-term static behavior and the time evolution of dynamic signatures are expected to be sensitive also to environmental changes [5] and especially the temperature might affect the variation of structural parameters in masonry structures [6-11], the indoor and outdoor environmental parameters (temperature and humidity) are extensively measured to establishing correlations with the changes of structural parameters [4-11] and evaluating the risks for the preservation of the main artifacts present in the cathedral [12].

The present paper is mainly aiming at describing the monitoring system installed in the cathedral with emphasis on the dynamic measurements, the processing of the continuously collected time series and the automated extraction of dynamic signatures (i.e. resonant frequencies, mode shapes and mode complexity [13-14]). Since the dynamic response of the church is continuously collected in a well distributed measurement grid (27 channels of data), the features representative of structural condition should include the mode shapes and not only the resonant frequencies. The use of mode shapes and mode complexity within a SHM strategy conceivably exhibit advantages because those modal parameters might be less sensitive than resonant frequencies to exogenous factors and contain information also on the local structural behavior.

In more detail, the paper starts with a concise historic background of the Milan Cathedral and a brief description of the dynamic monitoring hardware and of the software tools developed to process the continuously acquired time series. Subsequently, the dynamic reference characteristics of the cathedral, that were identified in the first hours of dynamic monitoring, are presented and discussed. At last, the evolution in time of the environmental and modal parameters during the first year of monitoring is addressed and comments are given within a SHM perspective.
2 THE MILAN CATHEDRAL

The Milan Cathedral (Figs. 1-3) is the most representative landmark of the city of Milan and one of the largest masonry monuments ever built: the building spreads over an area of more than 10400 m², with a volume of about 300000 m³, so that it is the second largest gothic cathedral in the world by volume and area.

The church exhibits a unique style of architecture, which is characterized by a fusion of European Gothic style and Lombardy tradition, also with the presence of neo-classic, neo-gothic and even renaissance influences, due to the long period required by the construction works. The church construction started in 1386 from the half-octagonal apse and East choir, and proceeded with the transept, the main dome, the tiburio (i.e., the prismatic structure with octagonal base, which is built around the main dome) and the main spire; subsequently, the five-nave structure over eight bays was built and finalized, in 1813, with a neo-Gothic façade. As previously pointed out, the inauguration of the last gate (January 6th, 1965) is generally assumed as the official ending of the monument building.

When compared with other gothic cathedrals, the Milan Cathedral exhibits a peculiar structural system, with metallic tie-rods being permanently installed under each vault (Fig. 2) and designed to exert an active part in resisting the lateral thrusts [3]. Historical documents [1] testify that the tension bars in the cathedral were permanently installed on the top of the piers during the construction, to reduce the horizontal thrust on the lateral buttresses, as those
buttresses were judged too slender by the French architect Jean Mignot. A total of 122 metallic tie-rods (Fig. 2) is nowadays present in the cathedral and most of them are the original elements dating back to the age of construction.

A longitudinal section of the Milan Cathedral is shown in Fig. 3. The overall dimensions of the Latin cross-shaped plan are about 66 m × 158 m (Fig. 4), with the aisles and the central naves spanning 9.6 m and 19.2 m, respectively.

Figure 3: Longitudinal section of the Milan Cathedral (dimensions in m, courtesy of Veneranda Fabbrica del Duomo di Milano).

Figure 4: Plan of the Milan Cathedral (dimensions in m) and layout of the seismometers installed in the church.
3 DYNAMIC MONITORING SYSTEM AND DATA ANALYSIS

In order to characterize the health state of the Milan Cathedral and to address its condition-based structural maintenance, the following key parameters are continuously measured or identified from the measurements:

- Bi-axial tilt of the capital of selected piers (i.e., piers 31, 64, 69, 90, 11, 20, 74-75, 84-85 and 47-48 in Fig. 4) and main spire;

- Strain of tie-rods 28-62, 27-61, 26-60, 35-69, 25-59, 7-37, 9-39, 39-40, 56-55, 45-77, 38-72 and 87-57 (Fig. 4);

- Indoor and outdoor environmental parameters. The indoor temperature is measured in the same capitals where the tilts are recorded, whereas the humidity is measured in the neighborhood of instrumented ties. The outdoor parameters are collected through a weather station installed in the main spire;

- Resonant frequencies, mode shapes and damping ratios.

Due to the different technical characteristics of the various sensing devices and sampling rates of the data acquisition, two separated long-term monitoring systems, one static and one dynamic, were installed in the church. Strains, tilts and environmental data are collected at a rate of two samples per hour, whereas the dynamic monitoring is performed with a sampling frequency of 100 Hz. It is further noticed that the monitoring systems are fully computer based and their architecture has been established in order to minimize wiring, as well as the visual impact of the sensing devices inside the church.

The dynamic monitoring system is based on SARA SS45 seismometers (electro-dynamic velocity transducers). Since the electro-dynamic sensors are characterized by high sensitivity of 78 V/(m/s), un-necessity of powering and excellent performance in the low frequency range \( f \leq 100 \text{ Hz} \), those transducers turn out to be especially suitable for the application in vibration testing or monitoring of civil engineering and cultural heritage [10] structures. The dynamic monitoring system consists of:

- 13 bi-axial seismometers and 1 mono-axial seismometer, installed at the top of selected piers inside the Cathedral (Fig. 4) and measuring the velocity in the two orthogonal N-S (transversal) and E-W (longitudinal) directions. The sensors installed on piers (94, 92, 90), (65, 67, 69), (22, 85, 84), (9, 74, 75) and (47, 48) are grouped and wired to five 24-bit digitizers SARA SL06. Each digitizer is equipped with A/D conversion system, 8 GB memory, synchronization by GPS, back-up battery and UMTS modem for data transfer;

- 3×3 mono-axial seismometers, installed at the same levels of the main spire hosting the biaxial tilt-meters belonging to the static monitoring. The three sensors installed at each level are wired to 24-bit digitizer, with the digitizers being connected to a switch for data transfer.

The velocity data are transferred in real time to the Fabbrica workstation and stored in separate files (in compressed mini-seed format) of 1 hour. Every hour, the automatic signal processing involves the following tasks: (a) pre-processing the raw data (to compensate the low-frequency attenuation of the sensor) using the SEISMOWIN commercial software (https://www.sara.pg.it/?lang=en) and subsequent saving of the time series in text format; (b) data analysis to extract the maximum and the root mean square values and creation of a file in Matlab (.mat) format; (c) low-pass filtering and down-sampling (to reduce the sampling frequency from 100 Hz to 20 Hz), and creation of a database of files for the application of the modal identification tools; (d) automated modal estimation and tracking.
After the automated modal parameter estimation, only the hourly evaluated features (i.e. the statistical characteristics of each dataset and the modal parameters) and a few time series corresponding to meaningful events are permanently stored in the Fabbrica archives and can be accessed through graphical and reporting tools. It should be noticed that similar tools allow the management and visualization of the static monitoring results.

The modal parameters of the cathedral and of the main spire are independently identified using a fully automated procedure, based on the covariance-driven Stochastic Subspace Identification (SSI-Cov) algorithm [15] and developed in previous research [16]. The length of the time window adopted in the automated identification was set equal to 1 h (3600 s). The automated procedure [16] involves the two main steps of modal parameters estimation (MPE) and modal tracking (MT).

The MPE is performed through an automatic interpretation of the stabilization diagram, based on the sensitivity of frequency and mode shape to the model order variation. For each dataset, after having filtered the spurious poles by checking the associated damping ratio and mode complexity value [13-14], the poles sharing similar frequencies and mode shapes are clustered together, and a set of representative modal parameters (i.e. resonant frequency, damping and mode shape) is estimated for each cluster. It is worth mentioning that the mode complexity is checked by averaging the information provided by both the Modal Phase Collinearity (MPC) [13] and Mean Phase Deviation (MPD) [13-14] through the Modal Complexity Index (MCI = 0.5 × [(1 − MPC) + (MPD/45°)], varying between 0 and 1, with 0 indicating a mono-phase behavior of the identified mode shape).

The MT, aimed at providing the time evolution of the parameters of each mode, is based on frequency and MAC [17] variation with respect to a pre-selected list of baseline modes. It is worth mentioning that this step is performed in an adaptive way, i.e. by updating the MAC and frequency variation threshold of each mode after a new dataset has been analyzed.

In the automated identification of the dynamic characteristics of the cathedral (27 channels of data, Fig. 4), the time lag parameter \( i \) was set equal to 60 and the data were fitted using stochastic subspace models of order \( n \) varying between 20 and 140; furthermore, in the noise modes elimination step, the maximum allowable damping ratio and MCI was set equal to 8% and 0.15, respectively.

4 DYNAMIC CHARACTERISTICS OF THE CATHEDRAL

The grid of seismometers permanently installed in the cathedral allowed the identification and fairly good spatial description of a relatively large number of key vibration modes. Typical results obtained on the first day of continuous monitoring, in terms of resonant frequencies and mode shapes, are shown in Fig. 5 (where the blue color refers to modes with dominant motion in the N-S direction and the red color refers to modes with dominant deflection in the E-W direction). The inspection of Fig. 5 allows the following comments:

(a) The lower two modes, as expected, are global sway modes of the cathedral along the transverse (N-S, \( f_{c1}=1.38 \text{ Hz} \), Fig. 5b) and longitudinal (E-W, \( f_{c2}=1.69 \text{ Hz} \), Fig. 5c) direction;

(b) The subsequent two modes \( (f_{c3}=1.96 \text{ Hz}, \text{Fig. 5d}) \text{ and } f_{c4}=2.51 \text{ Hz}, \text{Fig. 5e}) \) involve dominant motion in the N-S direction and bending of the naves, with the deformed shapes being characterized by one and two changes of sign from apse to façade, respectively;

(c) The higher modes (Figs. 5f-i) are characterized by more complex mode shapes. For example, the 5th mode \( (f_{c5}=2.65 \text{ Hz}, \text{Fig. 5f}) \) involves out-of-phase bending of the North and South naves, whereas the 6th mode \( (f_{c6}=2.76 \text{ Hz}, \text{Fig. 5g}) \) involves out-of-phase motion of the façade and apse in the E-W direction;
5 SELECTED RESULTS FROM THE CONTINUOUS DYNAMIC MONITORING

The dynamic monitoring is active in the Milan Cathedral since October 19th, 2018. This section summarizes the main results obtained during the first year of monitoring (from 16/10/2018 to 15/10/2019) and, for the sake of consistency, only the experimental results collected in the cathedral are presented and discussed (with no comments being provided on the data measured on the main spire).

As usual for masonry buildings, the evolution in time of environmental parameters is firstly presented in order to understand the effects of changing environment on the variations observed in the natural frequencies and modal parameters.

5.1 Environmental parameters

As previously pointed out, a quite extended grid of temperature sensors and hygrometers has been installed inside the church, to support both the SHM program and the preservation of
the artifacts, which are kept inside the monument. The variation in time of the average indoor temperature and the outdoor temperature (measured by the weather station) is shown in Fig. 6a, whereas Fig. 6b refers to the average indoor humidity. The orange line in Fig. 6a presents the evolution of the outdoor temperature and highlights changes between $-1.7^\circ C$ and $+35.4^\circ C$, with remarkable daily variations in sunny days. The corresponding variation of the average indoor temperature is represented by the red line in Fig. 6a and ranges between $+8.8^\circ C$ and $+30.6^\circ C$: it is further noticed that the availability of a large number of temperature sensors in the church highlights [12] a low temperature gradient in space, with the difference between the extreme values not exceeding $0.5^\circ C$. Consequently, the low temperature gradient and the correlation coefficients (always larger than 0.99) between the measured temperatures allow to assume the average indoor temperature (Fig. 6a) as a representative quantity for the SHM correlations. A similar conclusion is drawn for the relative humidity, whose time series are highly correlated [4, 12] and exhibit correlation coefficients of the order of 0.90 or larger.

![Figure 6](image_url)

**Figure 6:** Evolution in time of: (a) average indoor temperature and outdoor temperature; (b) average indoor relative humidity.

### 5.2 Environmental effects on natural frequencies

The results of automated modal identification and frequency tracking during the first year of monitoring are exemplified in Fig. 7 for the lower 6 modes of the cathedral, exhibiting the higher identification rate. The complete results of automated OMA in terms of natural frequencies and damping ratios are summarized in Table 1 with some statistical information. In more details, Table 1 lists the identification rate, the mean value ($f_{\text{mean}}$) and the standard deviation ($\sigma_f$) of the automatically identified frequencies and their extreme values ($f_{\text{min}}, f_{\text{max}}$) as well as the mean value ($\zeta_{\text{mean}}$) and the standard deviation ($\sigma_{\zeta}$) of the damping ratio.

It should be noticed that the identification rate of the frequencies in Fig. 7 ranges between 99.8 % and 88.9 % (Table 1), whereas the higher two frequencies exhibit lower identification success ratios still allowing the tracking with an acceptable continuity.

As expected [5-11], Fig. 7 reveals clear long-term variations as well as daily fluctuations of natural frequencies, that are conceivably associated with changing temperature. In addition, the environmental effects turn out to be very distinctive and this peculiarity is understood, for
example, by carefully inspecting the time evolution of $f_{c2}$ and $f_{c4}$ in Fig. 7. Those modes, whose variation is quite easy to inspect in Fig. 7, are characterized by dominant motion in the longitudinal E-W ($f_{c2}$) and transverse N-S ($f_{c4}$) direction (Fig. 5).

<table>
<thead>
<tr>
<th>Mode</th>
<th>Id. Rate</th>
<th>$f_{\text{mean}}$ (Hz)</th>
<th>$\sigma_f$ (Hz)</th>
<th>$f_{\text{min}}$ (Hz)</th>
<th>$f_{\text{max}}$ (Hz)</th>
<th>$\xi_{\text{mean}}$ (%)</th>
<th>$\sigma_\xi$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>99.8 %</td>
<td>1.383</td>
<td>0.011</td>
<td>1.359</td>
<td>1.423</td>
<td>3.73</td>
<td>0.24</td>
</tr>
<tr>
<td>C2</td>
<td>99.3 %</td>
<td>1.677</td>
<td>0.020</td>
<td>1.605</td>
<td>1.739</td>
<td>5.17</td>
<td>0.81</td>
</tr>
<tr>
<td>C3</td>
<td>99.3 %</td>
<td>1.993</td>
<td>0.015</td>
<td>1.956</td>
<td>2.059</td>
<td>3.24</td>
<td>0.42</td>
</tr>
<tr>
<td>C4</td>
<td>97.9 %</td>
<td>2.530</td>
<td>0.021</td>
<td>2.477</td>
<td>2.632</td>
<td>3.25</td>
<td>0.42</td>
</tr>
<tr>
<td>C5</td>
<td>96.4 %</td>
<td>2.668</td>
<td>0.021</td>
<td>2.609</td>
<td>2.757</td>
<td>1.42</td>
<td>0.32</td>
</tr>
<tr>
<td>C6</td>
<td>88.9 %</td>
<td>2.778</td>
<td>0.034</td>
<td>2.683</td>
<td>2.923</td>
<td>5.15</td>
<td>0.55</td>
</tr>
<tr>
<td>C7</td>
<td>71.4 %</td>
<td>3.170</td>
<td>0.051</td>
<td>3.066</td>
<td>3.383</td>
<td>2.56</td>
<td>0.53</td>
</tr>
<tr>
<td>C8</td>
<td>36.9 %</td>
<td>4.177</td>
<td>0.038</td>
<td>4.094</td>
<td>4.350</td>
<td>1.80</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the natural frequencies and damping ratios identified in the first year of monitoring.

Figure 7: Variation in time of the natural frequencies of the lower 6 modes during the first year of monitoring.

Figure 7 highlights that the frequency of mode C2 clearly increases with decreased indoor and outdoor temperature (Fig. 6a) and decreases with increased temperature: this trend, which is exactly the opposite of what expected for masonry buildings [6-11], is confirmed by plotting the frequency $f_{c2}$ versus the outdoor temperature (Fig. 8a), along with the best fit line: even if for a given temperature a quite remarkable frequency variation is observed, negative temperature correlation is exhibited by frequency $f_{c2}$ during the entire monitoring period. It is worth mentioning that: (a) a negative frequency-temperature correlation is obtained with indoor average temperature and (b) the temperature effect on E-W mode $f_{c6}$ is remarkably similar to what observed for mode $f_{c2}$, especially in the cold season (Fig. 7).

Even more complicated temperature-driven mechanisms characterize the variation of N-S modes: as shown in Fig. 7, the frequency $f_{c4}$ tends to increase both in the cold and in the hot season and a similar trend is exhibited by N-S modes $f_{c1}$, $f_{c3}$ and $f_{c5}$. The correlation between $f_{c4}$ and the outdoor temperature is exemplified in Fig. 8b and, as it has to be expected, a non linear best fit line is obtained.
Figure 8: Correlation between outdoor temperature and identified natural frequencies: (a) $f_{c2}$ and (b) $f_{c4}$.

It is further noticed that, during the cold season, a generalized (tensile) strain increase with decreased temperature is measured by the extensometers installed in the tie-rods [4]. Hence, the corresponding increased forces in the tension bars conceivably exert a stiffening action on the overall structure since the metallic tie-rods form a grid of stiffening elements spread over the entire cathedral (Fig. 2).

In summary, all natural frequencies of the cathedral exhibit a negative dependence on both indoor and outdoor temperatures in the cold season, whereas the correlation changes in the hot season, for the N-S modes only. The negative dependence of natural frequencies on temperature is a distinctive behavior of the Milan Cathedral, with this trend being very different from what generally reported in the long-term studies on masonry structures, either towers [6, 7, 10] or churches [6, 8-9]. Indeed, a negative frequency-temperature correlation is only reported in the literature for a monumental building [11], which is characterized by the presence of metallic tie-rods, as well.

In the authors’ opinion, the complex dependence of natural frequencies on temperature observed in the Milan Cathedral results from two temperature-driven opponent effects: the stiffening exerted during the cold season by the increased tensile forces in the metallic grid of tie-rods and the usual thermal expansion of the masonry materials. The former effect turns out to be dominant in the cold season for all modes, whereas the latter tends to overcome in the hot season, for N-S modes.

Notwithstanding the complex temperature-driven behavior of the cathedral and the difference of trend exhibited by N-S and E-W modes, the removal of environmental effects can be performed, for example, by applying the principal component analysis (PCA) [18] to the frequency data collected during an appropriate training period. In the present application, the lower 6 modes (Fig. 7) were considered and the training period includes the first year of monitoring.

Since two latent sources of temperature-driven variability have been suggested by the previous analysis and those sources affect differently the N-S and E-W modes, the first four PCs are retained in order to establish the PCA-based model. As shown in Fig. 9, the PCA provides a very effective removal of the environmental effects.

Once the PCA-based prediction model has been established using the data collected during an appropriate training period, the occurrence of abnormal structural changes not observed during the training period is often detected by using the residual errors (i.e., the difference between the identified frequency and its prediction). Anomaly detection approaches might involve: (a) verifying that each prediction error does not exceed 95% confidence interval [19] or (b) using the prediction errors within the framework of statistical control charts (such as the well-known Hotelling’s $T^2$ control chart [20]).
Figure 9: Variation in time of the natural frequencies of the lower 6 modes during the first year of monitoring, after the PCA-based removal of the environmental effects.

Figure 10: Variation in time of the MAC of the lower 6 modes during the first year of monitoring.
5.3 Mode shapes and mode complexity

As previously pointed out, a quite dense network of high quality seismometers is installed in the Milan Cathedral, so that the mode shape variations should be investigated with SHM purposes. Since the environmental changes affect almost uniformly any structural system, the mode shapes are supposed to be less sensitive [10] than natural frequencies to those changes. Consequently, if the mode shapes turn out to be approximately time-invariant during an appropriate observation period (including a statistically representative sample of environmental conditions), any subsequent variation in the mode shapes conceivably provides the evidence of a structural change [21]. On the other hand, even if mode shapes contain also local information on the structure, those parameters might exhibit low sensitivity to local structural changes.

The evolution during the first year of monitoring of the mode shape variation, in terms of MAC, is shown in Fig. 10 for the lower 6 modes. It should be noticed that the MAC index is computed between a pre-selected set of reference mode shapes (corresponding to the same set of baseline modes used in the automated procedure of modal identification, Fig. 5) and the currently identified mode shapes. Figure 10 highlights that the MAC values (i.e., the mode shapes) are approximately independent of temperature and time invariant, even if the standard deviation of the MAC tends to increase with the increasing mode order (i.e., with the increasing spatial complexity of the distribution of modal deformations, Fig. 5). Columns 2-4 of Table 2 summarize the statistical characteristics of the MAC in terms of average value ($\text{MAC}_{\text{mean}}$), standard deviation ($\sigma_{\text{MAC}}$) and minimum value ($\text{MAC}_{\text{min}}$).

The investigation on mode shape changes was carried out also by considering the mode complexity, through the MPC (i.e., the collinearity of the mode shape components of each single mode on a straight line in the complex plane). Figure 11 and columns 5-7 of Table 2 demonstrate that also the MPC measure of mode complexity [13] is approximately time invariant, even if the MPC values tend to depart from unity (perfect collinearity) and to exhibit an increased dispersion for the higher modes.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$\text{MAC}_{\text{mean}}$</th>
<th>$\sigma_{\text{MAC}}$</th>
<th>$\text{MAC}_{\text{min}}$</th>
<th>$\text{MPC}_{\text{mean}}$</th>
<th>$\sigma_{\text{MPC}}$</th>
<th>$\text{MPC}_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.997</td>
<td>0.002</td>
<td>0.980</td>
<td>0.993</td>
<td>0.003</td>
<td>0.978</td>
</tr>
<tr>
<td>C2</td>
<td>0.995</td>
<td>0.003</td>
<td>0.979</td>
<td>0.992</td>
<td>0.004</td>
<td>0.968</td>
</tr>
<tr>
<td>C3</td>
<td>0.993</td>
<td>0.006</td>
<td>0.960</td>
<td>0.988</td>
<td>0.010</td>
<td>0.932</td>
</tr>
<tr>
<td>C4</td>
<td>0.984</td>
<td>0.008</td>
<td>0.950</td>
<td>0.949</td>
<td>0.024</td>
<td>0.880</td>
</tr>
<tr>
<td>C5</td>
<td>0.981</td>
<td>0.011</td>
<td>0.941</td>
<td>0.980</td>
<td>0.017</td>
<td>0.912</td>
</tr>
<tr>
<td>C6</td>
<td>0.978</td>
<td>0.012</td>
<td>0.939</td>
<td>0.928</td>
<td>0.024</td>
<td>0.861</td>
</tr>
<tr>
<td>C7</td>
<td>0.968</td>
<td>0.020</td>
<td>0.911</td>
<td>0.934</td>
<td>0.028</td>
<td>0.852</td>
</tr>
<tr>
<td>C8</td>
<td>0.950</td>
<td>0.019</td>
<td>0.900</td>
<td>0.911</td>
<td>0.033</td>
<td>0.821</td>
</tr>
</tbody>
</table>

Table 1: Statistics of MAC and MPC of modes identified in the first year of monitoring.

6 CONCLUSIONS

The paper focuses on the monitoring program of the Milan Cathedral. Special emphasis is given on the dynamic measurements, the automated extraction of modal signatures and the influence of environmental changes on the variations observed in the dynamic characteristics of the historic monument. Based on the results collected in the first year of monitoring (i.e., between 16/10/2018 and 15/104/2019), the following main conclusions can be drawn:

- The application of state-of-art tools for automated operational modal analysis allows accurate estimate and tracking of 8 resonant frequencies in the frequency interval 0-5 Hz.
The automatically identified modes involve dominant motion in the main transverse (N-S) and longitudinal (E-W) direction of the cathedral.

The (outdoor and indoor) temperature turned out to be a dominant driver of the variations observed in the fluctuation of the resonant frequencies of all modes. The relative humidity seems to slightly affect only the frequency of the first mode [4].

The frequency-temperature correlations reveal a distinctive trend, which is very different from what reported in almost all long-term studies on historic masonry structures. The natural frequencies of the cathedral exhibit a negative dependence on indoor and outdoor temperature in the cold season, whereas the correlation becomes positive in the hot season, for the N-S modes only.

The complex dependence of natural frequencies on temperature observed in the Milan Cathedral conceivably results from two temperature-driven opponent effects: the stiffening exerted during the cold season by the increased tensile forces in the metallic tie-rods and the usual thermal expansion of the masonry materials. The former effect turns out to be dominant in the cold season for all modes, whereas the latter tends to rule the frequency variation of N-S modes in the hot season.
• PCA-based regression models are suitable to remove the environmental effects from natural frequencies.

• The mode shapes of the cathedral and the corresponding mode complexity (evaluated via MPC) do not exhibit appreciable fluctuations associated with the environmental effects, so that an appropriate strategy of SHM should be based also on the time invariance of modal deformations.
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Abstract. The structural health conditions of masonry towers can be monitored with a few dynamic sensors (e.g. accelerometers or seismometers) placed at the top of the structure. This cost-effective setup provides continuous and reliable information on the natural frequencies of the structure; however, to move from anomaly detection to localisation with such a simplified distribution of sensors, a calibrated numerical model is needed. The paper summarises the development of a Structural Health Monitoring (SHM) procedure for the model-based damage localisation in masonry towers using frequency data. The proposed methodology involves the subsequent steps: (i) preliminary analysis including geometric survey and Ambient Vibration Tests (AVTs); (ii) FE modelling and updating based on the identified modal parameters; (iii) creation of a Damage Location Reference Matrix (DLRM) from numerically simulated damage scenarios; (iv) detection of the onset of damage from the continuous monitoring system performed with state-of-art techniques, and (v) localisation of the anomalies through the comparison between the experimentally identified variations of natural frequencies and the above-defined location matrix, called DLRM. The proposed SHM methodology is exemplified on the ancient masonry tower of Zuccaro in Mantua, Italy. Pseudo-experimental monitoring data were generated and employed to assess the reliability of the adopted algorithm in identifying the damage location. The results show a promise toward the practical applications of the proposed methodology in the monitoring of real structures.
1 INTRODUCTION

Within the context of Structural Health Monitoring (SHM) of masonry towers, recent experiences [1-4] provided the evidence that the installation of few high-sensitive accelerometers at the top of the structure, combined with automated modal identification tools, can reveal the onset of damage under changing environments. This cost-effective measurement setup provides continuous and reliable information on the natural frequencies of the structure; however, to move from anomaly detection to localisation with such a simplified distribution of sensors, a calibrated numerical model is needed.

One possibility for performing damage localisation of masonry towers is the use of the surrogate-based FE model updating based on cleaned observations [3]. Once the fluctuations from the environmental effects are removed from the identified natural frequencies, the FE model of the structure is updated each time a new observation is available. Consequently, abnormal changes in structural parameters are detected and correlated with their location; in this case, the localisation is performed among the areas involved in the updating. Another way to localise the damage, based on nonlinear dynamic analysis, is shown in [4]: once an anomaly is detected from the monitoring system, a non-linear dynamic analysis is performed with the recorded seismic sequence to identify the areas prone to damage. Subsequently, the frequency decays obtained from the FE analysis, and the one from the monitoring system are compared. The main limitation of the first approach is the detail of the localisation. At the same time, in the latter, the non-linear dynamic analysis is computationally expensive and based on numerous assumptions on material properties.

In the present study, a model-based damage localisation procedure based on previously computed damage scenarios is developed, to increase the capability of real-time damage evaluation after a seismic event. A FE model of the structure is employed to study how damage in a specific location affects the mutual variation between the natural frequencies; accordingly, a damage localisation algorithm based on natural frequency changes is proposed.

The procedure outlined in this paper is summarised in Fig. 1 and involves the following steps: (i) preliminary analysis including geometric survey and ambient vibration tests (AVTs); (ii) FE modelling and updating based on the identified modal parameters; (iii) creation of a Damage Location Reference Matrix (DLRM) from numerically simulated damage scenarios; (iv) detection of the onset of damage from the continuous monitoring system performed with state-of-art techniques, and (v) localisation of the anomalies through the comparison between the experimentally identified variations of natural frequencies and the DLRM location matrix.

![Figure 1: Damage localisation procedure for masonry towers based on the Damage Location Reference Matrix.](image-url)
The proposed SHM methodology is exemplified on the ancient Zuccaro’s tower in Mantua, Italy. Firstly, documentary research, direct on-site inspections, AVTs and FE modelling and updating were performed and are fully reported in [5] and [6]. Subsequently, pseudo-experimental monitoring data are generated from the calibrated model and employed to assess the reliability of the adopted algorithm in identifying the damage location. It is worth mentioning that the investigated structure is of interest due to the quite large number of identified natural frequencies with only four seismometers and the peculiar shape of the last two modes representing a warping distortion of the cross-section.

2 THE DLRM APPROACH FOR DAMAGE LOCALIZATION

The developed DLRM approach is designed to give information on the damage location using only the measured changes in natural frequencies.

It is assumed that a monitoring system with few sensors is available so that the natural frequencies are continuously identified, the environmental effects are removed, and the occurrence of structural anomalies is detected through statistical tools, such as the control charts. Control charts are graphical representations of the evolution over time of a certain process with designed control limits to detect abnormal observations. For SHM purposes, the control limits are based on an initial training period when the structure is assumed to be undamaged. The successful use of control charts in damage detection of ancient constructions has been reported by different scholars [1, 4]. In this paper, the Hotelling multivariate control chart based on the $T^2$ statistic [7] is adopted.

From a calibrated numerical model, a series of damage scenarios are simulated, and the consequent variations of natural frequencies are collected in a matrix called DLRM. Through a comparison of similarity between the frequency variations in the DLRM and the ones detected from the cleaned observations of the continuous monitoring system, it is possible to locate in which area the anomaly appeared.

To clarify the working principles of the DLRM approach, the model of an idealised masonry tower is employed. Fig. 2 shows the geometry adopted and the $n$ vibration modes involved. As demonstrated by different researches [1-4], the first torsion mode ($T_1$) and four bending modes (B) are often identified with the low-cost monitoring setup.

![Figure 2: (a) Idealised tower geometry; (b-f) numerical vibration modes employed in the damage localisation.](image-url)
2.1 Creation of the Damage Location Reference Matrix (DLRM)

The DLRM contains the \( m \) percentage of variation of the \( n \) considered natural frequencies. The creation of the DLRM is performed as follow:

(i) the previously calibrated FE model is divided into \( m \) elements (Fig. 2a), differentiating corners and walls in plan, and floors in height;

(ii) \( m \) eigenvalue analyses are performed reducing the elastic modulus of each element by a certain quantity (e.g. 40\%);

(iii) the changes in the \( n \) natural frequencies are collected in an \( n \)-by-\( m \) matrix called DLRM.

The effects of the different Damage Scenarios (DSs) are measured through the percentage of frequency discrepancy, defined as follow:

\[
DF_i = \frac{f_i^u - f_i^d}{f_i^u} \cdot 100
\]

where the \( i \)-th natural frequencies of the structure before and after the damage are represented by \( f_i^u \) and \( f_i^d \), respectively.

To give an example on how the location of damage influences the natural frequencies, Fig. 3 illustrates the comparison between the simulated DS of the idealised tower for the elements of two consecutive floors. The DSs are obtained reducing the elastic modulus of each element by the 40\%. As presented in Fig. 1, the DSs are the rows of the DLRM.

From the analysis of this simplified application, it is possible to draw the following observations on the effectiveness of the localisation procedure using the frequency variations:

(a) The DS belonging to different floors gives in all cases different pattern of frequency variations (Fig. 3);

(b) The DS of the four corner elements belonging to the same level (Figs. 3a-b, bars with the same colour) gives the same frequency variations;

(c) The DS on the four wall elements belonging to the same floor (Figs. 3c-d, bars with the same colour) gives the same frequency variations when aligned on the same direction.

2.2 Model-based Damage localisation

Once the onset of damage is detected, it is possible to identify its location analysing the variation of natural frequencies. Comparing the frequency shifts obtained from the monitoring system with the \( m \) simulated damage scenarios, it is possible to locate the damage among the \( m \) elements previously identified. The Cosine Similarity is adopted to measure the similarity between the vector of the identified experimental frequency shifts (\( DS_{exp} \)) and the \( m \) vectors of the simulated damage scenarios (\( DS \)):

\[
\cos \theta_j = \frac{DS_j \cdot DS_{exp}}{\|DS_j\| \cdot \|DS_{exp}\|}
\]

where \( \theta_j \) is the \( j \)-th angle between the two vectors. In the present paper, the adopted Damage Index is expressed as follow:

\[
Damage\ Index_j = (\cos \theta_j)^2
\]

where values close to 1 suggest a good correlation with the identified frequency shifts while values lower than 0.8 suggest a poor correlation. The \( j \)-th Damage Index is then plotted together with the corresponding \( j \)-th DS – representing the element location – (e.g. Fig. 4). The localisation is then performed considering the location associated with the higher Damage Index.
Figure 3: Comparison between the simulated Damage Scenarios (DS) of the first (a-b) and second (c-d) floor in terms of the discrepancy of frequency (DF, Eq. 1).
Figure 4: Localisation of simulated frequency shifts obtained by decreasing the elastic moduli of first-floor walls (c-d) and corners (a-b) by the 20% (the red dashed line represents the actual damage location).
The localisation procedure is exemplified on the model of the idealised tower. 8 frequency shifts are simulated reducing the elastic modulus of the 8 elements of the first floor by the 20% (Figs. 4a-c). The simulated $DS_{Exp}$ are then compared with the $j$-th DS of the DLRM. The following observations can be drawn:

(a) As expected, it is not possible to distinguish between a DS on a corner element belonging to the same floor;

(b) Similarly, it is not possible to differentiate between the DS on wall elements belonging to the same level and same direction.

In conclusion, a numerical model of an idealised tower was employed to exemplify the application of the DLRM approach showing promising results. It should be noticed that increasing the number and the type (e.g. bending, torsion, or local) of vibration modes can substantially increase the effectiveness of the localisation capability of the proposed approach.

3 THE ZUCCARO’S TOWER: DESCRIPTION AND DYNAMIC TESTING

The Zuccaro’s tower of Mantua (Fig. 5), about 43 m high, is a historical defensive structure built in the Middle Ages [5]. The first record regarding its existence dates back to 1143. The few and small openings and the tower location at the limits of the city Middle Ages fortifications suggest its original defensive role. As shown in Fig. 5, the tower is nowadays included in a building aggregate, surrounded on three-sides by low-rise constructions.

The structure has an approximate squared plan with the side equal to 8.5 m. The load-bearing walls are built in solid brick masonry with a thickness ranging from 1.1 m at the base to 0.8 m at the top. A brick masonry cross vault is covering the ground floor, while a timber staircase is connecting the 8 timber floors distributed along the height of the structure (Fig. 7). It is worth mentioning that the roof and the timber floors were substituted after a fire occurred in 1979 and the related intervention – carried out in the 90s – involved the injection of expanding mortars in several areas.

Due to a large number of uncertainties regarding the evolution of the building and the effectiveness of strengthening interventions, an extensive investigation survey was recently carried out involving visual inspection and Ambient Vibration Testing (AVT). The results of the investigations are reported in [5] and [6]. The survey was aimed at providing details on the geometry of the structure, detect critical areas and irregularities, and identify the dynamic characteristics of the structure (i.e. natural frequencies and mode shapes).

![Figure 5: The Zuccaro’s tower: views from the west (a) and south corners (b); and geometric survey of the external fronts (c).](image)
3.1 On-site inspections

The accurate on-site inspections of the inner fronts of the tower are summarised in Fig. 7. From the stratigraphic survey, the discontinuities due to different building phases or local masonry reconstructions are identified. Furthermore, the on-site inspections highlighted the following aspects:

(a) Sharp discontinuities and deep cracks were found around the corner between the S-W and S-E walls (Fig. 6c) starting from the base up to 17.22 m;
(b) Some deep and thick cracks were identified on the cross vault at the ground level;
(c) The presence of large areas with fragmentary and non-homogeneous masonry was identified starting from the height of 21.0 m on the N-E front (Fig. 7);
(d) Extended dark areas resulting from the fire of 1979 were found in the inner walls.
3.2 Dynamic characteristics of the tower

Two series of AVTs were conducted on the tower involving a different number of sensors. The first test (4 measuring channels) was performed between October 23rd and 24th, 2016 [6] with the twofold objective of identifying the vibration modes of the structure and evaluating the effectiveness of a 4-sensor setup for the future installation of a monitoring system. The second test (28 measuring channels) was performed between December 11th and 12th, 2017 [5] with the objectives of obtaining a complete representation of the mode shapes and roughly assessing the impact of temperature changes on natural frequencies.

During the first test, 2 bi-axial seismometers (electro-dynamic velocity transducers, SARA SS45) were positioned at the opposite corners of the top floor to measure the dynamic response of the structure under ambient excitations. During the second test, high-sensitivity accelerometers (sensitivity of 10 V/g; peak acceleration of 0.5 g) were employed to measure the response of the tower in 14 points belonging to 7 selected cross-sections (Fig. 8a).

The extraction of the modal parameters was performed with two well-known algorithms: the Frequency Domain Decomposition (FDD [8]) and the data-driven Stochastic Subspace Identification (SSI-data [9]). Both algorithms are available in the commercial software ARTeMIS [10]. Overall, 4 bending modes (B), 1 torsion mode (T) and 2 warping distortion modes (W) were identified in the frequency range of 0-9 Hz.

In the present paper only the results of the second test are reported and Fig. 8 summarises the modal parameters identified. The sequence of the first 5 modes is consistent with the results obtained in similar studies [3-4], whereas the last two modes appear to be very peculiar of the investigated structure. From the analysis of the identified dynamic characteristics, the following observations are drawn:

(a) Two closely spaced bending modes in opposite directions (B_y1 and B_x1) are identified between 1.2 and 1.3 Hz;
(b) The third mode is a global torsion mode (T_1) followed by other two higher-order bending modes (B_y2 and B_x2);
(c) The last two modes (W_1 and W_2) are associated with cross-section distortion of first and second order. The peculiar shape of these modes is known as warping.
(d) Regardless of the differences in the external temperatures, an excellent correspondence between the first 5 vibration modes was found while W_1 and W_2 exhibit a stronger sensitivity to the environmental conditions.

![Figure 8: (a) Sensors layout of the AVTs of 11-12 December 2017 (T =2.4°C); (b)-(h) Identified vibration modes.](image-url)
4 THE ZUCCARO’S TOWER: FE MODELLING AND UPDATING

The 3D model of the tower was developed with the FE code ABAQUS using the eight-node brick elements (C3D8). A relatively large number of elements were employed to obtain a regular distribution of masses, a good description of the opening distribution, and to avoid frequency sensitivity to mesh size. Overall, the numerical model consists of 10582 brick elements with 48438 degrees of freedom and an average mesh size of 0.5m (Fig. 9a).

Once the geometry of the numerical model is established, the selection of the structural parameters to be updated is the next key issue. To prevent the ill-conditioning of the inverse problem and to improve the robustness of the updated parameter estimates the number of updating variables was kept smaller than the experimental parameters used as targets and only the uncertain structural parameters were updated. Consequently, the following assumptions were adopted: (a) the effect of soil-structure interaction was neglected, and the tower was assumed pinned at the base; (b) a linear elastic orthotropic material was adopted for the brick masonry, with constant mass density and Poisson’s ratio equal to 17 kN/m$^3$ and 0.15 respectively; (c) the shear modulus was considered equal to $G = \alpha \cdot E$, where $E$ is the Young’s modulus, and $\alpha$ is a constant multiplier.

In addition, to calibrate all the identified vibrations modes, the following aspects were considered:
(a) the presence of the building aggregate was modelled with a uniform distribution of linear elastic translational springs with constants $k_z$ and $k_y$ on the S-E side and N-E side, respectively;
(b) the masonry walls were divided into 2 regions with constant material properties based on successive modelling refinement involving different assumptions on the model uncertainties (the full process is described in [6]);
(c) the presence of timber floors was simulated with a series of rigid beams connected to the vertical walls using linear elastic springs (constant $k_{RS}$).

Overall, the number of updating parameters was equal to 6: 2 Young’s moduli, the ratio $\alpha$, and the springs constants $k_z$, $k_y$ and $k_{RS}$.

The adopted FEMU procedure was implemented in MATLAB environment and it is based on the Douglas-Reid method [11] with the Particle Swarm Optimisation (PSO) algorithm [12]: the updating parameters are iteratively corrected in a constrained range until a stable minimum solution for an objective function is found. Particularly, the following objective function was adopted:

$$J(x) = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{f_i^{AVT} - \tilde{f}_i(x)}{f_i^{AVT}} \right|$$  \hspace{1cm} (4)

where $f_i^{AVT}$ is the $i$-th experimentally identified natural frequency and $f_i(x)$ is the $i$-th polynomial approximation [11] of the numerical natural frequencies, expressed as functions of the $x$ updating parameters.

Tab. 2 lists the optimal estimates of the uncertain parameters of the model. The difference between the elastic modulus of the upper and lower part of the tower is motivated by the presence of fragmentary and non-homogeneous masonry starting from the height of 21.0 m (Fig. 7).

In conclusion, an excellent correlation between the numerical and experimental modal parameters is obtained, with the maximum frequency discrepancy ($DF_{\text{max}}$) being equal to 0.71%. Hence, the updated model is capable of accurately representing the experimentally identified modal parameters.
<table>
<thead>
<tr>
<th>Mode no.</th>
<th>$f_{SSI}$ (Hz)</th>
<th>$f_{FEM}$ (Hz)</th>
<th>$DF_i$ [%]</th>
<th>MAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{y1}$</td>
<td>1.225</td>
<td>1.226</td>
<td>-0.08</td>
<td>0.98</td>
</tr>
<tr>
<td>$B_{x1}$</td>
<td>1.280</td>
<td>1.279</td>
<td>0.08</td>
<td>0.98</td>
</tr>
<tr>
<td>$T_1$</td>
<td>4.095</td>
<td>4.096</td>
<td>-0.02</td>
<td>0.92</td>
</tr>
<tr>
<td>$B_{y2}$</td>
<td>4.781</td>
<td>4.782</td>
<td>-0.02</td>
<td>0.84</td>
</tr>
<tr>
<td>$B_{x2}$</td>
<td>4.977</td>
<td>4.977</td>
<td>0.00</td>
<td>0.83</td>
</tr>
<tr>
<td>$W_1$</td>
<td>5.504</td>
<td>5.504</td>
<td>0.00</td>
<td>0.88</td>
</tr>
<tr>
<td>$W_2$</td>
<td>7.465</td>
<td>7.412</td>
<td>0.71</td>
<td>0.83</td>
</tr>
</tbody>
</table>

$DF_{ave}$ [%] - - 0.13 -

$DF_{max}$ [%] - - 0.71 -

Table 1: Comparison between optimised and experimental (AVT 2017, T=2.4°C) modal frequencies.

<table>
<thead>
<tr>
<th>Structural parameters</th>
<th>$X_{\text{lower bound}}$</th>
<th>$X_{\text{optimal value}}$</th>
<th>$X_{\text{upper bound}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_L$ (GPa) height ≤ 21.02m</td>
<td>2.68</td>
<td>3.08</td>
<td>3.62</td>
</tr>
<tr>
<td>$E_U$ (GPa) height &gt; 21.02m</td>
<td>1.48</td>
<td>1.73</td>
<td>2.00</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.315</td>
<td>0.335</td>
<td>0.349</td>
</tr>
<tr>
<td>$G_L$ (GPa) height ≤ 21.02m</td>
<td>0.84</td>
<td>1.03</td>
<td>1.26</td>
</tr>
<tr>
<td>$G_U$ (GPa) height &gt; 21.02m</td>
<td>0.47</td>
<td>0.58</td>
<td>0.70</td>
</tr>
<tr>
<td>$\sum k_x$ (kN/m · 10^6)</td>
<td>3.43</td>
<td>13.73</td>
<td>13.75</td>
</tr>
<tr>
<td>$\sum k_y$ (kN/m · 10^5)</td>
<td>0.001</td>
<td>0.001</td>
<td>0.011</td>
</tr>
<tr>
<td>$k_{RS}$ (kN/m · 10^5)</td>
<td>0.25</td>
<td>0.49</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Table 2: lower bound, optimised values and upper bounds of the identified structural parameters.

![FE model of the Zuccaro’s tower and vibration modes](image)

Figure 9: (a) FE model of the Zuccaro’s tower and (b-h) vibration modes of the optimal (updated) model.
5 THE ZUCCARO’S TOWER: APPLICATION OF THE DLRM APPROACH

To test the capability of the proposed approach for the damage localisation in masonry towers, three damage scenarios (DS) were simulated, and pseudo-experimental monitoring data were generated for the Zuccaro’s tower. The previously updated numerical model was divided into 80 elements (Figs. 10a-b) – 8 elements per floor – to simulate the possible effect of local damages. Fig. 10 shows the selected elements, which belongs to different regions of the tower: lower (DS2), medium (DS44) and upper (DS74) parts.

The damages are simulated in a simplified way through a Young’s modulus reduction by 30%. Fig. 11 shows the changes in natural frequencies generated by the three simulated DS. The maximum variation is obtained for the DS2 and it is equal to 0.47% on the first mode (B<sub>1</sub>) while in the other two cases the maximum variations are lower than 0.25%.

Since the installation of the monitoring system is ongoing, the monitoring data were generated from the experimentally identified natural frequencies. The environmental effects were not considered at this stage since the procedure is supposed to use the cleaned observations. Consequently, a normal distribution with a defined standard deviation was assumed for each frequency according to literature values (cleansed observations) [3].

Tab. 3 illustrates the adopted mean values and standard deviations for the pseudo-experimental monitoring data and reports the effects of the three DS on the 7 natural frequencies considered. It is worth noting that the DSs have comparable frequency shifts than the selected standard deviations (Tab. 3).

![Figure 10: (a-b) FE model of the Zuccaro’s tower divided into 80 elements; (c-e) simulated damage scenarios.](image)

![Figure 11: Comparison between the frequency shifts (DF, Eq. 1) of the three introduced damage scenarios.](image)
<table>
<thead>
<tr>
<th>$f_{\text{mean}}$ (Hz)</th>
<th>$\sigma_f$ (Hz)</th>
<th>$\Delta f_{\text{DS2}}$ (Hz)</th>
<th>$\Delta f_{\text{DS44}}$ (Hz)</th>
<th>$\Delta f_{\text{DS74}}$ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{1y}$</td>
<td>1.225</td>
<td>0.005</td>
<td>0.006</td>
<td>0.001</td>
</tr>
<tr>
<td>$B_{1x}$</td>
<td>1.280</td>
<td>0.005</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>$T_1$</td>
<td>4.095</td>
<td>0.008</td>
<td>0.010</td>
<td>0.008</td>
</tr>
<tr>
<td>$B_{2y}$</td>
<td>4.781</td>
<td>0.010</td>
<td>0.006</td>
<td>0.002</td>
</tr>
<tr>
<td>$B_{2x}$</td>
<td>4.977</td>
<td>0.012</td>
<td>0.007</td>
<td>0.012</td>
</tr>
<tr>
<td>$W_1$</td>
<td>5.504</td>
<td>0.020</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>$W_2$</td>
<td>7.465</td>
<td>0.030</td>
<td>0.001</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Table 3: Statistic of the pseudo-experimental monitoring data with 3 simulated damage scenarios.

![Graphs](image1.png)

Figure 12: (a-c) Pseudo experimental monitoring data; (d-f) focus on the frequencies with the higher changes.

![Graphs](image2.png)

Figure 13: Damage detection through control charts for the 3 damage scenarios.
Overall, 1500 observations are generated (1 observation per hour), and the simulated frequency shifts are introduced in the middle of the generated time history \((T=750\text{h};\) Fig. 12). The frequency shifts are particularly visible on the first mode \((B_{y1};\) Fig. 12d) for the DS2 and on the fifth mode \((B_{z5};\) Fig. 12e) for the DS44. Conversely, the effects of the DS74 on \(f_0\) \((W_1;\) Fig. 12f) are less evident; in this case, the standard deviation for the mode \(W_1\) is equal to 0.02 Hz while the considered frequency shift is equal to 0.01 Hz.

To detect the presence of structural anomalies on the generated monitoring data, the control charts based on \(T^2\) – statistic are adopted [7]. A training period of 336 h (14 days) was employed to define the mean values of for the 7 natural frequencies. The residual errors between the mean frequencies of the reference period and the frequencies of each observation are used to define a multivariate control chart (Fig. 13) composed by subgroups of 12 h. The structural anomalies are detected each time an observation lays outside the control limit. The black dashed line in Fig. 13 represents the instance in which the DSs were introduced. Clearly, the three DS are associated with different DFs (see Fig. 11) and consequently the outliers on the control charts are more evident in the DS2 (Fig 13a) where the DFs are higher while are less emphasised in the DS74 (Fig 13c) where the DFs are lower.

![Figure 14: Damage localisation through the DLRM at the time T when the damage was introduced.](image)

![Figure 15: Elements with a damage index higher than 0.90 at the time T=750h (the DI coloured in red indicates the correct position of the simulated damage).](image)
Once the onset of a damage is verified, the comparison between the pseudo-experimental frequency shifts and the computed DLRM is performed. The DLRM was previously generated from the updated FE model (Fig. 10a) following the procedure explained in Section 2; the adopted elastic modulus reduction was equal to the 50%.

The comparison between the pseudo-experimental frequency shifts and the computed DLRM is provided by Eq. 3 and the results at time $T=750$ h – that is the time when the damage is detected from the control charts – are depicted in Fig. 14. The red dashed line represents the correct damage location while the green dots are the Damage indexes (DIs) of each element. The elements with higher DIs are more likely to be damaged. As it was in the detection stage, the localisation is more evident for DS2 and DS44 since the DFs are higher.

Fig. 15 illustrates the position of the elements with a Damage index higher than 0.90. The following observations can be drawn: (a) the DS2 is correctly localised in the lower part of the tower on the walls along the x-direction; (b) similarly, the DS44 is correctly localised among the 5th and 7th floors on the walls along the y-direction; (c) the DS74 is correctly localised in the top floor of the tower, but it was not possible to distinguish on which wall. Particularly, the localisation of the last DS relies on the induced frequency shift on mode $W_1$ (see Fig. 11c), which is associated with a cross-sectional distortion. Conversely, the other localisations rely also on bending modes (see Figs. 11a-b) which are characterised by a direction-dominated component of motion.

In conclusion, Fig. 16 illustrates the evolution over time of the DIs of three selected elements. Before the introduction of the structural anomaly at $T=750$ h, the DIs are characterised by random variations; conversely, when the damage occurs, the DIs exhibit a much stable pattern. Notably, the stability is correlated with the magnitude of the frequency shift: bigger for DS2 and lower of DS74.

6 CONCLUSIONS

Prior research has demonstrated the effectiveness of damage localisation for masonry towers based on monitored frequency data and FE modelling [3-4]. In this study, further investigations are carried out to increase the capability of an accurate real-time damage evaluation. Accordingly, a model-based damage localisation procedure using previously computed damage scenarios and continuously identified natural frequencies is illustrated. The proposed approach is exemplified on the Zuccaro’s tower; an ancient masonry structure built in the Middle Ages in the city of Mantua, Italy
The results from the investigated structure suggest the following conclusions:
1) In masonry towers, and generally in slender structures, the mutual variation of natural frequencies caused by a structural damage is directly correlated with the damage location;
2) The simulated frequency shifts added to the pseudo-experimental monitoring data were detected and localised with the proposed approach;
3) A cost-effective monitoring setup composed by few sensors placed at the top of the structure and combined with an automated modal identification algorithm and a regression model to filter out the environmental effects can be used not only to detect but also to localise a structural damage.

Promising results suggest future applications of the methodology for monitoring real structures. To expand the capability of the proposed approach, further investigations with multiple damage scenarios should be performed.
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Abstract. Masonry towers are quite widespread in Europe and represent an important portion of the built heritage that must be preserved, especially in high-seismicity regions. Very often, such masonry towers exhibit unique peculiar morphologic and typological characteristics, which might affect their different structural behaviors under horizontal loads. For this reason, accurate knowledge of their dynamical parameters is useful for seismic assessment and the design of risk mitigation interventions.

In this work, the opportunities provided by dynamic identification techniques for the non-destructive evaluation of heritage structures are discussed with a focus on different bell towers, located in the Marche region (Italy). All of them were stricken by a long seismic sequence (Center Italy earthquakes between August and October 2016), and are investigated in detail in order to have an insight into their dynamic behavior. Furthermore, the experimental investigations and the operational modal analysis results are presented, and they are useful for defining the Finite Element (FE) model of the towers with a continuum approach.

The monitoring system consists of several elements adequately connected. Many operative problems have conditioned the positioning of the instrumentation due to the limited accessibility of the structure, not only to the primary access but also to reach the top. However, it has been possible to identify with certain confidence the first three frequencies of the towers and their corresponding mode shapes. The results carried out after the updating procedure may be considered very good. The material data values estimated in this way will constitute an important reference for the evaluation of the state of the building.
1 INTRODUCTION

Europe preserves a large part of the Earth’s historical and artistic heritage, Italy is one of the European countries that owns the majority of historical buildings, especially palaces and churches. Because of its particular position, the nation is crossed by African and Euro-Asiatic tectonic plates, the seismic risk is very high and continuously endangers the historical structures [1–12]. One of the last examples is the recently Central Italy Earthquakes that hit the areas between Marche, Abruzzo and Umbria Regions causing widespread damages especially at the construction part of the cultural heritage, highlighting, once again, the necessity to find methodologies to take under control their health, in order to intervene before irreparable damages occur. Currently, the most appropriate technique to achieve this purpose is the Structural Health Monitoring (SHM) using the variation of structures dynamic characteristics as frequencies, damping and mode shapes. To obtain these data, accelerometric sensors are placed on specific points of the structure, in order to record, accelerometric time histories only from ambient noise.

The data acquired are filtered and processed by appropriate techniques able to extract the dynamic information. These data can be used for two different purposes, depending on the acquisition duration: if there are acquired for a short period (Short-term monitoring) they can be used to identify the current building state and calibrate a numerical model [7,13–16], whereas if there are acquired for a long period (Long-term monitoring), such as more than one year, they can be used to the damage identification [17–21], since, the variation of the dynamic characteristics are linked to stiffness or mass variations [22]. In this last case, particular attention must be paid to the ambient conditions because, as many studies showed, they can provoke variation in frequencies, some authors are looking for algorithms to delete them from the signals [23,24].

In this paper, the monitoring and the Finite Element Model (FEM) calibration are presented taking as a case study a complex composed by civic tower a palace and an arcade in Matelica, a village in the hinterland of Marche region Figure 1. This study wants to be an example of applicability the dynamic monitoring for protection of the heritage masonry constructions.

![Figure 1 Geographical localization and East and West facades](image-url)
2 CASE STUDY

2.1. Historical development

At the start, the Governor's Palace was a porticoed structure used as delimitation between the plaza and the open-air market. This structure was destroyed during the gothic war.

The Civic Tower dates to the XII century, it was built on the ruins of a Romanesque structure, in 1209 it became the imperial lieutenant’s residence. The actual configuration of the Governor's Palace goes back to 1284, by the work of the Benincasa da Firenze and Bruno da Fabriano. The gallery construction on the tower and the ogival windows closing occurred in the XIV century. In 1511 started the arcade construction, on the right side of the Palace, designed by Costantino and Giovan Battista da Lugano architects, and was initially used as a textile market (Figure 2). The structures were modified several times, between 1670-1830, when they were subjected to the first restoration interventions; however, at their end, the palace was declared unsafe for static problems. To improve the tower stability in 1893 its base was extended. Similar interventions aimed to improve the stability of all the components of the building continued until 1997 when a big restoration was carried out after the Umbria-Marche earthquake.

![Figure 2 Historical evolution of the complex](image)

2.2. Geometric survey

The palace has a rectangular plant of dimensions 13.30mx37.58m, it has three floors and a mezzanine between the ground and first floor. On the North-West side there is the Civic Tower, it has a rectangular plant 7.25mx7.45m and a height of 35m with eight levels divided by masonry and wood floors. The open gallery is on the North side of the palace. It has a rectangular plant characterized by 14 polygonal columns with ionic capitals that support round arches (Figure 3). The materials used are various. The most visible façades in the South and East are covered by regular masonry, whereas on the others are visible the irregular masonry Figure 1. The masonry type present are uncut stone for the palace, uncut stone and solid blocks for the tower and solid bricks for the arcade. The roofs are made of wood trusses.
3 DYNAMIC CHARACTERIZATION

3.1 Ambient Vibration Testing

The study of historical buildings structural behavior is usually carried out through linear or non-linear analysis on FEMs. Being the objective to represent the real structure behavior in the most accurate way, the realization of these Numerical Models (NMs) requires a deep knowledge of the structural parameters, such as materials properties, connections among elements, boundary conditions, etc. Among all the possible methodologies which allows to investigate structural properties, these case study has been approached through a method which has become very popular in the last few years, due to its non-invasiveness and the satisfactory results produced: Ambient Vibration Testing (AVT). This method is based on the monitoring of vibrations produces on the building by ambient effects (like wind, traffic…) and on the extraction of modal properties (natural frequencies, modal damping and mode shapes) from the analysis of these data through modal identification techniques. Then these properties are used to build an Experimental Model (EM), whose response is compared with that of the NM. An iterative process, which consists in the variation of the unknown parameters in the model, like Young Elastic Modulus $E$ and material density $\rho$, is applied in order to obtain correspondence between both natural frequencies and associated mode shapes of the two types of models [25].

Figure 3 Geometrical configuration of the complex
3.2 Monitoring equipment, sensors layout and data

Structural monitoring of the case study has been performed using a wired sensors network, composed of:
- four triaxial accelerometers of GEA System series, with a sensitivity of 1000 mV/g, a measurement range of ± 8g and A/D converter with a resolution of 24 bit;
- hub for synchronization;
- coaxial cables.

Sensors layout has been designed applying the concept of Optimal Sensor Placement (OSP) [26], so that, in the different layouts configured for the acquisitions, sensors have been placed in the most sensitive points of the building (in accordance with the possibility of reaching them), in order to better detect the translational and torsional components of the tower displacement [18]. In order to assure a rigid link between the selected point and the sensor epoxy resin has been used.

The monitoring activity of the tower has been conducted through 6 acquisitions, considering as many sensors layouts, which are shown in Figure 4. Data have been collected with a sample rate of 1024 Hz for periods which vary between 40 and 60 minutes, in order to satisfy Rodriguez condition [27].

![Figure 4 Sensors Layout](image-url)
3.3 Operational Modal Analysis

3.3.1 OMA identification technique

The acquired data, after a filtering process, have been analyzed through modal identification techniques. Among these methodologies some operates in time domain, while others operate in the frequency domain. For the case study under exam, it was decided to apply a time domain technique, called Stochastic Subspace Identification (SSI) method [28]. This methodology consists in a conversion of the second order differential equation of motion into two first order equations, defined “state equation” and “observation equation”, which, for a generic discrete time instant \( t = k\Delta t \) (where \( \Delta t \) is the sampling period and \( k \in \mathbb{N} \) can be written as:

\[
\begin{align*}
\{\hat{x}_{k+1}\} &= [A]\{\hat{x}_k\} + [B]\{u_k\} \\
\{y_k\} &= [C]\{\hat{x}_k\} + [D]\{u_k\}
\end{align*}
\]

(1)

where:

- \([A]\) is the matrix of input physical information;
- \([B]\) is the matrix of input statistical parameters;
- \([C]\) is the discrete output matrix;
- \([D]\) is the direct output transmission matrix;
- \(x_k = x_k(\Delta t)\) is the discrete-time vector containing the sampled displacement and velocities;
- \(\{y_k\}, \{u_k\}\) are the vectors of sampled input and output.

Other parameters describing the dynamic system are considered as deterministic and should not be subdau to the variations linked to excitation changes.

At this point, applying a Singular Value Decomposition (SVD) of the \([A]\) matrix, the Eigenvalues, corresponding to the natural frequencies, and the correspondent Eigenvectors, which describe the modes shapes, are extracted.

For the examined case study, acquired data have been decimated into an interval of 12.5 Hz, in order to highlight the first five modes, mainly involving the tower, and their modal parameters. The values of natural frequencies and modal damping, for each mode, are reported in Table 1.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency [Hz]</th>
<th>Damping [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.923</td>
<td>0.679</td>
</tr>
<tr>
<td>2</td>
<td>2.007</td>
<td>0.873</td>
</tr>
<tr>
<td>3</td>
<td>5.058</td>
<td>2.931</td>
</tr>
<tr>
<td>4</td>
<td>6.531</td>
<td>1.569</td>
</tr>
<tr>
<td>5</td>
<td>7.629</td>
<td>2.705</td>
</tr>
</tbody>
</table>

Table 1 Modal parameters of Experimental Model

3.3.2 Preliminary FE model

The results of the investigation campaign, carried out to assess the geometrical characteristics of the building and to evaluate status of the materials, allowed to realize a preliminary non calibrated NM, created using Midas FEA® software.

This model, even if the analysis is principally focused on the tower behavior, represents the complete structure, composed of the main building, the tower and the open gallery, due to the importance of considering the effects of interaction between the tower and the connected building [29–31]. The internal elements, like floors and stairs, have been modeled in case they
significantly influence the stiffness of the structure, like in case of the concrete floors built after the restoration works, while, in case of secondary elements, they have been considered only as loads distributed on the walls. As concerns the modeling process, the geometries have been discretized through 4-nodes tetrahedral solid elements, while, for the material properties assigned to the meshes, they have been selected from the tables reported in the Italian Code [32,33], scaled with the appropriate factors to take into accounts the knowledge level (KL1). These preliminary parameters are reported in Table 2.

<table>
<thead>
<tr>
<th>Position</th>
<th>Types</th>
<th>W [kN/m²]</th>
<th>E [N/mm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open Gallery Base</td>
<td>Soft stone masonry</td>
<td>13-16</td>
<td>1440</td>
</tr>
<tr>
<td>Open Gallery Walls</td>
<td>Solid bricks masonry</td>
<td>18</td>
<td>1500</td>
</tr>
<tr>
<td>Wood</td>
<td>Wood</td>
<td>7.6</td>
<td>1100</td>
</tr>
<tr>
<td>Building interior Walls</td>
<td>Solid bricks masonry</td>
<td>18</td>
<td>1500</td>
</tr>
<tr>
<td>Interior Arch Walls</td>
<td>Solid bricks masonry</td>
<td>18</td>
<td>1500</td>
</tr>
<tr>
<td>Building Perimetric Walls</td>
<td>Rough-hewn masonry</td>
<td>20</td>
<td>1440</td>
</tr>
<tr>
<td>Tower Walls (1-2-3-5-6)</td>
<td>Rough-hewn masonry</td>
<td>20</td>
<td>1440</td>
</tr>
<tr>
<td>Tower Wall (4)</td>
<td>Rough-hewn masonry</td>
<td>20</td>
<td>1230</td>
</tr>
<tr>
<td>Tower Walls (7-8-9)</td>
<td>Solid bricks masonry</td>
<td>18</td>
<td>1500</td>
</tr>
</tbody>
</table>

Table 2 Material parameters of preliminary Numerical Model

The NM, built with these characteristics, has been analyzed using Lanczos method, and has shown the results reported in Table 3, where the values of natural frequencies associated to the first five modes are shown.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency [Hz]</th>
<th>Damping [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.731</td>
<td>5.000</td>
</tr>
<tr>
<td>2</td>
<td>1.764</td>
<td>5.000</td>
</tr>
<tr>
<td>3</td>
<td>4.953</td>
<td>5.000</td>
</tr>
<tr>
<td>4</td>
<td>6.264</td>
<td>5.000</td>
</tr>
<tr>
<td>5</td>
<td>7.667</td>
<td>5.000</td>
</tr>
</tbody>
</table>

Table 3 Modal parameters of preliminary Numerical Model

3.3.3 NM calibration

The calibration process of the NM model consists, as already said, in an iterative procedure in which some parameters considered unknown, in particular Young Elastic Modulus and density of materials, are modified, at each step of the procedure, in order to obtain a coincidence, or at least a maximum difference (Δf) of 5%, between the modal frequencies of the experimental and numerical models. Then, also the correspondence between the mode shape, associated to the same mode, is checked and validated, using the CrossMAC criterion [34]. This tool, which is applied in case of complex modes, provides an indication of the consistency of the modal vectors associated to the mode shapes obtained from different models. This indicator is calculated as the normalized scalar product of the modal vector for the r mode of analytical model \( \{ \varphi_A \} \), and the associated modal vector for the q mode of the test model \( \{ \varphi_X \} \):

\[
MAC(r, q) = \frac{|\{ \varphi_A \}^T \{ \varphi_X \}|^2}{\{ \varphi_A \}^T \{ \varphi_A \} \{ \varphi_X \}^T \{ \varphi_X \}} \tag{2}
\]

These scalar results are assembled in the CrossMAC matrix, whose optimal configuration is that of a principal diagonal with terms which are near or equal to 1 (which indicate good or perfect correspondence) and with terms outside of the diagonal which are near or equal to 0.
The first comparison in terms of frequencies between the EM and NM is shown in Table 4, which shows a too big difference in the values of frequencies associated to the first two modes.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency EM [Hz]</th>
<th>Frequency NM [Hz]</th>
<th>Δf [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.923</td>
<td>1.731</td>
<td>9.98</td>
</tr>
<tr>
<td>2</td>
<td>2.007</td>
<td>1.764</td>
<td>12.11</td>
</tr>
<tr>
<td>3</td>
<td>5.058</td>
<td>4.953</td>
<td>2.08</td>
</tr>
<tr>
<td>4</td>
<td>6.531</td>
<td>6.264</td>
<td>4.09</td>
</tr>
<tr>
<td>5</td>
<td>7.629</td>
<td>7.667</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 4 Comparison of EM and preliminary NM modal frequencies

Better correspondence, instead, is obtained comparing the mode shapes, whose direction of displacement are coincident between EM and NM, being the first two mode translational respectively in Y and X direction, the third and the fifth are flexional in Y and X, respectively, while the fourth shows a distorting behavior (Figure 5).

![Comparison of mode shapes of preliminary NM and EM](image)

Figure 5 Comparison of mode shapes of preliminary NM and EM

The first step of parameter update has been operated only on the elastic modulus of the materials attributed to the tower elements. The criterion was to increase the stiffness of the element subjected to intervention in 2007 and decrease the density of some other elements, whose characteristics are inferior in respect of the previsions. The result of this operation comported a decrement of the frequencies values difference under the 5%, with the exception of the second mode.

In the second step, also the elastic modulus of elements which were not subdued to interventions has been increased, assuming that their deterioration was not as serious as thought at first. The result comported also a decrement of the difference in the values of frequency for the second mode under 5%.

In the last step it has been decided to intervene on the parameters associated to the building, dividing the perimetric walls in three sections, whose stiffness has been increased for the portion nearer the tower, and decreased for the other two parts. The results in terms of frequencies are reported in Table 5.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency EM [Hz]</th>
<th>Frequency NM [Hz]</th>
<th>Δf [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.93</td>
<td>1.88</td>
<td>2.59</td>
</tr>
<tr>
<td>2</td>
<td>2.01</td>
<td>1.92</td>
<td>4.48</td>
</tr>
</tbody>
</table>
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This modification allowed a better correspondence between mode shapes, as it is possible to see from Figure 6, and as attested in Table 6, where CrossMAC results are shown.

![Figure 6 Mode shapes comparison after calibration](image)

<table>
<thead>
<tr>
<th>CrossMAC</th>
<th>EXPERIMENTAL MODEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODE 1</td>
<td>MODE 2</td>
</tr>
<tr>
<td>1.93 [Hz]</td>
<td>2.01 [Hz]</td>
</tr>
<tr>
<td>0.89</td>
<td>0.03</td>
</tr>
<tr>
<td>0.00</td>
<td>0.98</td>
</tr>
<tr>
<td>0.19</td>
<td>0.02</td>
</tr>
<tr>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>0.00</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 6 Cross MAC after calibration

These results highlight the low level of interaction between the tower and the palace, whose dynamic behaviors do not influence each other so much, probably due to the different manufacturing and absence of linking elements. In particular, the disorganic movement of the tower, shown for the higher modes, and especially the distorting behavior of the fourth mode, can be linked to the sectional changes and to the variation of material properties. As concerns the damage propagation, the most damages zones are the ones with low values of Young Elastic Modulus.

4 CONCLUSIONS

The model updating process, operated for the tower and the rest of the Governor Palace structure, produced good results in terms of correspondence with the modal parameters and mode shapes extracted from EM. Moreover, it allowed the observation of an interesting
phenomenon in the tower dynamic behavior, such as the sectional distortion caused by the fourth mode.

Once again, dynamic monitoring and modal identification techniques, confirmed their effectiveness in the evaluation of dynamic behavior and consequently on the health status of historical structures, being the method non-invasive and allowing to produce accurate numerical models, which can be used implement rapid, localized and economically sustainable interventions.
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Abstract. The Colosseum is the most famous monument of ancient Rome. Differential settlements of its foundations, standing partly on alluvial deposits and partly on stiff soil, and various earthquakes are the main causes of collapses that give the Colosseum its present shape. In order to preserve the monument, a number of structural interventions were made during the 19th century. At present, the health status of the monument requires to be monitored against possible degradation phenomena. During the preliminary design stage of a new underground line crossing the center of Rome, at present under construction, further investigations on materials properties and dynamic features have been performed. In particular, twelve accelerometers on two vertical lines in the highest portion of the monument have been installed. In the present paper data gathered with this monitoring system for a long period of time gives the opportunity of a further insight into the health conditions of the structure. The vibration levels induced by road traffic during a long interval of time and frequencies and mode shapes of low modes are identified using ambient vibration. Both these results are compared with the outcomes of an experimental campaign of a few years ago. Finally, the dynamic behaviour recorded during the 2016-2017 Central Italy seismic sequence is analysed and discussed.
1 INTRODUCTION

Structural Health Monitoring (SHM) has notably increased its importance in the last decades [1, 2, 3]. The spreading of this kind of activity is also due to the updating of instruments and the reduction of their cost; at the same time, theory and techniques of data processing have become more effective [4, 5, 6, 7, 8, 9]. In this field methods based on structural vibration and their evolution are well established, also because information easily obtained using environmental excitations happens to be effective in detecting structural deterioration. In the case of large structures and cultural heritage buildings, SHM should be a must. So, it is natural that the Colosseum, the most famous monument of ancient Rome, is the object of special attention by the Superintendent of Cultural Heritage with a series of activities.

A new underground line crossing the center of Rome, at present under construction [10], run tangentially to the Colosseum; during the design stage a wide campaign of experimental investigations on materials properties and dynamic features have been performed. Moreover, the monument has been instrumented in order to develop both static and dynamic monitoring. In particular, inclinometers and estensometers to measure displacements due to temperature changes and twelve accelerometers on two vertical lines in the zone with greatest height have been installed.

The slow movements produced by temperature induce deformations and stresses, with cycles which are repeated every year. The accelerometric registrations of the ambient vibrations permit to obtain the intrinsic dynamic properties of the structure with a twofold aim. First, the comparison and correlation between experimental modal parameters and those predicted by a finite element model enable us to identify or update an accurate model of the monument; this is an important item especially where buildings of historical interest are involved, since they are often characterized by complex geometry and heterogeneity of materials. Second, the evolution in time of the modal properties gives information on possible degradation phenomena.

In this paper the main attention is devoted to the dynamic response; in particular, the vibration levels induced by road traffic for a long time interval is examined, then ambient vibrations are used to identify frequencies and shapes of low modes by these incomplete data. These results are both compared to available data obtained by the authors during an experimental campaign of a few years ago. Finally, the dynamic response to the 2016-2017 Central Italy seismic sequence is analysed and discussed.

2 THE NEW UNDERGROUND LINE OF ROME

The severe conditions of the surface traffic in Rome highlighted the need to improve the public transportation network. The two existing underground Lines A and B did not reach all the sectors of the city and suburbs. The authority managing the underground lines decided, in such a context, to construct the new Line C crossing the Rome territory along the alignment NW-SE. Figure 1, just for the intermediate part of the line, denoted as Section T3, shows the interference of the new line with some of the most famous monuments in the world. Among the others, the underground line runs near the Colosseum. Further details can be found at [10].

During the design stage, several forecasting activities have been performed, in order to simulate the effects of the underground works and to estimate the possible impacts on the monuments. For the Colosseum, the effects were estimated as negligible and no special provisional measures were provided. Nevertheless, a comprehensive monitoring system has been deployed, in order to study the response of the structure before and during the underground construction.
3 DESCRIPTION OF THE MONITORING SYSTEM

A general description of the monitoring framework is reported in [11]. For the Colosseum, the monitoring system can be divided into 4 sections:

- topographic monitoring, aimed at gathering absolute displacements and rotations;
- geotechnical monitoring, aimed at gathering soil pore pressure and vertical and horizontal ground displacements;
- structural monitoring, divided into two subsections:
  - static monitoring, aimed at gathering structure and air temperatures, existing cracks openings, relative displacements, rotations;
  - dynamic monitoring, aimed at gathering structural accelerations and velocities.

The static monitoring is composed by 4 thermometers, 7 tiltmeters, 22 crackmeters and 12 wire-crackmeters. The dynamic monitoring is composed by 12 triaxial force-balance accelerometers, located along two vertical alignments, as reported in Fig. 2. The present paper is devoted to the analysis of dynamic measured quantities.

4 ANALYSIS OF DYNAMIC MEASUREMENTS

4.1 Road traffic

The main goal of the accelerometric monitoring system previously described is the survey of the vibration level during the construction of the underground line. Due to the presence of the monitoring system since the end of of 2014 and still functioning, both current vibration level
and peak values can be evaluated. A comprehensive analysis of data is outside the scope of the present paper, nevertheless a short discussion on the vibration level measured during one month (January 2020) is reported here; during this period the construction was inactive. Figure 3 shows the envelopes of the velocity recorded at the base and on the top in each direction. In vertical and circumferential directions at the base the maximum value of the velocity is about 0.15 mm/s, on top is about 0.5 mm/s, with smaller effective values respectively of about 0.02 mm/s at the base and 0.05-0.1 mm/s on top. In radial direction the maximum values of the velocity are similar, while the effective values are respectively of about 0.04 mm/s at the base and 0.15 mm/s on top. With reference to the time interval considered, the vibration level is very similar to that reported in [6] and it does not exceed the limit values reported in [12].

4.2 Modal analysis using ambient vibration

The experimental modal parameters have been evaluated in [6] using a large number of measurement points, under ambient vibration excitation. It was verified that the input at the base of the monument, in the frequency band 1-6 Hz, approximates a white noise. The experimental modal parameters were therefore derived from the response only, under the hypothesis of white noise excitation. In this condition, the output spectrum reaches a maximum at the natural frequencies, where the response of the structure peaks. The vibration frequencies of the first six modes, obtained in [6] by a singular value decomposition of the power spectral density matrix of the responses, are listed in Tab. 1.

<table>
<thead>
<tr>
<th>Mode</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency [6]</td>
<td>1.03</td>
<td>1.30</td>
<td>1.49</td>
<td>1.60</td>
<td>1.66</td>
<td>1.75</td>
</tr>
<tr>
<td>Frequency (this study)</td>
<td>1.04</td>
<td>1.28</td>
<td>1.47</td>
<td>1.62</td>
<td>1.71</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Frequencies (Hz) of the first modes evaluated in [6] and in the present study.

Data recorded with the new monitoring system has been used to repeat the experimental modal analysis. In the present setup, few measurements are available, especially on the top
of the structure, thus it resulted rather difficult to detect the first two modes, which mainly
involve points very far from the sensors. The same techniques applied in [6] have been used.
Figure 4 shows the first two singular values of the power spectral density matrix of the response,
where the modes identified are indicated with black circles. A comparison between the natural
frequencies is reported in Tab. 1, showing a very good agreement. Also the components of
the eigenvectors common to both [6] and present test setup have been compared, obtaining an
acceptable agreement. Thus, with reference to this limited comparison, it can be argued that the
dynamic characteristics of the structure appear stable.

Figure 4: Singular value decomposition of the power spectral density matrix using data from ambient vibration.
Table 2: Events with magnitude $M_w > 5$ during the 2016-2017 Central Italy seismic sequence; the distances are computed between the epicenters and the Colosseum; $a_{b,t}$, $a_{b,r}$ and $a_{b,v}$ (measured in g$^*100$) are the peak base accelerations recorded by the monitoring system respectively along the tangential, radial and vertical directions.

<table>
<thead>
<tr>
<th>n.</th>
<th>year</th>
<th>month</th>
<th>day</th>
<th>hh</th>
<th>mm</th>
<th>ss</th>
<th>$M_w$</th>
<th>lat</th>
<th>long</th>
<th>depth (km)</th>
<th>dist. (km)</th>
<th>$a_{b,t}$ (g %)</th>
<th>$a_{b,r}$ (g %)</th>
<th>$a_{b,v}$ (g %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2016</td>
<td>8</td>
<td>24</td>
<td>1</td>
<td>36</td>
<td>32</td>
<td>6</td>
<td>42.7</td>
<td>13.2</td>
<td>8</td>
<td>109</td>
<td>0.32</td>
<td>0.35</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>2016</td>
<td>8</td>
<td>24</td>
<td>2</td>
<td>33</td>
<td>28</td>
<td>5.3</td>
<td>42.7</td>
<td>13.2</td>
<td>8</td>
<td>105</td>
<td>0.24</td>
<td>0.19</td>
<td>0.12</td>
</tr>
<tr>
<td>3</td>
<td>2016</td>
<td>10</td>
<td>26</td>
<td>17</td>
<td>10</td>
<td>36</td>
<td>5.4</td>
<td>42.9</td>
<td>13.1</td>
<td>8</td>
<td>122</td>
<td>0.31</td>
<td>0.47</td>
<td>0.17</td>
</tr>
<tr>
<td>4</td>
<td>2016</td>
<td>10</td>
<td>26</td>
<td>19</td>
<td>18</td>
<td>7</td>
<td>5.9</td>
<td>42.9</td>
<td>13.1</td>
<td>10</td>
<td>120</td>
<td>0.29</td>
<td>0.39</td>
<td>0.14</td>
</tr>
<tr>
<td>5</td>
<td>2016</td>
<td>10</td>
<td>30</td>
<td>6</td>
<td>40</td>
<td>17</td>
<td>6.5</td>
<td>42.8</td>
<td>13.1</td>
<td>10</td>
<td>116</td>
<td>0.95</td>
<td>0.94</td>
<td>0.41</td>
</tr>
<tr>
<td>6</td>
<td>2017</td>
<td>1</td>
<td>18</td>
<td>9</td>
<td>25</td>
<td>40</td>
<td>5.1</td>
<td>42.5</td>
<td>13.3</td>
<td>10</td>
<td>97</td>
<td>0.09</td>
<td>0.14</td>
<td>0.08</td>
</tr>
<tr>
<td>7</td>
<td>2017</td>
<td>1</td>
<td>18</td>
<td>10</td>
<td>14</td>
<td>9</td>
<td>5.5</td>
<td>42.5</td>
<td>13.3</td>
<td>10</td>
<td>96</td>
<td>0.19</td>
<td>0.36</td>
<td>0.13</td>
</tr>
<tr>
<td>8</td>
<td>2017</td>
<td>1</td>
<td>18</td>
<td>10</td>
<td>25</td>
<td>23</td>
<td>5.4</td>
<td>42.5</td>
<td>13.3</td>
<td>9</td>
<td>94</td>
<td>0.24</td>
<td>0.33</td>
<td>0.13</td>
</tr>
<tr>
<td>9</td>
<td>2017</td>
<td>1</td>
<td>18</td>
<td>13</td>
<td>33</td>
<td>36</td>
<td>5</td>
<td>42.5</td>
<td>13.3</td>
<td>10</td>
<td>92</td>
<td>0.1</td>
<td>0.2</td>
<td>0.08</td>
</tr>
</tbody>
</table>

4.3 Response to 2016-2017 Central Italy seismic sequence

The measured response of a structure when it is impacted by a significant earthquake often furnishes significant information about its characteristics and health conditions [13, 14]. During 2016 and 2017, Central Italy has been interested by a significant seismic sequence. The accelerometric monitoring network was already deployed on the monument, thus several records of the structural response are available. Here, only events with magnitude greater than 5 have been considered. The main characteristics of these events are listed in Tab. 2. The epicenters are rather far from the Colosseum, with distances ranging from 92 to 122 km. The maximum value of the acceleration recorded at the base is about 0.01 g in the horizontal direction and 0.004 g in the vertical direction. The event that produced maximum accelerations at the base occurred on 2016, October 30, with a magnitude of 6.5 (event no. 5 in Tab. 2).

Figure 5 shows the 5% damping acceleration response spectra of event no. 5, as recorded at the monument base at two points in two directions. Modes 3 to 6 are located in the maximum amplification range of the spectra. In order to have a rough evaluation of the level of shaking, one could consider that, according to current seismic regulations, the 475-year return period site response spectrum on stiff soil has spectral ordinates respectively of 0.15, 0.23 and 0.1 g at 0, 0.5 and 1s. Thus, in terms of elastic response spectrum, event no. 5 produced about 1/10 of the spectral accelerations expected for the design earthquake.

Table 3 lists maximum accelerations recorded in radial directions. As expected, the peak values have been attained at the top level (about 0.09 g). It is interesting also to note that the dynamic amplification, i.e. the ratio between top and base peak accelerations, decreases when base peak acceleration increases. At any rate, the minimum dynamic amplification in radial direction is about 8.5. Thus, in the hypothesis of linear behaviour, a 475-year earthquake could lead to top accelerations up to about 1.3 g. This highlights the seismic vulnerability of the monument in its actual configuration, which probably requires a study for a mitigation intervention. In circumferential direction (Tab. 3) maximum accelerations of about 0.02–0.03 g have been recorded. Also in this direction the minimum amplification factor is about 3.6, a value rather common for masonry structures. Maximum recorded accelerations in vertical direction, not reported here, exhibits a minimum amplification factor of 2.4.

The configuration of the accelerometric monitoring system allows us to estimate a drift parameter that can be related to the strain level of the structure, i.e. the relative displacement between two sensors on the same vertical divided by their distance. Table 4 lists this quantity.
for both horizontal directions. The graphical representation of Fig. 6 highlights that, in the plane of the facade, a strain concentration occurs on the third order of openings. In the out-of-plane direction, the upper part of the facade exhibits almost constant values. This behaviour is common to all 9 seismic events studied here. With reference to the strongest event no. 5 of Tab. 2, it was verified that the drift parameters of the upper sections are in phase and the maximum values are simultaneously attained, thus the behaviour is that of an almost rigid rotation. The rotation center is located at the base of the third order openings, which can be considered the most stressed part of the structure, both in plane and out of plane, during an earthquake.

5 CONCLUSIONS

The new Line C of Rome underground passes near the Colosseum. Owing to the historical renown of this ancient monument, the General Contractor, on behalf of Superintendent of Cultural Heritage, decided to perform a series of experimental activities to investigate its health conditions; in particular, static and dynamic instruments were used to monitor the structure before, during and after the underground construction.

In this study the focus was on five-year recordings of the dynamic quantities, accelerations and velocities, available to date, considering three different groups of results: the traffic induced vibration, the ambient vibration and the response to a recent seismic sequence in Central Italy.

As far as the velocities caused by the traffic, the levels of the results processed are very similar to those measured in a previous experimental campaign conducted by two of the authors in 2005, and, mainly, the maximum amplitude is below the levels known to cause damage, according to international guidelines.

As far as the ambient vibration, the procedures of the experimental modal analysis are used to identify frequencies and modes components at measurement points. Also in this case the dynamic properties obtained are in good agreement with those determined in 2005, leading to the preliminary conclusion that no overall deterioration phenomena recently occurred.

The registrations of accelerations produced by the seismic sequence of 2016-2017 in Central Italy are of some interest because they are the only available recordings of the earthquake effects on the monument. Notwithstanding the epicenter is far from the Colosseum, around 100 km, the measurements are sufficiently clear, with non-negligible response peaks. For the recorded earthquakes the maximum amplification of the spectrum is observed in a frequency band which
Table 3: Maximum accelerations in (g*100) recorded by the monitoring system in radial (Y) and circumferential (X) directions during the events described in Tab. 2; the first letter A of the sensor labels is omitted.

<table>
<thead>
<tr>
<th>n.</th>
<th>1AY</th>
<th>2AY</th>
<th>3AY</th>
<th>4AY</th>
<th>5AY</th>
<th>6AY</th>
<th>1BY</th>
<th>2BY</th>
<th>1CY</th>
<th>2CY</th>
<th>1DY</th>
<th>2DY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.48</td>
<td>2.28</td>
<td>1.24</td>
<td>5.8</td>
<td>3.09</td>
<td>1.29</td>
<td>0.63</td>
<td>0.8</td>
<td>0.47</td>
<td>0.41</td>
<td>0.35</td>
<td>0.27</td>
</tr>
<tr>
<td>2</td>
<td>2.53</td>
<td>1.68</td>
<td>0.81</td>
<td>2.59</td>
<td>1.46</td>
<td>0.87</td>
<td>0.40</td>
<td>0.53</td>
<td>0.25</td>
<td>0.30</td>
<td>0.20</td>
<td>0.19</td>
</tr>
<tr>
<td>3</td>
<td>4.04</td>
<td>2.66</td>
<td>1.19</td>
<td>4.88</td>
<td>2.68</td>
<td>1.25</td>
<td>0.81</td>
<td>0.77</td>
<td>0.62</td>
<td>0.51</td>
<td>0.47</td>
<td>0.41</td>
</tr>
<tr>
<td>4</td>
<td>3.23</td>
<td>1.96</td>
<td>0.7</td>
<td>5.56</td>
<td>3.13</td>
<td>1.67</td>
<td>0.66</td>
<td>0.88</td>
<td>0.45</td>
<td>0.5</td>
<td>0.34</td>
<td>0.39</td>
</tr>
<tr>
<td>5</td>
<td>9.27</td>
<td>3.85</td>
<td>1.71</td>
<td>9.41</td>
<td>6.06</td>
<td>2.52</td>
<td>1.82</td>
<td>1.96</td>
<td>1.25</td>
<td>1.36</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>6</td>
<td>1.42</td>
<td>1.05</td>
<td>0.69</td>
<td>1.24</td>
<td>0.63</td>
<td>0.55</td>
<td>0.28</td>
<td>0.29</td>
<td>0.19</td>
<td>0.16</td>
<td>0.14</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>2.99</td>
<td>2.01</td>
<td>0.97</td>
<td>2.8</td>
<td>1.34</td>
<td>0.62</td>
<td>0.74</td>
<td>0.47</td>
<td>0.38</td>
<td>0.33</td>
<td>0.24</td>
<td>0.2</td>
</tr>
<tr>
<td>8</td>
<td>3.43</td>
<td>2.41</td>
<td>1.52</td>
<td>3.95</td>
<td>1.75</td>
<td>1.1</td>
<td>0.67</td>
<td>0.66</td>
<td>0.47</td>
<td>0.38</td>
<td>0.33</td>
<td>0.24</td>
</tr>
<tr>
<td>9</td>
<td>1.05</td>
<td>0.62</td>
<td>0.31</td>
<td>1.7</td>
<td>1.26</td>
<td>0.63</td>
<td>0.35</td>
<td>0.22</td>
<td>0.24</td>
<td>0.13</td>
<td>0.2</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 4: Maximum relative displacements divided by the distance between two sensors (mm/m) recorded by the monitoring system in radial (Y) and circumferential (X) directions during the events described in Tab. 2; the labels of the columns correspond to the upper sensor; the first letter A of the sensor labels is omitted.

<table>
<thead>
<tr>
<th>n.</th>
<th>1AX</th>
<th>2AX</th>
<th>3AX</th>
<th>4AX</th>
<th>5AX</th>
<th>6AX</th>
<th>1BX</th>
<th>2BX</th>
<th>1CX</th>
<th>2CX</th>
<th>1DX</th>
<th>2DX</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.145</td>
<td>0.113</td>
<td>0.181</td>
<td>0.227</td>
<td>0.176</td>
<td>0.196</td>
<td>0.009</td>
<td>0.018</td>
<td>0.008</td>
<td>0.008</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>2</td>
<td>0.103</td>
<td>0.079</td>
<td>0.111</td>
<td>0.113</td>
<td>0.099</td>
<td>0.103</td>
<td>0.007</td>
<td>0.015</td>
<td>0.004</td>
<td>0.006</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>3</td>
<td>0.14</td>
<td>0.106</td>
<td>0.166</td>
<td>0.175</td>
<td>0.134</td>
<td>0.186</td>
<td>0.061</td>
<td>0.021</td>
<td>0.010</td>
<td>0.010</td>
<td>0.009</td>
<td>0.009</td>
</tr>
<tr>
<td>4</td>
<td>0.11</td>
<td>0.077</td>
<td>0.063</td>
<td>0.208</td>
<td>0.164</td>
<td>0.164</td>
<td>0.009</td>
<td>0.026</td>
<td>0.007</td>
<td>0.011</td>
<td>0.012</td>
<td>0.012</td>
</tr>
<tr>
<td>5</td>
<td>0.329</td>
<td>0.19</td>
<td>0.158</td>
<td>0.472</td>
<td>0.413</td>
<td>0.344</td>
<td>0.026</td>
<td>0.048</td>
<td>0.021</td>
<td>0.028</td>
<td>0.028</td>
<td>0.028</td>
</tr>
<tr>
<td>6</td>
<td>0.046</td>
<td>0.039</td>
<td>0.068</td>
<td>0.044</td>
<td>0.038</td>
<td>0.034</td>
<td>0.005</td>
<td>0.005</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>7</td>
<td>0.094</td>
<td>0.072</td>
<td>0.089</td>
<td>0.099</td>
<td>0.069</td>
<td>0.061</td>
<td>0.011</td>
<td>0.013</td>
<td>0.009</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>8</td>
<td>0.117</td>
<td>0.094</td>
<td>0.162</td>
<td>0.143</td>
<td>0.147</td>
<td>0.078</td>
<td>0.014</td>
<td>0.016</td>
<td>0.007</td>
<td>0.009</td>
<td>0.009</td>
<td>0.009</td>
</tr>
<tr>
<td>9</td>
<td>0.03</td>
<td>0.023</td>
<td>0.028</td>
<td>0.067</td>
<td>0.066</td>
<td>0.079</td>
<td>0.005</td>
<td>0.007</td>
<td>0.004</td>
<td>0.004</td>
<td>0.004</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Table 4: Maximum relative displacements divided by the distance between two sensors (mm/m) recorded by the monitoring system in radial (Y) and circumferential (X) directions during the events described in Tab. 2; the labels of the columns correspond to the upper sensor; the first letter A of the sensor labels is omitted.
does not involve the first two modes of the monument, localized mainly at Valadier’s and Stern’s buttresses, which are the most dangerous. These results are important because they make it possible to use an updated finite element model to interpret these data and to predict the response to the expected earthquakes in Rome, evaluating the actual risk of the monument.
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Abstract. Masonry constructions compose the majority of the Architectural Heritage worldwide, thus, their preservation is of great importance. Nevertheless, they usually show a great vulnerability to seismic and dynamic loads. Several reinforcement techniques can be used in order to improve their dynamic behaviour. The Textile Reinforced Mortar (TRM) material appears as very suitable, since it meets the requirements of compatibility and reversibility of the retrofitting. Moreover, it avoids some problems related to permeability. And strongly reduces adhesion and debonding issues. In this paper the effectiveness of the TRM reinforcement for dynamic loads for windowed brick masonry walls is evaluated through vibration testing and operational modal analysis. To this aim, two scaled brick masonry walls were built at the “Laboratorio de Grandes Estructuras” of the University of Alicante. Only one of them was reinforced with the TRM. Both were damaged with a cyclic in-plane lateral force for simulating damage due to seismic actions. Structural vibrations of the two walls were measured in the presence of a white noise excitation. Modal parameters were evaluated through Operational Modal Analysis (OMA) before and after the damage. Finally, changes in modal parameters due to damage were compared and investigated in both the unreinforced and reinforced cases. The results suggest that TRM reinforcement can be considered effective for improving the mechanical behaviour of a brick windowed masonry wall.
1 INTRODUCTION

Masonry buildings represent a relevant part of constructions all around the world. Indeed, the majority of architectural heritage is made of masonry and a lot of new buildings are still built using masonry materials and traditional techniques. However, masonry buildings usually show a great vulnerability to seismic and dynamic loads [1], mainly due to the properties of the materials and to weak connections between horizontal and vertical structural elements [2-3]. Thus, in order to guarantee the stability and the integrity of the construction, it is of great importance to improve its mechanical behaviour through appropriate strengthening interventions. In addition, the reinforcement of masonry construction may be also aimed at repairing damages induced by unexpected static or dynamic loads, in particular earthquakes, that along with other causes can reduce the mechanical properties of masonry structural elements over time [4-6]. In this document, the assessment of the reinforcement of masonry walls in particular is addressed. Among possible reinforcement materials for masonry, in the recent past Fiber-Reinforced Polymer (FRP) composites [7-11] have been widely employed, but these composites show several drawbacks, mostly related to the stress-transfer mechanisms between reinforcement and masonry supports. More recently, another reinforcement material [12-13], the Textile Reinforced Mortar (TRM), has gained interest since it is particularly suitable for masonry constructions. Indeed, due to the presence of a mortar matrix instead of an epoxy one, it meets the requirements of compatibility and reversibility of the retrofitting. Moreover, it avoids some problems related to permeability and, above all, TRM strongly reduces adhesion and debonding issues. Finally, as it is shown in [14], TRM is effective in recovering the pre-damage stiffness of a scaled masonry building.

For the above, a detailed study on the effectiveness of TRM on different types of wall is of great interest. The main purpose of this study is the evaluation of the effectiveness of TRM reinforcement of a windowed brick masonry walls for dynamic loads. For this purpose, two distinct scaled brick masonry walls were built at the “Laboratorio de Grandes Estructuras” of the University of Alicante (Alicante, Spain). The two walls were constructed with the same geometrical features and with the same materials and technique in such a way that they have about the same mechanical characteristics. Only one of the walls was reinforced with the TRM. A vertical load was applied on both the two walls for reproducing real loading conditions of a bearing masonry wall. Both walls were damaged with a cyclic in-plane lateral force in order to simulate damage due to seismic actions. Finally, in order to evaluate the effectiveness of the TRM reinforcement for brick walls in the presence of windows, modal parameters of the two walls were evaluated through Operational Modal Analysis (OMA) before and after the damage by using ARTeMIS Modal commercial software. Indeed, since modal parameters are function of physical features like mass, stiffness and damping, it is well known that these parameters can be employed for structural assessment and damage identification [15-22].

2 MASONRY WALLS, REINFORCEMENT MATERIAL AND DAMAGE

The two windowed brick walls built for this study are shown in Figure 1a-b. The walls were built using clay bricks laid by means of 10 mm thick lime mortar joints adopting an English bond disposition. The geometric and mechanical characteristics of bricks and lime mortar are reported in Table 1. At the base, the walls were constrained through a steel plate and anchors to the strong floor of the laboratory in such a way that the lateral displacement is hindered. In order to simulate real loading conditions of a masonry wall, two vertical loads of 15000 daN were applied on two points (points P1 and P2 in Figure 1c). A steel beam allows for an approximately uniform distribution of the total load (30000 daN) applied on the top of the wall (Figure 1).
For the reinforced wall (Figure 1b), a 25x25 mm glass textile mesh embedded into a 10 mm thick cementitious mortar layer was applied on both the two lateral surfaces of the wall. Specifically, the application of the TRM reinforcement occurred in the following steps: (1) a 5 mm thick cementitious mortar layer was applied on the lateral surfaces of the wall; (2) a glass fiber textile grid was located on the cementitious layer; (3) the glass fiber grid was covered with 5 mm thick layer of the cementitious binder. It is worth noting that the first cementitious mortar layer allows for the bond between the masonry support and the glass fiber textile grid. The mechanical properties of the reinforcement are shown in Table 2.

<table>
<thead>
<tr>
<th>Bricks</th>
<th>Lime mortar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions (mm)</td>
<td>230 x 110 x 50</td>
</tr>
<tr>
<td>Compression strength (MPa)</td>
<td>17.20</td>
</tr>
</tbody>
</table>

Table 1: Geometric features and compression strength of bricks and lime mortar.

In order to simulate the effects of a high-intensity seismic action, both the two walls were damaged (Figure 2) by imposing a cyclic in-plane horizontal top displacement with increasing amplitude. Specifically, the horizontal displacement was determined by means of a hydraulic jack with a feedback system capable of producing a displacement control load test.
Figure 2: (a) Unreinforced and (b) reinforced masonry walls after damage.

<table>
<thead>
<tr>
<th>Material</th>
<th>Compression strength at 28 days (MPa)</th>
<th>Tensile strength (kN/m)</th>
<th>Elastic modulus (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mortar</td>
<td>15</td>
<td>45</td>
<td>8000</td>
</tr>
<tr>
<td>Textile mesh</td>
<td>8000</td>
<td>7200</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Mechanical properties of the reinforcing materials.

3 MODAL ANALYSIS

Vibration testing and Operational Modal Analysis (OMA) were carried out on the two walls in order to estimate their modal properties (natural frequencies, mode shapes and modal damping) both in the undamaged and damaged state. Schematically, modal properties were estimated in the following four cases: (1) unreinforced and undamaged wall; (2) unreinforced and damaged wall; (3) reinforced and undamaged wall; (4) reinforced and damaged wall. In each of these four cases, the response of the wall was experimentally monitored through accelerometers with respect to 18 DOF. Specifically, a grid of 9 points (Figure 1c) was defined on each wall and, for each point, the in-plane (x-direction) and out-of-plane (y-direction) vibrations were measured. A white noise excitation was generated through a shaker located in the middle of the top of each wall.

For data acquisition, 8 piezoelectric accelerometers of sensitivity 10 V/g, two signal conditioner model PCB 482A22 and two data acquisition devices model Kyowa PCD-320 were employed. The sampling frequency was set to 2000 Hz. Since only 8 accelerometers were available, the two accelerometers located at point 1 (in the x- and y-direction) were adopted as reference sensors. Consequently, it was possible to measure the response of the wall at the considered 18 DOF by three suitable arrangements of accelerometers, thus resulting in 3 data sets.

Finally, vibration data were processed by using the ARTeMIS Modal commercial software. In particular, the Enhanced Frequency Domain Decomposition (EFDD) method was employed for determining natural frequencies, mode shapes and modal damping.

Figure 3: A typical Singular Value Plot obtained by processing acceleration data of the walls through the EFDD technique.

4 RESULTS

Figure 2 shows both the unreinforced and reinforced wall after the damage process. A classical damage pattern with diagonal cracks is visible for the two walls. The horizontal cracks of the reinforced wall are due to the presence of the glass textile grid. In the unreinforced wall, the cracks mainly follow mortar joints, except in some points where they cross one or more bricks. For the unreinforced wall the initial elastic stiffness was 25.2 kN/mm, the ultimate horizontal displacement was 22 mm and the ultimate horizontal load was 143 kN. For the reinforced wall the initial elastic stiffness, the ultimate horizontal displacement and the ultimate horizontal load were 28.7 kN/mm, 33 mm and 351 kN, respectively. Since the two walls were similar to each other, it is evident that the TRM reinforcement improves the stiffness of the wall, its ductility and its ultimate strength to horizontal cyclic loads, and thus to seismic actions.

Regarding operational modal analysis, the first three vibration modes for each wall were identified both in the undamaged and damaged case. Figure 3 shows a typical Singular Value Plot, in the frequency range from 0 to 30 Hz, obtained through the EFDD method. In Table 3, a comparison between natural frequencies estimated in the four cases above listed is reported. Both for the unreinforced and for the reinforced case a noticeable decrease of natural frequencies occurs with damage. In particular, comparing natural frequencies before, $f_U$, and after, $f_D$, the damage through the frequency discrepancy parameter $D_i = \left| \frac{f_D - f_U}{f_U} \right|$, for the unreinforced case a decrease of 24.09 %, 60.00 % and 31.42 % of the natural frequency of the first, second and third vibration mode, respectively, is observed; the corresponding decreases for the reinforced case are of 44.05 %, 39.20 % and 45.42 %, respectively.

<table>
<thead>
<tr>
<th>Mode no.</th>
<th>Unreinforced wall</th>
<th>Reinforced wall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_U$ (Hz)</td>
<td>$f_D$ (Hz)</td>
</tr>
<tr>
<td>1</td>
<td>5.276</td>
<td>4.005</td>
</tr>
<tr>
<td>2</td>
<td>15.829</td>
<td>6.331</td>
</tr>
<tr>
<td>3</td>
<td>22.415</td>
<td>15.372</td>
</tr>
</tbody>
</table>

Table 3: Natural frequencies estimated for the unreinforced and reinforced wall both in the undamaged (U) and damaged (D) state.
Since the natural frequency is related to the modal stiffness, a decrease of the natural frequency means that the damage has induced a reduction of the modal stiffness for all the three identified modes. In particular, in the unreinforced wall the damage has mostly affected the second mode, while in the reinforced case it has affected almost uniformly all the three modes. It suggests that the application of TRM reinforcement allows distributing on all vibration modes the negative effects of damage.

Furthermore, it can be observed that, except for the second vibration mode, the reinforced wall has natural frequencies slightly higher than those of the unreinforced wall. Since the two walls are similar to each other, this consideration, together with information about the initial elastic stiffness of the two walls above reported, allows arguing that the TRM reinforcement slightly increase the stiffness of the wall on which it is applied.

Finally, it is worth observing that, even though the ultimate load was much higher for the reinforced wall, the frequency decrease (i.e. the stiffness reduction) due to damage is comparable for the two walls. It means that TRM reinforcement limits the negative effects of the damage on the structural stiffness of the wall.

In Table 4 a comparison between the modal damping ratio estimated for the four considered cases is presented. Both for the unreinforced and for the reinforced case, an increase of modal damping ratio occurs with damage. Comparing modal damping ratio before, \( \zeta_U \), and after, \( \zeta_D \), the damage through the discrepancy parameter \( D_\zeta = \frac{|\zeta_D - \zeta_U|}{\zeta_U} \), for the unreinforced case an increase of 1.00 %, 227.39 % and 12.16 % of the modal damping of the first, second and third vibration mode, respectively, it is observed. On the other hand, for the reinforced case an increase of 16.18 %, 87.87 % and 51.95 % of the first, second and third vibration mode, respectively, occur. Since the modal damping is related to energy dissipation, an increase in modal damping means that, as a result of the damage, the energy dissipation increase. As for natural frequencies, modal damping ratio values suggest that the application of TRM reinforcement allows distributing on more vibration modes the negative effects of damage. Indeed, considering the discrepancy parameter \( D_\zeta \), in the unreinforced wall the damage has mostly affected the second mode, while in the reinforced case the effect is distributed on all the three vibration modes.

<table>
<thead>
<tr>
<th>Mode no.</th>
<th>Unreinforced wall</th>
<th>Reinforced wall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \zeta_U ) (Hz)</td>
<td>( \zeta_D ) (Hz)</td>
</tr>
<tr>
<td>1</td>
<td>1.608</td>
<td>1.624</td>
</tr>
<tr>
<td>2</td>
<td>0.449</td>
<td>1.470</td>
</tr>
<tr>
<td>3</td>
<td>0.625</td>
<td>0.701</td>
</tr>
</tbody>
</table>

Table 4: Modal damping ratio estimated for the unreinforced and reinforced wall both in the undamaged (U) and damaged (D) state.

The estimated mode shapes of the reinforced wall in the undamaged state are represented in Figure 4. The mode shapes estimated in the other three cases are similar. In order to quantitatively compare mode shapes, the Modal Assurance Criterion (MAC) values were calculated. In Table 5 and in Table 6 the MAC values respectively for the unreinforced and the reinforced wall are listed. It can be seen that for both walls, the mode shape of the second vibration mode, which is a bending mode, is the most affected by the damage. Considering the cracking pattern for the two wall (Figure 2), it could be explained by observing that, since the second vibration mode involves opposite transverse displacements of the two free vertexes of the wall (Figure 4b-4e), the friction at crack surface is emphasized for that vibration mode. Further-
more, it is worth observing that the MAC values for the unreinforced case are lower than those for the reinforced case. This can suggest that the TRM reinforcement reduces the negative effects of damage in terms of variation of mode shapes.

![First mode](image1) ![Second mode](image2) ![Third mode](image3)

Figure 4: Mode shapes of the unreinforced wall in the undamaged state. General view: (a), (b) and (c). Plan view: (d) and (e). Front view: (f).

![Figure 4: Mode shapes of the unreinforced wall in the undamaged state. General view: (a), (b) and (c). Plan view: (d) and (e). Front view: (f).](image4)

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>4.005</th>
<th>6.331</th>
<th>15.372</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.276</td>
<td>0.712</td>
<td>0.016</td>
<td>0.017</td>
</tr>
<tr>
<td>15.829</td>
<td>0.091</td>
<td>0.531</td>
<td>0.003</td>
</tr>
<tr>
<td>22.415</td>
<td>0.001</td>
<td>0.054</td>
<td>0.786</td>
</tr>
</tbody>
</table>

Table 5: MAC values between the mode shapes in the pre and post damage state – unreinforced wall.

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>3.525</th>
<th>7.838</th>
<th>13.947</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.300</td>
<td>0.921</td>
<td>0.043</td>
<td>0.001</td>
</tr>
<tr>
<td>12.891</td>
<td>0.019</td>
<td>0.842</td>
<td>0.034</td>
</tr>
<tr>
<td>25.551</td>
<td>0.001</td>
<td>0.034</td>
<td>0.994</td>
</tr>
</tbody>
</table>

Table 6: MAC values between the mode shapes in the pre and post damage state – reinforced wall.

5 CONCLUSIONS

In this paper, the effectiveness of the TRM reinforcement on scaled windowed brick masonry wall is evaluated through vibration testing and Operational Modal Analysis. In particular, natural frequencies and modal damping are considered as parameters respectively related to the structural stiffness and the energy dissipation. In addition, for both the two walls, mode
shapes are investigated through the calculation of the MAC value both in the undamaged and the damaged state. The results show that, both for the unreinforced and for the reinforced case, for all the three identified modes there is a decrease of natural frequency and an increase of the modal damping. This means that after the damage there is a reduction of structural stiffness and an increase of energy dissipation, respectively. Furthermore, it can be seen that the damage affects the mode shapes mainly for the unreinforced case.

More specifically, the results suggest that the application of TRM reinforcement: (1) improves the stiffness of the wall, its ductility and its ultimate strength to horizontal cyclic loads; (2) allows distributing on more vibration modes the negative effects of damage related to both the structural stiffness and the energy dissipation; (3) limits the effects of damage on mode shapes. This last conclusion remarks that the reinforced wall has at the end of the test higher level of structural integrity than the unreinforced specimen. In conclusion, it can be argued that, with respect to horizontal cyclic load, like seismic actions, TRM reinforcement can improve the mechanical behaviour of windowed brick masonry walls.
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Abstract. The preservation of Cultural Heritage assets from natural and man-made disasters is of great importance for communities because of their architectural and social value. Lack of any hazard-resisting design, material typology and degradation due to ageing strongly affect the behaviour of Cultural Heritage assets. In this context, Structural Health Monitoring systems can help stakeholders to control the behaviour of heritage constructions, to improve the estimation of their residual life expectancy and to optimize maintenance and retrofitting interventions. This paper presents the preliminary results of the modal identification of the transept of San Francesco church in Pisa. An experimental campaign aimed at measuring the structural response under environmental vibrations was performed, and Operational Modal Analysis was applied to quantify modal properties (frequencies and mode shapes). Data were then used to calibrate the elastic parameters of a refined numerical model. Issues and practical considerations related to the design and installation of dynamic monitoring systems for complex masonry constructions (such as the one under investigation) were derived to provide practitioners with practical guidance.
1 INTRODUCTION

Cultural Heritage (CH) assets represent a relevant economic resource because of cultural tourism, but their intangible value is also of primary importance since they play a fundamental role in fostering a community’s sense of place and belonging. For these reasons, preservation of heritage constructions is a matter of primary importance, though current conservation efforts are too often limited to emergency measures, and designed without a comprehensive intervention plan [1].

In this context, Structural Health Monitoring (SHM) [2] systems can help stakeholders control the behaviour of heritage constructions, while improving the estimation of their residual life expectancy and optimizing maintenance and retrofitting interventions.

Numerical models are commonly used as a tool to assess structural health of CH assets and to predict the buildings response to environmental conditions. Typical CH assets are characterized by the lack of any hazard-resisting design, materials of unknown properties and diffused degradation due to ageing. For this reasons, epistemic uncertainties regarding materials, geometry and boundary conditions [3, 4] strongly affect Finite Element (FE) model results.

Ambient vibration-based modal identification techniques are then key to record and derive information for both model parameter calibration and structural control. Being non-destructive, such techniques perfectly meet the well-known minimum intervention and reversibility criteria for CH assets [5]. Through dynamic identification, vibrational properties of the structure (natural frequencies, modal shapes and damping coefficients) can be deduced and compared to the ones obtained from numerical models [6, 7, 8].

In this paper we present the first steps towards the definition of a robust SHM system for masonry CH assets [10]. The San Francesco church in Pisa, Italy (Figure 1) was chosen as a case study, and dynamic measurements were performed to evaluate the response of its bell tower and transept to ambient vibrations.

The results were elaborated through Operation Modal Analysis (OMA) techniques [9] and used to identify natural frequencies and mode shapes. A preliminary dynamic identification of the bell tower alone provided first estimates for the constitutive parameters of the masonry walls. A FE model of the entire church was then built in order to preliminarily choose relevant
mode shapes involving the transept, and to design sensor positioning. After the experimental campaign, the same model was used to perform a manual mode-matching between numerical and experimental results.

2 THE SAN FRANCESCO CHURCH IN PISA

The construction of the San Francesco church in Pisa dates back to the 13th century, and was executed under the direction of architect Giovanni di Simone [11]. It follows the traditional Franciscan canon of sobriety and humbleness, avoiding frescoes and limiting the use of marble to the façade (of later construction), preferring exposed brick on the exterior and painted plaster on the interior.

Its geometry (the nave measures 70.5 m x 17.7 m) makes it the second largest church in the city, after the Cathedral of Pisa. Its peculiarity is a “hanging” masonry tower, resting at a height of 12 m above ground level on two limestone cantilevers embedded in the north transept walls. The dynamic behaviour of the bell tower was already investigated during an experimental campaign in March 2019 by a research group from the University of Pisa lead by Prof. De Falco. The campaign’s results are briefly recalled in the following.

A massive restoration work of the San Francesco church is currently underway, thus enabling the self-standing scaffolding system to be used during the dynamic experimental campaign herein presented. It is worth noting that the scaffolding system (Figure 2) is designed to have no contact with the structural system, so that it does not affect dynamic observations. Thanks to this, a diffuse network of sensors over most of the church’s transept, including the highest portion of the walls, could be installed, thus obtaining significant data for modal identification.

![Figure 2: Self-standing scaffolding system in the nave.](image)

Plans of renovation also envisage the complete removal and restoration of the roof and of the supporting truss structures. This will allow a new experimental campaign to be performed in order to better evaluate the effect of roofing on the overall vibrational behaviour of the building.

3 EXPERIMENTAL CAMPAIGN ON THE BELL TOWER

On the 30th March 2019, an experimental campaign was performed on the San Francesco bell tower in order to identify its modal properties. Accelerometers and velocimeters were placed at different positions along the tower’s height (Figure 3), measuring its response to ambient
vibrations. Natural frequencies and mode shapes were derived using the software LMS Test.Lab 8 [12] to perform digital signal processing and to apply the PolyMax algorithm [13] to the data. The first three identified frequencies correspond to two flexural modes (1.10 Hz and 1.32 Hz) and a torsional one (3.55 Hz). Flexural modes are roughly aligned with the main diagonals of the bell tower’s cross section.

Figure 3: A) Sensor positioning along the bell tower. Accelerometers are indicated with the letter A, velocimeters with the letter P; B) employed sensors; C) velocimeter acquisition system.

A FE model was developed during this phase to simulate the masonry bell tower together with a limited portion of the neighbouring church walls (Figure 10). Experimental results were used to update the value of the elastic material properties of the model. The first three natural frequencies and mode shapes were matched with numerical ones (Figure 4) by varying the values of the Young’s moduli of bell tower and church. Good accordance (less than 5% difference) between experimental and numerical data was finally reached for values of 1800 and 1300 MPa for the bell tower and church, respectively.

4 EXPERIMENTAL CAMPAIGN ON THE TRANSEPT

4.1 Instrumentation and acquisition

After the dynamic identification of the bell tower, an experimental campaign was carried out on the church’s transept during December 2019 and January 2020. A network of accelerometers was used to record the building’s response to ambient vibrations. Nine monaxial capacitive accelerometers (PCB DC capacitive accelerometers – Model 3701G3FA3G) and six monaxial piezoelectric accelerometers (PCB ICP accelerometers – Model 393C) from the Structural Laboratory of the University of Pisa were employed. Technical characteristics of the sensors are summarized in Table 1. Data were recorded and pre-processed through an acquisition system.
Figure 4: Mode matching for the bell tower.

(LMS Scadas Mobile) controlled by a dedicated application (LMS Test.Lab 8). Figure 5 shows the employed sensors and acquisition system.

<table>
<thead>
<tr>
<th>PCB DC capacitive accelerometers model 3701G3FA3G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average sensitivity @ 30 Hz</td>
</tr>
<tr>
<td>Average eigenfrequency</td>
</tr>
<tr>
<td>Frequency range (± 5 %)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PCB ICP piezoelectric accelerometers model 393C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average sensitivity @ 100 Hz</td>
</tr>
<tr>
<td>Average eigenfrequency</td>
</tr>
<tr>
<td>Frequency range (± 5 %)</td>
</tr>
</tbody>
</table>

Table 1: Technical characteristics of the employed sensors.

The sensors were assembled to create two- or three-directional measurement stations by fixing them to rigid metallic plates. Four different device configurations were adopted to perform three 30 minutes records with a sampling frequency of 256 Hz and 8-second average time windows.

Sensor layout was determined beforehand based on the results of a preliminary numerical model. Two main necessities had to be assessed:

1. to identify the modal properties of all reachable transept portions;
2. to gain insight regarding the influence of roof and supporting trusses on the vibrational behaviour of the connected walls.

Figures 6 and 7 show sensor positions, and Table 2 summarizes the configurations with the corresponding instrumented positions. Sensors in positions 1, 6, 8, 14 and 25 were used for each configuration, in order to be able to merge data from the different acquisitions.

Connection between sensors and acquisition system was achieved through cables ranging in length between 50 and 100 m on account of the church’s geometry. This required careful
Table 2: Sensor positions used for the different measurement configurations. In boldface reference positions.

<table>
<thead>
<tr>
<th>POSITION</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration 1</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 2</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 3</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 4</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>POSITION</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration 1</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 2</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 3</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 4</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

planning in the design of the experimental campaign, to make sure that as few accelerometers as possible had to be moved between a configuration and the following. Nevertheless, logistics often required long procedures, resulting even more complex since operations were carried out on the scaffolding.

Cable length, together with some electrical dissipations which may also have interacted with the scaffolding system, could have been the cause of issues concerning some of the sensors during measurements. This was particularly true in the case of capacitive accelerometers, which required an external power source and for which tripolar power cables were used. Some of the
Figure 6: Sensor positioning. Church plan, section AA (east transept wall) and section BB (west transept wall). White portions were impossible to photograph.
longer cables, when used for sensors located closer to the acquisition system, had to be partially stored on cable reels. This may have worsened signal quality through induced electro-magnetic effects. Future testing may benefit from the use of piezoelectric accelerometers only, or from the use of capacitive accelerometers with better insulated cables.

4.2 Data elaboration and discussion

Data from accelerometers were processed using the software LMS Test.Lab, computing the Power Spectral Density function with Hanning windowing at 16768 spectral lines and 10% overlap. To perform a preliminary identification of peaks in the transept’s frequency response, selected signals in the frequency domain were grouped based on sensor position: north and south partition walls and east, west and south transept walls. Figure 8 shows the resulting PSDs. Here, the different lines correspond to signals from accelerometers mounted on one wall, and measuring in orthogonal direction. Peaks have been identified through manual peak-picking.
Figure 8: Power Spectral Density of signals recorded from sensors on different transept portions. a) North partition wall; b) south partition wall; c) east transept wall; d) west transept wall; e) south transept wall.
Some observations can be derived:

- frequency responses from the north and south partition walls are very similar. This could be expected since their geometry is roughly the same, even though boundary conditions differ significantly. The north wall is in fact contiguous to the bell tower and to an external vaulted cloister, while the south portion of the transept is free along its height and borders with adjacent roads.

- A peak corresponding to approximately 1.10 Hz can be recognized in the frequency responses of the north partition and west transept walls, and is absent from the response of other walls. This suggests that the first natural frequency of the bell tower, corresponding to its first flexural mode, was identified.

- The vibrational behaviour of the east transept wall is, as expected, quite different from the other walls. This is due to its being horizontally braced by several vaults that cover the altar and the chapels.

- The west transept wall is occupied for the most part by an archway that separates the transept from the nave, as can be seen in Figure 6. Unfortunately, the scaffolding system did not reach the arch’s keystone, so that sensors were placed in positions very close to orthogonal walls. The frequency response shown in Figure 8 is detrimentally affected by the lack of sensors in the higher portion of the wall.

The PolyMax algorithm was applied to each single measurement run in order to identify natural frequencies which peaks may have been ignored during manual peak-picking, and the relative partial mode shapes. The results were then combined in LMS Test.Lab to construct global mode shapes, and a multi-run matrix was constructed, grouping together corresponding peaks from different runs (Table 3). Figure 9 shows the mode shapes identified with the PolyMax algorithm, on a simplified 80-point geometry of the church’s transept. The northern portion is not shown, since it was not subjected to measurements.

<table>
<thead>
<tr>
<th></th>
<th>Configuration 1 [Hz]</th>
<th>Configuration 2 [Hz]</th>
<th>Configuration 3 [Hz]</th>
<th>Configuration 4 [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mode 2</td>
<td>2.01</td>
<td>1.06</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>Mode 3</td>
<td>2.62</td>
<td>2.60</td>
<td>2.61</td>
<td>2.58</td>
</tr>
<tr>
<td>Mode 4</td>
<td>3.09</td>
<td>3.10</td>
<td>3.06</td>
<td>3.07</td>
</tr>
<tr>
<td>Mode 5</td>
<td></td>
<td></td>
<td>3.27</td>
<td>3.51</td>
</tr>
<tr>
<td>Mode 6</td>
<td>4.19</td>
<td>4.19</td>
<td>4.19</td>
<td>4.19</td>
</tr>
<tr>
<td>Mode 7</td>
<td>4.90</td>
<td>4.87</td>
<td>4.88</td>
<td>4.84</td>
</tr>
<tr>
<td>Mode 8</td>
<td>6.19</td>
<td>6.04</td>
<td>6.04</td>
<td>5.98</td>
</tr>
<tr>
<td>Mode 9</td>
<td></td>
<td></td>
<td>7.78</td>
<td>7.58</td>
</tr>
<tr>
<td>Mode 10</td>
<td>10.07</td>
<td>9.64</td>
<td>10.00</td>
<td>9.84</td>
</tr>
<tr>
<td>Mode 11</td>
<td>10.20</td>
<td>10.28</td>
<td>10.20</td>
<td></td>
</tr>
<tr>
<td>Mode 12</td>
<td>11.31</td>
<td></td>
<td>11.64</td>
<td>11.57</td>
</tr>
</tbody>
</table>

Table 3: Experimental natural frequencies of the transept.
The identified mode shapes did not provide useful information regarding the influence of roof and supporting trusses. In particular, at this stage no conclusive answer can be given to the question regarding the eventual rigid-link effect exerted by the roofing system: while some of the mode shapes (e.g., modes 1, 2 and 4) show the two partitioning walls moving in phase, others (e.g., modes 6 and 7) clearly show them moving in opposition of phase. Further measurements, concentrating on the trusses’ supports, will help to shed light on the matter.

5 FINITE ELEMENT MODEL

A FE model of the San Francesco church in Pisa was developed using the software Comsol Multiphysics 5.5 [14]. The church’s geometry was obtained from a refined point cloud, resulting from a survey fieldwork with laser scanner (Figure 1A). The point cloud was imported in AutoCAD [15] and interpolating solids were defined to assemble the entire geometry of the church.

In Comsol Multiphysics, tetrahedral finite elements with Serendipity quadratic shape functions were used to define a mesh composed of 572991 elements, with maximum dimension set at 1.00 m (Figure 10). A cloister and part of the monastery are contiguous to the northern transept and nave walls (Figure 6). Their presence was considered using displacement boundary conditions to simulate the restraints they exert on the church. Since no conclusive observations could be made regarding the role of the roofing system in the dynamic characterization of the transept, trusses were included in the model because this was thought to represent the most “natural” choice. At this stage, values of Young’s moduli for the church’s and bell tower’s masonry were estimated to be 1300 MPa and 1800 MPa respectively, in accordance with the previous
dynamic identification of the bell tower. An automatic updating procedure will be the object of further research work.

Modal analysis resulted in more than 150 mode shapes in the frequency range from 0 to 12 Hz, while only twelve were derived from data analysis (Table 3). Most of the former correspond to natural frequencies of the portions of the church which were not instrumented and therefore not identified, such as the nave and the altar chapels. Sensors used during the acquisition may have not recorded vibrations relative to mode shapes that were not triggered with enough energy by ambient noise.

Mode-matching was performed, and good accordance between experimental and numerical data was reached for some of the modes. Figure 11 shows modal shapes for modes 1, 2, 3 and 7 (according to numbering used in Table 3). Results of the FE model are compared with experimental data. The large number of numerical mode shapes, however, and the presence of many modes with very similar frequencies suggest the necessity to employ an automatic mode-matching procedure such as the Modal Assurance Criterion (MAC) [16]. For this reason, masonry constitutive parameters were not updated using experimental modal information in this case. This will instead be the topic of future research work.

6 CONCLUSIONS

This paper presents preliminary results of the modal identification of the San Francesco Church in Pisa, which is the first step towards the development of a robust SHM system for masonry CH assets. The church’s bell tower and transept were subjected to dynamic testing, and operational modal analysis enabled the identification of a limited number of vibrational modes and frequencies. A FE model, preliminarily used to design instrumentation layout, was employed to perform mode matching between experimental and numerical mode shapes, using values for material constitutive parameters resulting from a previous experimental campaign on the bell tower. This first effort allowed us to expand our knowledge regarding practical problems and difficulties arising from performing dynamic testing on a complex structure such as the San Francesco church. Further experimentation will concentrate on specific substructures of the church, and on a dedicated investigation regarding the vibrational influence of roof and supporting trusses.
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Abstract. This research shows the numerical and experimental results evaluated in the Fiesole bell tower in Italy. The aim of this investigation is to increase the knowledge related to the dynamic interaction between the vibration frequencies of the bells and the dynamic behavior of the masonry tower. In particular, in this paper the numerical evaluation focuses on the bell and tower interaction, taking into account the behavior of the tower as an exempt structure. In particular, the study was divided into several phases. The first phase consisted of the geometric definition of the structure, as well as the definition of the mechanical properties of the bells. In the second phase the dynamic properties of the structural system were evaluated and the numerical model was calibrated. In the third phase, lateral restrictions of the tower were released and a parametric study of the interaction of the dynamic forces of the bells with the tower was carried out. Based on these results, the velocity ranges, and swing amplitude of the bells, which could damage the tower, were evaluated according to DIN 4178-2005. The main results show that the biggest bell should not be used for velocity values near 41.53 rpm, regardless of the swing angle. Also, for smaller bells, swing angles between 50º and 95º and speeds between 25-40 rpm should be avoided.
1 INTRODUCTION

Masonry towers are very common buildings from the middle ages until now. In particular, many of them have bell towers at the top of the buildings. These bells have been used to advise the population of different events by means of the ringing of the bells [1]. In recent years, interest in the dynamic behavior of such structures has increased, especially through the use of monitoring techniques (structural health monitoring), reporting papers on vibration modes and frequencies [2, 3], as well as studies related to their seismic vulnerability [4]. On the other hand, several authors have published articles related to the dynamic forces generated by the bells ringing [5]. However, there are not many authors who analyze the behavior of these structures under loads in service, such as those due to the swing of the bells.

With the aim of increasing this field of knowledge, in this work the interaction between the vibration frequencies of the bells and the dynamic behavior of the masonry tower, under the consideration of structure exempt is evaluated. In particular, the study is divided into several phases. The first phase consisted of the geometric definition of the structure, as well as the definition of the mechanical properties of the bells. In the second phase the dynamic properties of the structural system are evaluated and the numerical model is calibrated. In the third phase, lateral restrictions of the tower are released and a parametric study of the interaction of the dynamic forces of the bells with the tower is carried out. Based on these results, the velocity ranges, and swing amplitude of the bells, which could damage the tower, are evaluated according to DIN 4150 [6].

2 CASE OF STUDY: FIESOLE BELL TOWER

The tower selected for the analysis is the Fiesole bell tower from the Cathedral of Fiesole (Italy), Figure 1. This structure is a hollow rectangular cross section of 5.10x4.10m². The thickness of the external wall is variable with height. From 0 to 7.25m the thickness of the wall is a constant value of 1m. The thickness for the next section of 15 m length is 0.85m. For the third section of 16m length, the thickness is 0.75m. Finally, for the last section from 38m to the crown at 39.65m, the thickness is equal to 0.25m. Regarding the openings in the external walls of the tower, there are no important elements, except for the access point at the base of the tower, and the openings located in the belfry, at 26.30m and 30.90m. Regarding the lateral constraints, there are three lateral church walls connected on north, south and west sides with a thickness of 1m. In general, the material of the tower and lateral walls are irregular stone bricks with mortar.

![Figure 1: General and frontal views of bell-tower. From left to right: West, South, East and North Faces.](image-url)
3 DYNAMIC BELL FORCES

The belfry of the tower shows five different bells, Figure 2. The first four, Fratina, Cantina, Misericordia and Linara, are located at 26.30m, and the weight of them is 2.452 kN, 2.256 kN, 3.237 kN and 4.395 kN. The last one is the Campanone, located at 30.90m and its weight is 7.142 kN. Table 1 shows the dynamic properties of the bells. These bells swing according to the Central European System [5]. Dynamic horizontal force of the bells, evaluated according of the German standard [10], Equation 1, depends on the mass of the bells, m, the swing velocity, Ω, the geometry coefficient, c, and the swing rotation angle, α. The c coefficient is a function of the inertia and the distance from the bell gravity center to the rotation axis of the bell. Finally, the effect of the rotation angle, α, Figure 2, is taken into account by means of the γ coefficient. Figure 3 shows an example of the dynamic force of the Campanone bell, and the harmonics components of this force. These harmonics change with the swing angle and velocity and they can interact with the vibration frequencies of the tower.

<table>
<thead>
<tr>
<th>Bell</th>
<th>Geometry coefficient</th>
<th>Weight (kg)</th>
<th>Diameter (mm)</th>
<th>Swing velocity</th>
<th>Swing angle</th>
<th>Dynamic Horizontal Force (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Campanone</td>
<td>0.76</td>
<td>728</td>
<td>1120</td>
<td>29.98</td>
<td>64</td>
<td>5.014</td>
</tr>
<tr>
<td>Linara</td>
<td>0.75</td>
<td>448</td>
<td>970</td>
<td>33.52</td>
<td>73</td>
<td>3.645</td>
</tr>
<tr>
<td>Misericordia</td>
<td>0.75</td>
<td>330</td>
<td>870</td>
<td>33.04</td>
<td>65</td>
<td>2.289</td>
</tr>
<tr>
<td>Cantina</td>
<td>0.75</td>
<td>230</td>
<td>780</td>
<td>34.47</td>
<td>72</td>
<td>1.838</td>
</tr>
<tr>
<td>Fratina</td>
<td>0.80</td>
<td>250</td>
<td>670</td>
<td>36.96</td>
<td>69</td>
<td>2.006</td>
</tr>
</tbody>
</table>

Table 1: Dynamic properties of the bells in the Fiesole bell tower.

\[
H(t) = c \cdot (m \cdot 981) \cdot \sum y \cdot \sin(\Omega \cdot t) \tag{1}
\]

Figure 3: Example of Campanone dynamic loads. Left: Horizontal force; Right: FFT for swing angle of 64°.
4 EXPERIMENTAL TEST

In order to analyze the dynamic properties of the tower six 393 PCB Piezotronics uniaxial accelerometers are placed at 30.9m and 38 m on the internal part of the tower East façade, in a triaxial configuration. By means of this test setup it is possible to evaluate the frequencies in E-W and N-S direction, Figure 2. The range of measurement for these devices is from 0.025 Hz to 800 Hz, with a voltage sensivity of 1V/g. Data acquisition hardware consist of a signal conditioner PCB 482A22 and a data logger HBM Spider8 (SR55). The sample frequency is 400 Hz. Two test are done. During the first one, a signal of 15 minutes is recorded, and the dynamic load used during this test is the ambient noise. In the second test, a signal of 6 minutes is recorded and the dynamic load used in this case is the horizontal force due to the swinging of the Misericordia bell with a swing angle and swing velocity equal to 100° and 30 rpm.

<table>
<thead>
<tr>
<th>Mode</th>
<th>EFDD</th>
<th>CFDD</th>
<th>CVA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>plane</td>
<td>Hz</td>
<td>csv</td>
</tr>
<tr>
<td>1</td>
<td>zy (N-S)</td>
<td>0.87</td>
<td>1.22</td>
</tr>
<tr>
<td>2</td>
<td>zx (E-W)</td>
<td>0.97</td>
<td>2.50</td>
</tr>
<tr>
<td>3</td>
<td>xy</td>
<td>3.55</td>
<td>0.11</td>
</tr>
<tr>
<td>4</td>
<td>zy (N-S)</td>
<td>3.94</td>
<td>1.21</td>
</tr>
<tr>
<td>5</td>
<td>zx (E-W)</td>
<td>4.48</td>
<td>0.53</td>
</tr>
</tbody>
</table>

1-2. 1st bending mode. 3. Torsion mode. 4-5. 2nd bending mode.
EFDD: Enhanced Frequency Domain Decomposition; CFDD: Curve-fit Frequency Domain Decomposition; CVA: Canonical Variate Analysis.

Table 2: Statistical analysis of ambient vibration test.

Signals are analyzed using ARTeMIS software for OMA, and Matlab software. Signals are decimated from 400 Hz to 50 Hz, and filtered between 0.1 Hz to 20 Hz. Different techniques are used for the analysis. Table 2 shows the mean frequencies and the standard deviation values for the principal vibration modes according to the Enhanced Frequency Domain Decomposition technique (EFDD) and Curve-fit Frequency Domain Decomposition technique (CFDD) for the analysis in frequency domain, and the parametric technique Canonical Variate Analysis (CVA), for the analysis in time domain. Finally, the global damping of the structure is evaluated using de data of the second test and the logarithmic decay technique. Global damping value is equal to 1.5%, and it is very close to the proposed one by the standard DIN 4178 [7] for masonry buildings.
Finally, with the aim to evaluate the experimental results, the analytical first bending frequency is compared with the proposed in some standards. Table 3 shows the results for the NTC-08 [8], DPCM-11 [9] and NCSE02 [10]. In general, all the results are close to the experimental ones, and they are valid for a preliminary value. Moreover, the results for the Spanish standard shows the best results compared to the experimental data.

<table>
<thead>
<tr>
<th>Direction</th>
<th>NTC-08 (Hz)</th>
<th>DPCM-11 (Hz)</th>
<th>NCSE-02 (Hz)</th>
<th>Experimental (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-W (zx)</td>
<td>1.307</td>
<td>1.407</td>
<td>1.116</td>
<td>0.976</td>
</tr>
<tr>
<td>N-S (zy)</td>
<td>1.307</td>
<td>1.407</td>
<td>0.979</td>
<td>0.873</td>
</tr>
</tbody>
</table>

Table 3: First bending frequency according to different standards.

![Modal Shapes and Frequencies](image)

Figure 5: Frequencies and modal shapes for bell tower without lateral restraints

5 DAMAGE EVALUATION DUE TO BELL SWING

A numerical model has been implemented with ANSYS software with the aim to evaluate the dynamic behavior of the tower, and the dynamic interaction between the tower and the bells. All the elements used are solid 186 elements. Perfect bonded contact is selected between the elements in contact with the tower. The analysis is divided in three phases. The first one consist of the numerical model calibration process. During this phase, a confined model is used, and the optimization process is done using genetic algorithm [11]. The parameters used in GA were, population of 20 chromosomes, elite count and crossover fraction equal to 10% and 80%, and 75 generations. Five variables are evaluated, three variables for the Elastic modulus of the three masonry confinement walls, one for the Elastic modulus of the main body of the tower, and finally, one more for the tower masonry self-weight. Relative error between numerical and experimental data for the first five vibration frequencies is used in the calibration process. Finally, the elastic modulus and the self-weight calibrated values for the tower are 2043 MPa and 1894 kg/m³, and the global error is equal to 3.31%. The second phase consist of the analysis of the bells swing velocity range that could generate resonance problems with the bell tower. In this phase and the next one, the numerical model used is the same as the calibrated one, but the lateral restriction are released. Figure 5 shows the first five modal shapes for the tower without lateral restraints. It has been selected the model without lateral restraints due to the aim of this research is focused on the dynamic interaction between the bell tower and the bells in case of analyzing the tower as exempt structure.

Regarding the critical bell swing velocity range, a preliminary analysis is done taking into account the relationship between the frequency of the tower and the harmonic of the horizontal bell force. Figure 6, shows the amplification factor for the normally used range of bell swing velocities. It is possible to evaluate that the critical bell swing velocities and harmonics for the
first and second mode are 29.34 rpm (1st harmonic) and 36.6 rpm (1st harmonic), for the third mode are 41.53 rpm (3rd harmonic) and 24.93 rpm (5th harmonic), for the fourth mode are 22.55 rpm (7th harmonic) and 31.56 rpm (5th harmonic), and finally, for the fifth mode are 21.2 rpm (9th harmonic), 27.26 rpm (7th harmonic) and 38.16 rpm (5th harmonic). Finally, in the third phase of this research, a parametric study of the interaction between the bell forces and bell tower is done. Figure 6 shows the normalized resultant velocity on the top of the tower for the swing velocities selected, and the normalized standard velocity limitation, for the different bells according to the standard DIN 4150 [6]. For these velocities, a swing angle from 50° to 170° and height equal to 30.9 m in E-W direction, is evaluated.

![Graph of normalized resultant velocity vs. swing angle](image)

**Figure 6:** Left: Local sensitivity analysis of the dynamic interaction of the bell tower frequencies and bell harmonics. Right: Maximum horizontal velocity of the last floor for bell loads.

The results show that for bells located at 30.9 m none of the three bells in E-W directions could be used for swing velocities equal to 36.60 rpm and 38.16 rpm, with maximum normalized horizontal velocities equal to 23.85 mm/s and 11.72 mm/s. Regarding the others bell swing velocities, for the same location and bell swing direction, it is possible to see that for bells similar to Fratina bell, swing velocity of 41.53 rpm and swing angle from 50° to 130° could damage the tower due to the interaction between the 1st harmonic bell force and the 2nd vibration mode of the tower. However, the results show that there are not resonance problems between the 3rd harmonic of the bell force and the 3rd vibration mode of the tower, although the relationship between these frequencies is close to one. From the point of view of bells similar to the Misericordia bell, damage bell swing velocities are 41.53 rpm and 31.56 rpm for bell swing angles lower than 150° or lower than 110° respectively. Regarding the interaction between the harmonics of the bell forces and the vibration frequencies of the tower for these bell velocities, the problem is focused between the 1st harmonics of the bell forces and the 2nd vibration mode of the tower. In this case the influence of the 3rd and 5th harmonics of the bell forces in the 3rd and 4th vibration mode of the tower is negligible. Finally, Campanone bell shows that only bell swing velocities lower than 25 rpm with bell swing angle lower than 125° could be used without damaging the tower. It is important to note the relevance, for these low bell swing velocities, of the interaction between the higher order harmonics and the higher vibration modes of the tower.
6 CONCLUSIONS

In this paper, the dynamic behavior and the interaction between the Fiesole bell tower and movements of the bells is evaluated. First, Operational Modal Analysis is used to evaluate the first five vibration frequencies of the tower by means of three different techniques, EFDD, CFDD, CVA. Second global damping of 1.5% is evaluated using logarithmic decay technique. Third, a numerical model is implemented using ANSYS commercial software, and variables such as bell swing velocity, bell swing angle, and bell dynamic properties are evaluated by means a parametric analysis. The results show that for any bell located at 30.9m height, velocities equal to 36.60 rpm and 38.16 rpm could damage the bell tower. In case of Campanone bell, bell swing velocities higher than 25rpm and bell swing angle higher than 125° could damage the tower. In conclusion, it can be argued that, the dynamic interaction between the bells movements and the bell tower can damage the Fiesole bell tower.
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Abstract. A tsunami caused by a landslide caused extensive damage at Statland, Norway in 2014. The landslide was probably triggered by man-made vibrations. To understand better how vibrations from vibratory compaction affect slope stability, a frequency domain numerical tool (Comsol Multiphysics) has been extended to account for realistic non-linear soil behaviour. The tool is validated by comparison with field experiments of vibratory compaction. The non-linear analysis is believed to capture the essential behaviour of the vibratory compaction and the response of the slope. The numerical analysis and evaluations indicate vibratory compaction can have contributed to triggering the slide at Statland. To perform compaction in the vicinity of slopes with low stability near the shoreline with vibration susceptible soils we suggest: 1) using lighter equipment and/or higher loading frequencies or performing compaction without vibration, and avoiding excessive jumping of the vibratory roller drum; 2) applying thinner layers and more time between compaction passes, allowing for drainage of potential built up pore pressures; 3) monitoring slope horizontal and vertical displacements at some critical points; and 4) monitor pore pressures at critical points, if possible.
1 INTRODUCTION

A landslide-induced tsunami caused extensive damage at Statland, Norway in 2014. Only luck prevented any fatalities. The investigation of technical cause [1] concluded the slide was likely triggered by vibratory compaction of a rockfill in the shoreline in connection with development and extension of a near shore recreation cottage area. For safer nearshore developments it is very important to understand better the processes involved in the landslide triggering.

Often ground conditions along the Norwegian fjords consist of loose soil deposits with silt and sensitive clays. In combination with artesian water pressure the stability of such shoreline submarine slopes can be very low. The combination of loose soil and low stability makes these slope extra vulnerable to vibrations.

A tentative procedure on how to account for cyclic- and dynamic effects during vibratory compaction near slopes with vibration sensitive material, was proposed [2]. However, such approach may not always be practical, especially in small projects. Therefore the possibility of establishing a vibration limit has also been investigated in [3]-[4]. Through linear elastic models accounting for soil non-linearity by an ad-hoc reduction of soil stiffness depending on the induced strains. Recently, an equivalent linear numerical tool has been developed which has been validated against data from compaction and pile driving vibration experiments [5]. This tool is applied to the Statland case to better understand how non-linear soil properties affect the dynamic response of the slope. The following section gives a brief description of vibration triggered landslides and soil compaction induced vibrations before describing the numerical model and results for the Statland case.

2 VIBRATION-TRIGGERED LANDSLIDES

It is commonly not considered likely for non-blasting construction vibrations to cause landslides. We have only found the following potential cases in the literature:

- The Trestycjevatten slide south of Uddevalla, Sweden in 1990 [6] was most likely triggered by a heavy vibratory roller which caused the failure of a berm designed to provide additional stability to an embankment for the E6 highway.
- The Åsele-slide in 1983, also in Sweden [7] caused the failure of a road embankment that was partially submerged due to filling up of hydro-electric reservoir. The slide was triggered by tractor- pulled 3.3 ton vibratory roller.
- The 1987 Lake Ackerman slide caused damage to Highway 94 in Michigan, USA [8]. Six 22-ton trucks with vibrator plates generating signals for a seismic refraction study triggered the slide. The road embankment consisted of hydraulic fill of loosely deposited sand. Hryciw et al. estimated the cyclic shear strains induced in the fill of up to 0.06%, which could be enough to generate pore pressure build up and cause failure in loose fine silty sand ([9], [10]).
- The 1994 Skagway landslide reported in [10] have similarities with the Statland case, however there is limited information on the road construction done shortly before the slide. It is not clear if compaction can have contributed to the landslide.

The above cases were all near shoreline submarine landslides with loose ground conditions. For landslides where rock blasting was a potential trigger, the slide occurred in combination with other adverse factor such as low stability prior to blasting, higher than normal ground water level due to high precipitation, artesian pressures, erosion at the slope base, temporary placement of fill masses, etc. In addition, the existence of thin sand or silt layers within the clay are
confirmed in many cases, and are hence assumed to have played a crucial role [12]-[13]. These adverse factors also play an important role, when construction vibrations induce landslides.

3 STATLAND LANDSLIDE

January 29, 2014, a submarine landslide and a resulting tsunami [14] caused damage to port facilities and nearshore infrastructure at Statland, in the county of Nord-Trøndelag, Norway. Some photos of the damage are shown Figure 1. The newly constructed road and part of an old molo was swept away by the landslide. Luckily no humans was in vicinity when the landslide occurred. The tsunami slammed into buildings many of which were totally or partially destroyed. The investigation of the possible slide causes [1] established the slide occurred an hour and half after the filling and compaction work was finished. It further concluded it was very likely the construction work triggered the slide.

Deltaic deposits have accumulated over years along the margin of Namsfjorden outside the small community of Statland. The deposits consist mainly of loose sands and silts overlaying marine and partly sensitive clays (quick clays). The soft and weak soil conditions result in very low static factors of safety for the partially submarine slope [1]. In addition, there are considerable amount of organic material down to depths of 14 m beneath the seabed [1], which originated from sawmill industry in the area during the last 120 years. The sedimentation rate in the area is estimated to be in the order of 12 cm/year. Thus, there are considerable amounts of material still undergoing consolidation.

Such loose silty soils are susceptible to strength degradation due to vibrations, and thus some preliminary analysis of the impact of vibratory compaction on the slope stability was performed in [1]. The analysis indicated that compaction may have contributed to slide triggering in combination with other factors such as low tide and low static stability.

Figure 1 Photos showing damage caused by the Statland landslide. The right hand side photos compare the situation before and after the landslide with yellow dashed line showing the shoreline after the slide.
4 VIBRATIONS FROM VIBRATORY ROLLERS

Ground vibration from vibratory rollers transmits large dynamic loads to the soil in order to compact the fill materials during construction. Such dynamic loads can possibly cause pore pressure build-up and reduce soil strength in vibration susceptible soils such as loose silt and sand, and sensitive clays. This should be considered when carrying out construction work near slopes with such soils. The strength reduction depends on soil conditions, cyclic load amplitude and number of load cycles.

Performing vibratory roller compaction according to guidelines such as the Norwegian standard NS 3458 involves passing over the same area sometimes up to 8 times with the roller. This means a soil element is exposed to a large number of vibration cycles. The number of cycles depends on the speed of the roller and the vibration frequency. Vibratory rollers have vibration frequencies typically between 20-40 Hz and, on some rollers, both the load amplitude and vibration frequency can be varied, depending on the type of soil and the thickness of the compacted layers. The speed of the roller is typically between 0.5 m/s to 1.5 m/s. E.g. for the case of the Statland landslide ([1]) a low estimate of number of cycles indicated the soil in the upper part of the slope had experienced several hundred cycles with strains large enough to build up pore pressure.

The vibration amplitude depends on the vibratory roller's dynamic behaviour and its interaction with the ground during the compaction process (see e.g. [14]and [16]). There are various vibration modes, changing from full contact between drum and the substrate, to the periodic loss of contact during normal operation, to a less desirable chaotic bouncing of the drum as shown in Figure 2. Bouncing occurs when the period for one cycle is longer than the time for loss of contact and is more common at larger load amplitudes and can cause increased vibration amplitudes.

Vibratory compactors can start bouncing when the compacted fill is becoming stiffer after a number of passes over the fill. When this happens the roller drum will lose contact with the soil during a longer part of each vibration cycle and therefor do not vibrate with the same frequency as the compacted fill and soil. When bouncing occurs the soil is subjected to load impulses with a frequency which can be closer to the soil deposit's natural vertical vibration frequency. This can lead to larger vibrations and possibly pore pressure build up further away from the roller. There may be a "double" resonance if the natural frequency of the vibratory roller and the underlying fill is close to the natural vibration frequency of the soil layers in the slope.

Full-scale tests of vibratory compaction [17], [18] indicate the largest vibration amplitude occurs when the drum vibration frequency is about twice of the natural vertical vibration frequency of the system consisting of the drum and underlying fill and soil as shown in Figure 6. This is interpreted as that every other cycle the roller is in the air, and every other cycle it "hits" the compacted fill and soil in phase with the natural vibration frequency between roller and fill.

Jumping reduces the compaction efficiency [17] and is undesired. Therefore, some modern vibratory roller have various types of automatic feedback control systems to avoid such jumping [12]. The jumping is reduced by changing drum vibration amplitude and/or frequency ([19]). Since jumping can cause larger vibrations it is also undesired with respect to slope stability and should be avoided. The lower graph in Figure 2 shows schematically the dynamic behaviour of a vibratory roller drum and the vibration frequency halving which can occur during jumping.
5 NUMERICAL METHOD

Numerical simulations of effects from vibro-compaction done earlier in [2]-[4] were based on linear elastic material properties. Soil nonlinearity (reduction of stiffness with increased loading) was accounted for by manually reducing the material stiffness in the regions subjected to the largest cyclic strains. Recently we implemented a new feature in Comsol Multiphysics [5], to account directly for soil nonlinearity by means of laboratory measured strain dependent secant stiffness and damping. This extended tool is described in the following sections. The analysis is done in the frequency domain which allows for an equivalent linear soil model to be used to iteratively account for soil non-linearity.

Modelling of nonlinear soil behaviour with the equivalent linear method originates from the analysis of earthquake induced ground vibrations [21][22]. With increasing cyclic strain, the secant soil stiffness decreases, and the damping increases as shown schematically in Figure 3. This behaviour is often represented by curves showing reduction of secant shear modulus and increase of damping as shown in Figure 4.

The input parameters in the model is the initial shear wave speed, mass density, and hysteretic damping. In the frequency domain analysis constant elastic parameters are used, and thus the nonlinear stress-strain variation cannot be followed. Therefore, for each loading frequency, the COMSOL solver iterates until there is shear modulus is compatible with the shear strain in an equivalent linear sense in the whole computational domain. The secant shear modulus and damping vary with the distribution of shear strain amplitude within the soil around the roller
drum. The secant shear modulus, $G_s$, is expressed as varying with the octahedral shear strain amplitude, $\gamma$, according to the hyperbolic relationship in Eq. (1).

$$G_s = G \frac{1}{1 + \left( \frac{|\gamma|}{\gamma_{ref}} \right)^n}$$  \hspace{1cm} (1)

where $G$ is the initial shear modulus, $n$ and $\gamma_{ref}$ are material parameters. The octahedral shear strain, $\gamma$, is a complex variable when operating in the frequency domain, and therefore the equation was modified in COMSOL to use the amplitude of the shear strain. The material damping is modelled with a frequency independent damping, which is included in the soil stiffness by replacing the shear modulus with a complex shear modulus, $G_s^* = G_s(1 + i2D)$, where, $D$ is the material damping factor, and $i$ the imaginary unit.

The above method is not restricted to the hyperbolic law in Eq. (1), other formulations such as presented in [23]-[26], or simple tabulated data points for shear strain versus $G / G_s$, or damping, for specific materials are also possible. The material damping for the current analysis were given as tabulated values.

The combination of a cyclic and an average shear stress, can have considerable effect on the cyclic stress-strain behaviour and damping [27]-[29], but these effects were not considered in this study. Though the nonlinear cyclic stress-strain and damping-strain behaviour of the clay, silt and sand materials differ to some extent, in this preliminary study, they were modelled with the same stiffness reduction and damping curves, based on the empirical equations in [23] with the soil index input parameters given in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasticity Index, PI</td>
<td>20</td>
<td>%</td>
</tr>
<tr>
<td>OCR</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>$\sigma_0'$</td>
<td>100</td>
<td>kPa.</td>
</tr>
<tr>
<td>n</td>
<td>0.98</td>
<td>1</td>
</tr>
<tr>
<td>$\gamma_{ref}$</td>
<td>0.075</td>
<td>[%]</td>
</tr>
</tbody>
</table>

Table 1: Input parameters for modulus reduction and damping curves.

Figure 3 Schematic cyclic stress-strain loops for a soil element. The red triangle and the grey shaded loop shows the definition of elastic energy and hysteretic loss energy respectively in one cycle. The cyclic "back-bone" or "skeleton" curve which controls the shape of the hysteresis loops, is shown by the blue dotted line. Assuming a hyperbolic shape this line is given by Eq. (6).
Absorbing boundaries of the Perfectly Matched Layers (PML) type [30] are used to reduce unwanted wave reflections from the boundaries of the computation domain in the dynamic analysis. This also allows for modelling of radiation damping.

Since the soil strains become large near the vibratory roller it is important to have mesh element size fine enough to resolve the high strain and stress gradients. A comparison between $1^{st}$ and $2^{nd}$ order elements are given in section 7.2. Also the element size should be small enough to resolve the wave lengths appearing for the various stress and strain conditions at the various frequencies analysed. In three dimensions it is most likely faster to adopt the mesh size according to the frequency, i.e. the higher frequency the finer the mesh. In 2D we have found for some models it was faster to use "brute force" and use the same fine mesh for all frequencies.

6 VALIDATION BY COMPARISON WITH FULL SCALE VIBRATORY ROLLER COMPACTATION EXPERIMENTS

A qualitative comparison of the vibratory roller drum vertical displacement amplitude is shown in Figure 5. The left figure show measured response in the field [19] and the right figure show simulated response for 3D model as described in section 7, for several load amplitudes constant with frequency. The maximum applied load amplitude is 258 kN shown with light blue line with circle – marked 1 in the legend, the other curves are for lower load amplitudes as indicated by the numbers in the legend. The figure clearly demonstrates that the developed model is able to capture the resonance frequency reduction with increasing load amplitude as it appears due to resonance match with the roller vibration frequency. Some data points are missing in the computation due to lack of convergence in the solver which tends to appear at very large vibration amplitudes. Improved convergence can likely be achieved with a finer mesh.
To demonstrate quantitatively the equivalent linear method can capture essential features of nonlinear dynamic soil behavior during vibratory compaction, we have compared numerical results with full-scale compaction experiments described in detail in [17] and [18], and in references therein. Several frequency sweep tests were run with the roller passing over an area being compacted. The vertical displacement amplitude of the roller during the sweep tests are shown in Figure 6 a). Within each pass over the compacted area, the frequency is "swept" from 15 to 35 Hz. With increasing number of passes of the vibratory roller, the frequency of the first peak found between 15 and 20 Hz increases due to increasing soil stiffness due to the effect of the compaction. The second peak in each curve at about 30 Hz is due to the drum is bouncing.

An axi-symmetric model was used for quick analysis of the vibro-compaction experiment. The drum, the compacted gravel layer and the underlying rock fill were modelled with 2nd order solid finite elements. Absorbing boundaries was applied on the outer and bottom boundary of the model. A stiff block with a mass of 7600 kg represents the roller drum. The vertical dynamic load on the drum, due to an eccentric moment of 7.3 kgm, is proportional to the square of the rotation frequency giving a load amplitude of 83 kN at 17 Hz increasing to 258 kN at 30 Hz. The depth to bedrock was assumed 5 m in the model.

To account for the densification during compaction, the model was run with different initial shear wave speeds in the gravel fill layer of 160, 180, 200 and 220 m/s. A Poisson's ratio of 0.3 was used in the gravel fill. The rock fill shear wave speed was assumed to vary linearly between from 220 m/s beneath the fill to 270 m/s at 5 m depth. The rock fill density and Poisson's ratio were set to 2000 kg/m$^3$ and 0.3 respectively.

To model the effect of soil nonlinearity on the response of the drum, the curves for shear modulus reduction and damping versus shear strain shown in Figure 3 were used for the gravel fill. For simplicity, the same curves were used for the rock fill as well. Varying the initial shear wave speed from 180 m/s to 220 m/s gave a good match with the frequency variation of the first frequency peak observed in the experiment as can be seen in Figure 6 b). The 2nd response peak is due to bouncing of the drum and is not possible to account for in the numerical model due to assumption of full contact between drum and soil.

The experimental response amplitude at the higher frequency of 30 Hz, is not very much higher (~20%) than the response at 15 Hz. Thus the load amplitude experienced by the soil in the experiment when the drum vibrates with 30 Hz and bounces is likely not much larger than the one at 15 Hz.
The analysis show it is necessary to use a nonlinear soil behaviour to obtain a good match with the frequencies observed in the experiments. As shown in Figure 7 the computed shear modulus reduces to less than 10% of its initial value beneath the drum and the material damping factor exceeds 15%. There are many uncertainties in the non-linear modelling in terms of physical input parameters and the numerical model itself. However, the good match with experiments give confidence the method could be used for the analysis of vibro compaction near slopes and other related applications where the nonlinear soil behaviour is important, e.g. foundations subjected to large dynamic loads [5].

![Figure 6](image1.png)

**Figure 6** Vertical displacement amplitude of vibratory roller drum in frequency sweep test. a) Experimental result (Modified after [17]). b) Numerical results.

![Figure 7](image2.png)

**Figure 7** a) Shear modulus reduction and b) soil damping factor beneath vibrating block representing roller drum at 17 Hz for an initial shear wave velocity of 200 m/s in the fill layer.

## 7 VIBRATION ANALYSIS OF THE STATLAND LANDSLIDE

### 7.1 Numerical model

A three-dimensional calculation model was established (shown in Figure 8) based on the 2D geometry used in the investigation of the cause of the slide [1]. The colours indicate the shear wave speed as determined from CPT tests made at the site, with interpretation based on empirical equations from [31]. A road was constructed by compacting a rock fill layer (upper most yellow layer) and replacing older loose fills (in turquoise). Older fill material which was not replaced is shown in light green. The old fill contains various materials such as wood chunks etc. The shear wave speed in the replaced masses and in old fills are based on NGI's experience with similar materials [1]. The bed rock is modelled linear elastic with an assumed shear wave speed of 2000 m/s (shown in blue). Above the bedrock there is loose recently deposited material consisting of sand, silt and quick clay with shear wave speeds decreasing with depth from over
200 m/s between of 2 m to 3 m depth beneath the sea floor to about 100 m/s at 25 m depth. This was modelled with three thicker layers in yellow, orange, and red with constant initial shear wave speeds of 150, 120 and 100 m/s respectively. The Poisson's value in the fill mass is set to 0.4 and in soil below ground water level 0.495. The water above the submerged part of the slope has not been modelled. For an analysed vibrating submerged foundation under similar conditions, the water was shown to increase both radiation damping and added soil mass [32][33], thus it will likely have an effect of the dynamic response of the slope, but it is neglected here.

There was no information available about stress-strain curves for the materials at the time of analysis, therefore for simplicity, in the current model the same relative shear modulus reduction versus strain curve was applied to both fill and natural soil. The natural soil is very loose and as such the modulus-reduction curve may give a too stiff response. However, the objective was to estimate the order of magnitude of the induced strains in the soil.

The vibratory roller used during the compaction work was a Volvo CE SD 115D with a 2.1 m wide and 1.5 m diameter drum. Further technical information about the vibro compactor is available in [34]. The part of the drum in contact with the soil is modelled as a 2.1 m long, 0.3 wide and 5cm thick, rigid plate placed close to the edge of the slope (as shown in Figure 10). The plate mass is equal to the dynamic mass of the whole drum, which was estimated to 3570 kg based on the nominal displacement amplitude of 1.92 mm and load amplitude of 257 kN at a vibration frequency of 30.8 Hz. The Young's modulus of the plate was set to a high value to simulate the drum to be very rigid. The load due to eccentric mass was applied uniformly on the plate and there is no slippage allowed between the plate and the soil. Most vibratory rollers can only operate within a few pre-set frequency values. Here we assumed the load is continuous in the range from 0-30 Hz and proportional to the square of the drum vibration frequency, similar to the load in the full-scale experiments [17].

The static stresses from the weight of the vibratory roller may somewhat increase the stiffness and strength of the soil beneath the drum, but this is not accounted for in analysis. The static load diminishes quickly with depth as opposed to the dynamic loads which penetrate

Figure 8 Model used for the vibration analysis of the Statland landslide case. Colours show shear wave speed in the fill and natural soils. The bedrock shear wave speed was set to 2000 m/s (shown in blue).
much deeper. As a verification, the static stresses in the model due to the weight of the plate have been compared with field measurement [35] of a similar vibro compactor. The stresses are of the similar magnitude. Analysis performed in connection with the validation showed the increase in static stress beneath the drum has little effect on the overall vibration response. It was checked by changing low strain shear wave speed with 25% in the layer closest to the drum resulting in 10% change in resonance frequency. This was considered to have little consequence for computing the dynamic effects of vibro compaction on slope stability.

7.2 Effect of soil non-linearity and frequency dependent load

The numerical 3D model is still under development with tuning of mesh size and discretization to handle the large strains in the vicinity of the drum. However, the numerical results are considered to still be informative for engineering purposes and are therefore presented here.

Figure 10 shows the vertical response of the drum with blue curves for a load increasing with the square of the vibration frequency from 10 kN at 5 Hz to 257 kN at 31 Hz. The peak response, taken as average of the two points on the plate, is 3.5 mm at 20 Hz for a load of 109 kN. The drum response increases rapidly when the load frequency approaches 20 Hz due to local resonance between the drum and soil immediately beneath it.

At 4 m below the drum and 10 m further out in the slope (locations indicated with arrows in Figure 10) the vibration amplitude (shown with green and red curve in Figure 9) increases when approaching 15 Hz, which appears to be the natural frequency of the slope. The vibration further away from the drum do not increase above 15 Hz even though the load amplitude and the drum response increases very much at that frequency. This is interpreted due to 1) the soil can only transmit a limited shear stress due to the non-linear soil behavior [31] and 2) the increasing dynamic resistance due inertia of the vibrating plate. This is also indicated by the maximum shear strain plots for 14 Hz and 20 Hz (Figure 10 and Figure 11). For vibration frequencies below 15 Hz there is very low shear strains except in the vicinity of the drum. For vibration frequencies of 20 Hz and above, the shear strain amplitude do not increase very much even though the load amplitude doubles from 20 Hz to 30 Hz. The shear strains reach values for which pore pressure build-up can be expected [9], particularly for a large number of cycles and if the soil cannot dissipate the pore pressure. Such built-up pore pressure may also spread to critical parts of the slope through permeable layers which often exist in quick clay deposits of this kind. ([36]).
Figure 9 Vertical displacement amplitude (left axis) and load amplitude (right axis) versus loading frequency. Peak drum response at 20 Hz.

Figure 10 Maximum shear strain at 14 Hz for load amplitude of 53 kN. Colour scale is logarithmic from 0.01% to 10% shear strain.
Using 2\textsuperscript{nd} order elements allows improved capturing of large strain amplitudes around the vibrating plate (drum), and also reduces possible volumetric locking due to high Poisson's values in the submerged part of the slope. Figure 12 shows the response for the same model as in Figure 9, except for the use of 2\textsuperscript{nd} order elements. The peak response of the drum now occurs at 15 Hz compared to 20 Hz for the model with linear element. The vibration amplitude of the drum is approximately the same as for 1\textsuperscript{st} order elements with some increase to the sides of the drum due to local nonlinearity (see solid and dashed blue lines). However, the applied load amplitude on the drum is much lower with 61 kN at 15 Hz, compared to 109 kN at 20 Hz, which indicates the response is to stiff with the 1\textsuperscript{st} order elements.

Using the 2\textsuperscript{nd} order mesh discretization give a softer numerical behavior of the soil, and the frequency at the peak response of the drum-fill now coincides with the slope's natural vibration frequency of about 15 Hz. The vibration amplitude 4 m beneath and 10 m in front of the drum increase rapidly with frequency as shown with green and red curves in Figure 12. 4 m beneath the drum the maximum velocity amplitude is about 35 mm/s and 10 m towards the slope it is 20 mm/s. These velocity amplitudes correspond to shear strains high enough to cause pore pressure build up [9]. The double resonance, i.e. the coincidence of resonance frequency of the drum and compacted fill with the slope's natural vibration frequency likely have contributed to the relatively large shear strains induced.

The difference in response of the slope below and above the resonance frequency is also clearly seen in the plots of shear strains for 13 Hz and 16 Hz as shown in Figure 13 and Figure 14. Figure 14 shows a node-antinode wave pattern with regions of high shear strains surrounding areas with low shear strains.
Figure 12 Vertical displacement amplitude (left axis) and load amplitude (right axis) versus loading frequency. Peak drum response at about 15 Hz.

Figure 13 Maximum shear strain at 13 Hz for load amplitude of 46 kN. Colour scale is logarithmic from 0.01% to 10% shear strain.
7.3 Effect of bouncing drum

To understand better the effect of a jumping drum on the slope stability and soil-nonlinearity we have compared the response for four different load amplitudes all at 15 Hz close to the natural frequency of the slope, at which vibrations can propagate out towards the slope surface. This comparison have so far only been done for 1st order elements, but give a qualitative indication.

Comparing static stress due to weight on the drum with dynamic stresses beneath it, indicates the drum may not be in contact with the soil in parts of the vibration cycle (i.e. it is bouncing). The non-contact situation starts at frequencies in the range 12-15 Hz in this analysis. The frequency range will vary with drum mass, load amplitude and the non-linear soil stiffness.

It is not fully correct to apply the equivalent linear method to the problem of a bouncing drum. However, the estimated vibration amplitudes are likely on the high side and thus it would be conservative to use the approach to estimate the effect of compaction on slope stability. As mentioned, the load acting on the drum is proportional to the square of the drum vibration frequency. Thus when the drum is bouncing, the load amplitude applied to the drum is controlled by the drum vibration frequency, even though the soil vibrates with a lower frequency.

The following analysis tries to capture the underlying mechanism causing the second vibration peak around 30 Hz as shown in Figure 6 a). A comparison of stiffness degradation at a vibration frequency of 15 Hz is given in Figure 15 a) - d) for load amplitudes of 67 kN (not bouncing), 101 kN (partial loss of contact), 134 kN (partial loss of contact) and 269 kN (double frequency bouncing at 30 Hz as shown in Figure 2 c) and in the experiment result Figure 6a). 269 kN is the load for a roller vibration frequency of 30 Hz.

For the lower load amplitude (67 kN) there is only stiffness degradation locally beneath the roller and some 30-40% reduction in the upper part of the old fill towards the sea. With increasing load amplitude, the stiffness reduction reaches deeper down, at 100 kN load the reduction is about 60% at a depth of 1.5 m. For a load of 134 kN the stiffness reduction is more than 60% down to 2-meter depth. For the large load amplitude of 269 kN the stiffness degradation is occurring in a larger soil volume down to some 4 meter depth and the old fill sustains larger stiffness degradation down to 2 meter depth.
8 DISCUSSION

There are usually many contributing factors when construction activities cause landslides. These could e.g. be unknown soil conditions, such as the presence of weak soil layers and artesian water pressures resulting in lower actual factors of safety than anticipated by the geotechnical engineer's stability analysis. In the case of vibratory compaction, one should consider the effect of increased weight from the fill, compaction induced increase in lateral pressures, and use of less heavy equipment [37]-[40].

Here we have tried to understand how vibrations induced by compaction may affect the slope stability. The computed shear strains due to vibrations from compaction for the Statland case are large enough to cause pore pressure build up in the soft soil sediments [9]. Considering the very loose soil conditions as indicated by the post-slide investigation [1] it seems very likely the construction work caused the landslide and probably the vibratory compaction have contributed to the triggering. This confirms the conclusions in [1].

Vibrations were not measured for Statland case. Therefore it is not known how large the vibration amplitude was or how large the dynamic impact on the slope was. The analysis presented in this paper have tried to capture a range of possible load amplitudes and frequencies, to understand the effect of compaction on slope stability and if it is possible to establish a vibration limit to avoid slope failure. For practical reasons such limit values should be related to vibration measured on the ground surface. The vibration amplitude on the ground surface is very high near the vibratory roller, but attenuates quickly with distance. Since the roller is moving around when it operates it may be difficult to establish a vibration limit since the distance
to the roller is not known / varying all the time. Thus, the vibrations could be larger than measured by the vibration sensor. However, if one can measure vibrations on the ground surface at critical locations, e.g. on based slope stability analysis and tentatively keeping them lower than 20 mm/s it seems unlikely the vibrations could have negative effect on slope stability. In general, depending on the ground conditions and computed factor of safety for the slope stability, a slope can tolerate much larger vibration amplitudes than 20 mm/s.

The numerical analysis further indicate for a bouncing roller, i.e. the roller drum is fully in the air during every other soil vibration cycle, the effect on stiffness and strength degradation in the ground can be even larger. Thus avoiding bouncing of the drum is imperative when compacting in the vicinity of vibration sensitive soils. Many modern vibratory compaction rollers can sense and automatically reduce the jumping [15], [19].

The vibration frequency range of many vibratory rollers lies within a range such that when it bounces the frequency of impact on the ground may coincide with global natural vibration frequency of slopes. The performed numerical analysis indicates the global natural frequency of the slope is mainly controlled by the elastic shear wave speeds and geometry. The local soil nonlinearity around the drum do not affect the global natural frequency. Further analysis is needed to understand the interplay ("double resonance") between the global natural frequency, the local natural frequency of the drum-soil, and how they are affected by soil non-linear stiffness and slope geometry.

For load amplitudes large enough to cause jumping of the drum, the performed frequency domain analysis does not capture the partial or no-contact between the drum and the soil. Therefore the computed vibration amplitudes are likely on the high side. Further comparison with field measurements and non-linear time domain analysis are needed.

9 CONCLUSIONS AND RECOMMENDATIONS

The numerical analysis indicate vibratory compaction have possibly contributed to triggering the slide at Statland. The nonlinear analysis is believed to have captured the essential behaviour of the vibratory compaction and the response of the slope. The peak response at the frequency is close to the one stated by the operator of the vibratory roller and the manufacturer's data sheet.

To reduce the landslide risk during compaction work in the vicinity of slopes with vibration susceptible soils and low static stability near the shoreline the following is suggested

- Use less heavy equipment and/or higher loading frequencies or perform compaction without vibration. Avoiding excessive bouncing of the vibratory roller drum is imperative.
- Applying thinner layers and more time between compaction passes. Allowing for more time between placing of layers reduces the number of load cycles applied by the soil and allows for drainage of potential built up pore pressures both due to cyclic loading and due to static loading from weight of the fill.
- Monitor slope horizontal and vertical displacements at some critical points.
- Monitor pore pressures at critical points. Locations with artesian pressure have lower stability, any extra pore pressure from the compaction will reduce the stability of the slope.
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